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Abstract

We present an approach that takes advantage of multi-packet reception (MPR) to
reduce the negative effects of multiple access interference and therefore increase the
capacity of an ad hoc network. We analyze the performance upper bound of joint
routing and scheduling for ad hoc networks that embrace interference by using MPR.
We formulate the optimization problem under a deterministic model and seek to
maximize the aggregate network throughput subject to minimum rate requirements.
We then propose a polynomial-time heuristic algorithm aimed at approximating the
optimal solution to the joint routing and channel access problem under MPR. We
show the effectiveness of our heuristic algorithm by comparing its performance with
the upper bound.
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premise that a given receiver is able
to decode at most one transmission
correctly. Accordingly, transmitters
and receivers orchestrate transmis-
sions trying to avoid multiple ac-
cess interference (MAI). However,
the seminal work by Gupta and Ku-
mar [1] demonstrated that the per
source-destination throughput of a
wireless network with a protocol
stack that avoids MAI sharply de-
creases as number of nodes increases
in the network.

Fortunately, such multi-packet re-
ception (MPR) techniques as mul-
tiuser detection (MUD), successive
interference cancellation (SIC), di-
rectional antennas (DA), and multi-
ple input multiple output (MIMO)
[2-4] have become a reality. For ex-
ample, one of the basic premises of
MUD in code-division multiple ac-
cess (CDMA) system is that signals
from different users should be esti-
mated jointly, which makes it pos-
sible for the nodes to receive mul-
tiple packets simultaneously; em-
ploying transmitting and receiving
antenna arrays with properly de-
signed space-time codes can signif-
icantly increase the rate of reliable
communications, allowing the sepa-
ration of multiple users transmitting
at the same time; the adaptive an-
tenna arrays also allow receivers to
receive multiple packets simultane-
ously, which is known as space divi-
sion multiple access (SDMA). With
MPR techniques, multiple nodes
around a receiver can transmit con-
currently with the receiver being
able to decode the concurrent trans-
missions. Toumpis and Goldsmith
[5] have shown that the capacity re-

gions for ad hoc networks are signif-
icantly increased when multiple ac-
cess schemes are combined with spa-
tial reuse (i.e., multiple simultaneous
transmissions), multi-hop routing
(i.e., packet relaying), and SIC. Fur-
thermore, Garcia-Luna-Aceves et. al
[6] demonstrated recently that pro-
tocol architectures that exploit MPR
increase the order capacity of random
wireless ad hoc networks by a factor
©(logn) under the protocol model,
where n is the number of nodes in
the network. They also showed that
MPR provides a better capacity im-
provement for ad hoc networks than
network coding when the network
experiences a single-source multicast
and multi-pair unicasts.

From the above, it is clear that us-
ing MPR is an attractive approach
for making ad hoc networks scale.
However, as promising as the above
theoretical recent results on the use
of MPR in ad hoc networks are,
there is much work to be done before
MPR-based ad hoc networks can be
reduced to practice. The transmis-
sions that are to be decoded at a re-
ceiver need to be sent synchronously,
and the number of concurrent trans-
missions allowed around a receiver
cannot exceed the number of concur-
rent transmissions that the receiver
can decode, which may be smaller
than the number of neighbors near
the receiver if the network is densely
connected. Furthermore, the com-
munication protocols used to date in
ad hoc networks have been designed
to avoid MAI, and are derivatives of
protocols and architectures originally
designed for wired networks based
on point-to-point links. For example,



the IEEE 802.11 DCF adopts a sim-
ilar back-off strategy than Ethernet
when more than one transmission
occurs around a receiver. Similarly,
the IETF MANET routing protocols
work independently of the channel
access method, even though it is not
true that routing in ad hoc networks
occurs over a pre-existing network
topology and the transmission over
one link does not impact the trans-
missions over other links, as it can
be done in a wired network.

The motivation for the work pre-
sented in this paper is that, for
MPR to really help ad hoc networks
scale, the protocols used in such net-
works have to be redesigned from
the ground up to embrace, not com-
bat, MAI. We present an approach
to the joint routing and scheduling
problem in ad hoc networks in which
nodes are endowed with MPR. Our
joint routing and scheduling solution
takes advantage of multiple concur-
rent transmissions around receivers
that are part of routes from sources
to destinations. The main contribu-
tion of this paper consists of deriving
the formulation of the joint routing
scheduling optimization in ad hoc
networks using MPR, and proposing
a novel heuristic that approximates
the upper bound on performance.

The rest of the paper is organized as
follows. First, Section 2 summarizes
prior work related to our joint route-
scheduling problem. Our survey of
prior work reveals that, while much
work has been reported on joint
routing and channel access schedul-
ing for multi-channel networks, the
joint optimization of routing and

channel access under MPR is a new
problem. We investigate the achiev-
able performance gain offered by
MPR given such system informa-
tion as network topology, traffic pat-
tern, and bandwidth requirements.
Section 3 presents the performance
upper bound for joint routing and
scheduling using MPR. We introduce
an heuristic approach in Section 4
aimed at approximating this upper
bound. Section 5 shows the numer-
ical results comparing our heuristic
with the upper bound using different
scenarios. Section 6 concludes the

paper.

2 Related work

Considerable work exists on joint
routing, scheduling, and channel
assignment in ad hoc networks in
which each node is endowed with
a single radio capable of accessing
multiple channels, as well as net-
works in which each node is endowed
with multiple radios, each capable of
accessing multiple channels [7][8][9]
[10][11][12][13][14] [15].

Raniwala et al. [7] propose a central-
ized channel assignment and routing
algorithm, which uses an heuristic
approach to obtain a static channel
assignment. An improved distributed
channel assignment algorithm is pro-
posed in [8]. Kyasanur et al. [9] pro-
pose an interface assignment strat-
egy where the number of available
interfaces is less than the number of
available channels. It fixes a channel
on one radio and switches channels
on other radios. Nodes can commu-



nicate with each other through the
fixed common radio without requir-
ing specialized coordination algo-
rithms.

The efforts most closely related to
ours are [10] [11] [12] [13] [14] [15].

Kodialam et al. [10] consider the
problem of jointly routing and
scheduling transmissions to achieve
a given rate vector. They develop
tight necessary and sufficient condi-
tions for the achievability of the rate
vector. They also propose polyno-
mial time approximation schemes for
solving the routing problem. They
use a simple interference model,
which is derived from the CDMA
based multi-hop networks to map the
scheduling problem to edge coloring
problem. They show that their solu-
tion is within % of the optimal solu-
tion. Zhang et al. [11] formulate the
problem for joint routing and chan-
nel switching in wireless mesh net-
works under a deterministic model,
and seek to minimize overall system
activation time in use to satisfy given
end-to-end traffic demands subjected
to the multi-access interference
among neighboring transmissions
and the radio interface constraint
at each node. They adapt a column
generation based approach to solve
this problem, which decomposes the
original problem into sub-problems
and solves them iteratively. Alicherry
et al. [12] mathematically formulate
the joint channel assignment and
routing problem for infrastructure
wireless mesh networks. They aim to
maximize the bandwidth allocated
to each traffic aggregation point
subjected to fairness constraint and

propose a constant approximation
algorithm for this NP-hard prob-
lem. Their algorithm takes interfer-
ence constraint into account and is
based on flow transformation. Per-
formance evaluation shows that the
algorithm performs much better that
the worst case bounds. Kodialam
et al. [13] develop a network model
that characterizes the channel, ra-
dio and interference constraint in a
fixed broadband wireless network,
which provides necessary and suffi-
cient conditions for a feasible channel
assignment and schedule. They use
necessary conditions to derive upper
bounds on the capacity in terms of
achievable throughput and propose
two link channel assignment algo-
rithms, one static and the other dy-
namic, to achieve a performance that
is close to optimal. Simulation re-
sults demonstrate that the dynamic
link channel assignment scheme per-
forms close to optimal on the av-
erage, while the static link channel
assignment algorithm also performs
very well. Meng et al. [14] propose a
mathematical model of multi-radio
wireless mesh networks based on ra-
dio and radio-to-radio link. They
provide a unified way to characterize
the node-radio constraint as well as
the wireless interference constrain.
Then they develop a linear sufficient
condition for a feasible schedule in
multi-channel multi-radio wireless
With this sufficient condition, they
formulate the joint routing and chan-
nel assignment problem as a linear
programming problem that will com-
pute the optimal routes for the given
set of flows. They obtain flow sched-
ule on wireless links with vertex col-
oring algorithms from the scheduling



graph. They prove that the optimal-
ity gap is above a constant factor.
Bhatia et al. [15] formulate a math-
ematical framework where routing,
link scheduling and stream control
of MIMO links can be jointly opti-
mized for throughput maximization
in the presence of interference. An
efficient approximation algorithm
is proposed to solve the through-
put optimization problem subject to
fairness constraints.

From the above summary of prior
work, we can observe that the joint
routing and scheduling problem has
not been solved for the case of ad
hoc networks in which nodes employ
MPR radios. Similar to the previ-
ous works [10] [11] [12] [13] [14] [15],
we also formulate the joint routing
and scheduling problem as an op-
timization problem. However, each
radio is capable of decoding multiple
transmissions simultaneously in our
formulation, and we further propose
an heuristic algorithm to efficiently
approximate the system throughput
upper bound.

3 Formulation of Joint Rout-
ing and Scheduling Problem

3.1 Assumptions

We assume that each node is syn-
chronized on slot systems and nodes
access the channel based on slotted
time boundaries. Each time slot is
numbered relative to a consensus
starting point. We assume that nodes
are endowed with a single radio, and

hence nodes cannot transmit and re-
ceive at the same time. In order to
maximize the system throughput,
multipath routing is used.

Table 1 lists the notation used
throughout this paper.

3.2  Wireless Transmission and In-
terference Model

Gupta et al. [1] used two interference
models to study the capacity of wire-
less networks. The first is a protocol
model that assumes interference is an
all-or-nothing phenomenon. The sec-
ond is a physical model that consid-
ers the impact of interfering trans-
missions on the signal-to-noise ratio.
In this paper, we use the protocol
model to investigate the performance
of upper layer (MAC and routing)
protocols.

In the protocol model [1], two nodes
can communicate directly if they
are within a distance d(n), and the
transmission from node X; to node
X is successful only if there is no
other transmitters within distance
(14+A)d(n) tonode X;, where A is a
parameter that depends on the char-
acteristics of the physical layer. The
protocol model inherently implies
that the disks of different concur-
rent receivers with radius d(n) are
disjoint.

Applying the same protocol model
to wireless networks with MPR ca-
pability means that nodes are able
to receive successfully multiple pack-
ets concurrently, as long as the trans-



Table 1
Symbol Table

t time slot

T total number of time slots

slot ¢

S(t) | transmission schedule for time

Ny total number of traffic flows

(i,4)

I;; interference link set for link

u,y, | sender of the mth flow

U, receiver of the mth flow

the mth flow rate on link 7

bandwidth requirements

Vi time fraction of the slot sched-
uled to link (7, j) to satisfy the

bij | bandwidth of link (g, j)

R MPR receive range

M the maximum number of simul-
taneous transmissions a node

exist with FE,

can decode
G connectivity graph G | transmission graph
G, | reduced conflict graph N | total number of nodes
N, number of multipaths E. previous selected relay link set
E, | set of active links which can co- | E.(i) | the subset of active links that

interfere with 1

F(i) | fraction of influenced links for

F(p) | total fraction of influenced links

lected

link 4 for path p
D(p) | distance for path p C(p) | cost function of path p
E,(p) | relay link set when path p is se- | By(i) | bandwidth for link ¢ if path p is

chosen

specific traffic flow f

R; | bandwidth requirements for a

B(i) | available bandwidth for link ¢

mitters are within a radius of r(n)
from the receiver and all other trans-
mitting nodes have a distance larger
than (14 A)r(n). The key difference
is that MPR allows the receiver node
to receive multiple packets from dif-
ferent nodes within its disk of radius
r(n) simultaneously. Note that d(n)
in point-to-point communication is a
random variable while r(n) in MPR
is a predefined value.

The MPR capabilities of nodes in a
network can be illustrated by a re-
ceiver matrix E. Each element of this
matrix, €., is defined as Pr[k pack-
ets are correctly received |n packets
are transmitted in the transmission
radius].
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We use a strong MPR protocol model
(Ey) in this paper, which assumes
a receiver can decode all the data
streams if and only if the number
of simultaneous transmissions in the
receive range (R) is less than M, as
shown in Equation 2 and 3.
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0 all others

3.8  Problem Formulation

We represent an ad hoc network
with a undirected connectivity graph
G(V, E), where V represents the set
of nodes in the network, and FE is the

set of undirected links. If node u is
in the receive range of node v, then
there is a link (u, v) in £. We assume
that each node can decode up to M
simultaneous transmissions and all
edges in G have the unit channel
capacity (b;; = 1).

The inputs of the problem include
the connectivity graph G(V, E), the
MPR capability M and the channel
capacity b;;. The outputs of the op-
timization problem are: 1). the link
set selected for transmissions, it is
the route selection result; 2). the time
fraction each link (i, 7) could obtain
to transmit/receive (v;;). We use a
simple example to illustrate this, as
Figure 1 shows.

Fig. 1. Optimization problem in-
put/output example

There are two traffic flows: {a —
f,b — g}. Through solving the opti-
mization problem, we get the selected

link set {(a, c), (b, ), (c,d), (d, f), (d, g)},
then we know the routes {(a, ¢, d, f); (b,¢,d, g)}

are selected. The time fraction of
each link is shown in Figure 1, how
to transfer it into the correspond-
ing transmission scheduling will be
further discussed in Section 3.4.

We define two distinct links (7, j) and
(u,v) (7 and v are receivers) are in-
terfere if one the transmitters i(u)
is in the receive range of the other



link’s receiver v(j). We define a trans-
mission schedule S(t) for time slot ¢
(t € 1,...,T) to be feasible if and
only if, for any scheduled link ¢ in
S(t), the number of interfering links
is less than M.

For Ny traffic flows, let the source
and destination of the mth flow be u,,
and v,,. We use T to denote the mth
flow rate on link (7, j). We denote by
v;; the time fraction assigned to link
(7, 7) to meet the bandwidth require-
ments of flows. Note that v;; € [0, 1]
and is schedulable. [;; represents the
the set of links that interfere with link

(¢,7)-

Given the above definitions and nota-
tions, we formulate the joint routing
and scheduling problem as follows:

Maximize the sum of flow rate reach-
ing all receivers

Ny
Mazximize Z Zr;’;m
m=1 1

subject to the following four con-
straints:

(1) Flow conservation constraint:

dor =2V € Ve {tm, v}

(4)
Z T = Z T o (5)

)

ZTZ-Zm = ZTZZLZ =0 (6)

(2) MPR capability constraint:

Zvij—i— Z Ukl SMC((]),
7 V(k,l)e[ij
Vi eV — {um, vn}

(7)

(3) Node radio constraint:

Zvumi S 1 (8)

Z Vi, < 1 (9)

1
i sz’j + Z'Uji <1
Vi eV — {um,vm} (10)
(4) Bandwidth constraint:

>y <bgvg o (11)

The above four constraints can be ex-
plained as follows.

Flow conservation constraint: Con-
straint 4 states that the amount of
incoming flow is equal to the amount
of outgoing flow for all nodes, except
the traffic source and destination.
Constraint 5 holds that the total
amount of outgoing traffic equals to
the total amount of incoming traffic
for the mth flow. Equation 6 restricts
the problem by stating that there is
no flows on any incoming links to
source u,, and there is no flows on
any outgoing links from destination
Upn-

MPR capability constraint: Alicherry
et al. [12] proved through geometry
arguments that for any feasible time
fraction vector,

vii+ Y, wa<Clg) (12)
V(k,l)e]ij



where ¢ = R;/Ryr, with R; denoting
the interference range and Ry, the
transmission range.

The term C(gq) depends only on
q. For example C(q) = 4,8,12 for
q = 1,2,2.5, respectively (more dis-
cussion about C(gq) can be found
in [16]). For link (4, j), we denote by
RC' the region formed by the union
of two circles C;, C; of radius R
each, centered at node ¢ and j.

Because each receiver using MPR
can decode up to M simultaneous
transmissions in the receive range
R, the number of links that do not
pair-wise interfere with each other
can be obtained by computing the
maximum number of circles of radius
R that can be packed in RC. Simi-
lar to [12], we can re-formulate this
problem to a cycle packing problem.
The only difference is, for MPR, now
in each cycle of radius R, there are up
to M links. Then we can obtain the
MPR capability constraint shown in
Equation 7. The first part represents
the total transmission fractions to
receiver j, and the second part rep-
resents the transmission fractions to
other receivers that are in the inter-
ference range.

Node radio constraint: Constraints 8
restricts that the total fractions of
transmission at the traffic source is
not greater than 1. Constraints 9
restricts that the total fractions of
receiving time at the traffic destina-
tion is not greater than 1. For the
rest of the relay nodes, since each
node can decode up to M simulta-
neous transmissions, in other words,
the receive time of each node can be

maximally combined by a factor of
ﬁ, and given each node has a single
transceiver, the radio constraint is
shown in Equation 10.

Bandwidth constraint: Equation 11
guarantees that the total bandwidth
allocated to different flows on a spe-
cific link will not exceed the link ca-
pacity.

We note that although the simultane-
ous transmissions can be maximally
combined by a factor of % using
MPR, the time fractions obtained
may not be schedulable. Hence, Con-
straints 7 and 10 are only necessary
conditions.

By solving the above optimization
problem, we can obtain a perfor-
mance upper bound of the joint
routing and scheduling problem us-
ing MPR. Jain et al. [17] have shown
that even the derivation of all fea-
sible scheduling in a single-channel
wireless network is an NP-hard.
The size of our optimization prob-
lem increases exponentially with the
number of links. However, we can
use a mixed linear programming
solver [18] to obtain numerical re-
sults against which we can compare
different heuristics.

3.4 Link Scheduling

Once the transmission fraction of
each link is computed, it can be rep-
resented into a transmission schedule
by a sequence of four steps: directed
graph transformation, transmission
time fraction reduction, conflict



graph transformation, and vertex
coloring. We describe each step in
the following paragraphs.

3.4.1 Directed Graph Transforma-
tion

The output of the problem formu-
lation in Section 3.3 includes two
parts: 1). which links are selected
for transmissions; 2). the transmis-
sion time fraction of each selected
link. The first part is the result of
route selection, and the second part
forms the transmission scheduling.
However, in order to transfer the
transmission fractions into the cor-
responding link scheduling, we need
to know the direction of each link.
This is because the link directions
impose different constraints on the
transmission scheduling, which fur-
ther influences the final scheduling
results. For example, in Figure 2(a),
link (¢,7) cannot transmit concur-
rently with link (j, k) due to the
node-radio constraint. However, in
Figure 2(b), links (4, ), (j, k) can be
scheduled for transmissions at the
same time through using MPR.

>0 Py

i i ki i k
(b)

Fig. 2. Influence of link directions on
the transmission scheduling

Given that the connectivity graph
G is undirected, we need to transfer
G to a directed transmission graph
G using the output of the opti-
mization problem. First, we remove
the links that have zero transmission
time fraction from G. Then we use
an extended Dijkstra algorithm to

10

search all the possible paths between
each source and destination pair, as
Algorithm 1 shows.

We use Figure 3 as an example to il-
lustrate the process of directed graph
transformation. In Figure 3(a), there
are three traffic flows {a — ¢}, {b —
d} and {c — d}. There are six links
selected and the corresponding trans-
mission fractions are shown besides
the links. We first remove the links
with zero transmission fraction in G,
then through using Algorithm 1, we
can get the corresponding transmis-
sion graph, as Figure 3(b) shows.

3.4.2  Transmission Time Fraction
Reduction

Because MPR allows multiple links
to be used simultaneously for trans-
missions, links are scheduled in
groups rather than individually as
in traditional link scheduling for
point-to-point communications. We
propose the following three steps to
form the correct group scheduling:
1). First we group the links according
to their destinations; 2). then we sort
the links targeted to the same des-
tination according to the ascending
order of the time fraction required.
We denote there are ny, links to desti-
nation k and vy < vop < - -+ < Upyks
as Table 2 shows.

3). Finally we combine different
transmission fractions into transmis-
sion groups. As table 3 shows, the
link set {(2, k), (i+1,k), ..., (min(i+
M —1,ny),k)} forms a transmission
group ¢,,. The transmission frac-
tion of g, is v and subtracted from



Algorithm 1 Directed graph transformation algorithm
Notations:
G(V, E): connectivity graph;
v;;: transmission time fraction for every link (,j) € E ;
AB,;;: available bandwidth of every link (i, j) € E, at the beginning, AB;; = v;;;
(84,d;): the ith traffic source and destination pair;
Dijkstra(G, s;,d;): return a path p; of (s;,d;), which bandwidth is
BW, = mm”{ABm}, V(Z,]) < Pi;

1: for each s; do

2: while Dijkstra(G, s;,d;) # @ do
3: for each link (i,7) € p; do

4: AB” = ABU - BWZ,

5: end for

6: end while

7: end for

(b) Transmission Graph

| (1,2)
6
{5, 6}
3
1,2
{1,2} 4
(c¢) Reduced Transmission Graph (d) Conflict Graph
Fig. 3. Graph Transformation
Table 2
Transmission time fraction list
Link (Lk) | (2,k) | ... | (ng, k)
Time fraction | vk Vo | .. Unyk

11



the transmission fractions of {(i +
Lk),....,(min(i + M — 1,n4),k)},
respectively. This process continues
until there are no more links that can
be combined. The total transmission
time fraction reduction process is
shown in Algorithm 2.

3.4.3 Conflict Graph Transforma-

tion

After obtaining the transmission
fraction groups, we transform the
connectivity graph G to a reduced
conflict graph G..

Each link (7, j)/transmission group
g in G needs [v;T]/[v,T] slots,
where T' is the total number of slots
to be scheduled. We represent each
link /transmission group in G by
[v;;T1/[v,T] nodes in G.. If two
links/transmission groups are in con-
flict with each other in GG, there are
edges between the corresponding
vertexes in G.

Fig 3(c) and Fig 3(d) illustrate the
process of transmission time fraction
reduction and conflict graph trans-
formation, respectively. We assume
T = 10. As shown in the figure, for
the two links 1 and 2, which have the
same destination, after the transmis-
sion fraction reduction, link 1 has
transmission fraction 0.1 and trans-
mission group {1,2} has transmis-
sion fraction 0.1. We represent trans-
mission group {1,2} as one node in
G., and given that {1,2} conflicts
with link 1, there are links between
these two nodes in G,.. Since link 3
has transmission fraction 0.3, it cor-
responds to three nodes in G.. We

12

note that Wu et al. [19] used a similar
approach, which is called usage con-
flict graph to bound the power-rate
function. Meng et al. [14] adapted
a similar graph transformation ap-
proach to generate the scheduling
graph.

3.4.4 Vertex Coloring:

After the prior three steps, the link
flow scheduling problem is equiva-
lent to a vertex coloring problem of
G.. By coloring adjacent nodes in G
with different colors, we can obtain
a conflict free link scheduling in G.
We adapt an existing vertex coloring
algorithm to obtain a conflict free
scheduling. In this paper, we use the
DSATUR algorithm by Brelaz [20],
In DSATUR, the vertex to be col-
ored next is the one that has the
maximum saturation degree, i.e. the
vertex whose colored neighbors con-
tain the largest number of different
colors. DSATUR will color a vertex
with minimal feasible color and is a
sequential coloring algorithm with
polynomial complexity.

4 Heuristic Approach

In this section, we present an heuris-
tic approach to approximate the sys-
tem throughput upper bound that
can be computed based on the for-
mulation stated in the previous sec-
tion. The heuristic consists of route
selection followed by link scheduling.

As indicated in the problem formula-
tion of Section 3.3, multipath routing



Table 3
Transmission group list

Link (i,k),...,

min(i + M — 1,ny)

(i+1,k),...

Time fraction Vik

Vi+1k — Vik

Algorithm 2 Transmission time fraction reduction algorithm

Notations:

ng: the number of links which have the same destination k;

vjk: transmission time fraction, vy < vop < -+

m: transmission group index;

< Unyks

Vg, transmission time fraction of transmission group gm;

1: for i=1ton,—1 do

2: if v;; > 0 then

3: 9m = (i, k)§

4: for j=i+1tomin(j+ M —1,n;) do
5: Vjk = Vjk — Vik;
6: Im = gm U (J, k);
T end for

8: Vg, = Vik;

9: m=m + 1;

10: end if

11: end for

protocol is used to increase the sys-
tem throughput. The existing multi-
path routing protocols can be clas-
sified according to the type of paths
they use:

(1) Node-disjoint paths [21], which
are paths such that a node ap-
pears in exactly one path.

(2) Link-disjoint paths [22] [23],
which are paths such that a
node may appear in more than
one path; however, the same
pair of nodes can appear in ex-
actly one path.

(3) Minimum-cost paths [24], which
are paths such that they have
the minimum cost amongst all
available paths. These paths
may be link or node disjoint or
may have no such constraints
imposed on them.

13

Compared with the other two alter-
natives, we conjecture that node- dis-
joint paths can better approximate
the performance upper bound. We
give a simple example to illustrate
this in Fig 4.

\®

(a) Non-disjoint multipath

b) Node-disjoint multipath

Fig. 4. Influence of node-disjoint rout-
ing on link scheduling

We assume each node can decode



up to 2 simultaneous transmissions
(M = 2). When link-disjoint or non-
disjoint paths are used, the routes
selected are {A — C — FE} and
{B — C — D}. Since node C
can not transmit and receive at the
same time, the optimal scheduling
for MPR transmissions is letting AC'
and BC' transmit simultaneously,
then node C' transmit to node D and
E, respectively. While for the node-
disjoint paths, which select paths
{A—-C— FE}and {B — F — D},
it can schedule two links to transmit
in each time slot and fully exploit
the MPR capability, as shown in Ta-
ble 4. Based on this consideration,
we choose node-disjoint paths in the
heuristic approach.

We assume that traffic flows are
served according to their arrival se-
quence. Through route selection, we
aim to not only select the paths with
large bandwidth, but also balance
the traffic throughout the network
so that the MPR capability of each
node is fully exploited. In order to
achieve this, we introduce an unified
cost function for each possible path
and use an extended Prim’s mini-
mum spanning tree (MST) algorithm
to select up to [V, minimum cost
paths. At each step of the heuristic
approach, one relay link will be se-
lected, and it will be added to the se-
lected relay link set E,.. For each E,.,
there will be a candidate link set E,
that can coexist with all links in E,.
For a specific relay link ¢, E.(7) is the
subset of active links that interfere
with i, E.(i) C E,.

If link ¢ is chosen, we define the frac-
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tion of influenced links of 7 as:

B
FO =g,

(13)

where |FE.(i)| and |E,| are the cardi-
nalities of F.(i), F,, respectively.

F(i) reflects the impact of link i
to the congestion of the network.
Through using MPR, relay links that
interfere with the previous selected
links can still be scheduled at the
same time. But the more links it in-
terfere with, it will reduce more total
available MPR capabilities from the
system. A relay link ¢ with a smaller
F(i) is preferred because small F'(7)
indicates that we can form a new
relay link set with a larger available
MPR capability, which can admit
more potential traffic lows. We mod-
ify Prim’s MST algorithm to greedily
select the links with the minimum
F(i). The selected links also need
to be node-disjoint with the previ-
ous selected paths. Then we update
the relay link set for path p and the
available bandwidth for link 4:

E,(p)
p(4)

E.(p) U{i}
Bp(i) - Rf

(14)

where E,.(p) is the relay link set when
path p is selected, B,(7) is the band-
width for link 7 if path p is chosen,
Ry is the bandwidth requirement for
the flow f.

The total fraction of influenced links
for path p is:

Fp) =Y F(i)  (15)



Table 4

Joint multipath routing and schedule example

Time slot number 1 1+ 1 1+1
Transmission schedule for non-disjoint multipath | AC, BC CD CFE
Transmission schedule for node-disjoint multipath | AC,BF | CE,FD | AC, BF
The distance for path p is: E.=FE.U{i}, Viep
B(i))=B(i)—R;, Yiep (18)

(16)

where |E,.(p)| is the cardinality of
E,(p).

The cost function of node disjoint
path p is defined as:

+aF(p)

(17)
where « is an impact factor. The first
part of Equation 17 represents the
bandwidth bottleneck along the path
p, while the second part represents
the potential MPR capability con-
sumption of path p. By selecting the
path with the minimum C(p), we try
to select a path with large available
bandwidth and MPR capability.

_a)

I
min;{ B,(1)}

After the cost metric of all the pos-
sible node-disjoint paths is obtained,
if there are paths that can satisfy the
bandwidth requirements of the traf-
fic flow, the path with the minimum
cost is selected; otherwise, the traf-
fic flow is rejected. If there are multi-
ple paths with the same cost metric,
the path with the shortest distance is
chosen.

Finally the relay link set and the
available bandwidth for the selected
links are updated:
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where FE, is the relay link set and B(7)
is the available bandwidth for link <.

The heuristic continues, until N,
paths are selected or there are no
more node-disjoint paths available,
as Algorithm 3 shows.

After the total relay link set FE, is
obtained, we propose Algorithm 4 to
generate a conflict free transmission
schedule, it will assign each link in
the relay link set E, with the small-
est slot ¢ that has less than M inter-
ference transmissions.

5 Performance Analysis

5.1  Complexity analysis

Compared with the optimal scheme,
the heuristic approach serves the
traffic lows according to the flow ar-
rival sequence and reduces the com-
putation complexity.

The computation complexity for cal-
culating the fraction of influenced
links F'(i) of each relay link 7 is at
most O(N?), where N is the total
number of nodes in the network. The
worst case complexity for initializa-




Algorithm 3 Route selection algorithm

1:

—_ =

12:
13:
14:
15:
16:
17:
18:
19:
20:

Notations:
N,: the number of multipaths;
N: total number of nodes;
p;: the ith selected path, 7€ 1,..., N,
for each traffic flow f do
for i=1to N, do
primMST(G, N)

}
F(p) =2, F(i);
D(p) = ‘Er b ‘;
C(p)=(1- a)mzm{B O); + aF(p);

if dpm, pn; C(pm) == C(pn) then

p; = argmin, D(p);

else
p; = argmin, C(p);
end if
E. = E,U{i}, Vi € p;
B(i) = B(i) — Ry, Vi € p;
end for
end for

Algorithm 4 Link scheduling algorithm of the heuristic approach

1
2
3:
4: end for

Notations:
t: time slot, t € {1,2,...,T};

S(t): transmission schedule for time slot ¢;

: for each link (i,j) € E, do

Assign (i,7) to the smallest slot ¢ for which

V(u,v) € S(t), [Luw| < M

tion is O(N*). The computation com-
plexity of Prim’s MST is O(N?) and
the cost for node-disjoint path check
is O(N). Hence, the overall complex-
ity of the approach is O(N,N?).
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5.2  Numerical Results

In this section, we try to illustrate
how much performance improve-
ment is due to multipaths, how much
performance improvement is due to
using MPR, and how close is the per-
formance of the heuristic approach
compared with the upper bound.
We compare the upper bounds and



the related heuristic approaches for
the following scenarios under differ-
ent topologies: (a) single shortest
path with optimal scheduling; (b)
node-disjoint paths (without MPR,
M 1) with optimal scheduling;
(c) node-disjoint paths (with MPR)
with optimal scheduling; (d) heuris-
tic approach. For the single shortest
path routing, we adapt the Dijstra’s
algorithm. For multipath routing
with/without MPR, we extended Di-
jstra’s algorithm to select up to N,
node-disjoint paths, as stated in Sec-
tion 4. In the heuristic approach, we
set the maximum number of paths
to be maintained (N,) as M, a = 0.4
and ¢ 1. We define the system
throughput as the sum of the total
receive time fractions at all the re-
ceivers. The system throughput is
in terms of time slots (each receiver
can receive up to one time slot, as
defined in Constraint 9).

5.2.1 Grid Topology

We first investigate the performance
under a 4x4 regular grid. As Fig 5
shows, each node is D away from each
other. The receive range R = V2D
and there is a flow from 1 to 16. The
route selection result is shown in Ta-
ble 5 and the system throughput re-
sult is shown in Table 6.

From Table 5 and Table 6, we observe
when there is no MPR (M = 1), in
order to increase the system through-
put, five paths are used to increase
the spatial reuse of the system and
each link is scheduled to transmit for
only a small fraction of time. With
MPR, we not only increase the sys-
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Fig. 5. Grid Topology

tem throughput, but also reduce the
number of paths used and the aver-
age path distance. Given that longer
paths imply more link transmissions,
this indicates that fewer system re-
sources are consumed using MPR
and traffic flows tend to have smaller
end to end delays.

5.2.2  Random topology

We use a scenario with 50 nodes uni-
formly distributed across a 300 X
300 square meters area. We vary the
average node degree by changing the
receiving range (R) of each node,
as Fig 6 shows. We set up 10 traffic
flows in each topology. The senders
and destinations are more than two
hops away from each other to en-
sure that the metrics measured are
reflective of multi-hop traffic.

The results obtained for system
throughput comparison for different
node degrees is shown in Table 7 and
Fig 7. We observe that the system
throughput does not increase lin-
early with the MPR complexity. This



Table 5

Grid topology path selection comparison

Selected route

Single shortest path

P:(1—6— 11— 16);

Multipath without MPR
(M =1)

Pi:(1—6—11— 16);
Pr:(1—>2—>7—12—16);
P3:(1—5—10— 15— 16)

Pyi:(1-2—3—-8—12—16)
Ps:(1—-5—9— 14— 15— 16)

Multipath with MPR
M=2,3,...

P;:(1—6—11— 16);
Py:(1—-2—-7—12— 16);

Heuristic (M = 2)

P;:(1—6—11—16);
P:(1-2—>7—12—16);

Heuristic (M = 3)

P;:(1—6—11—16);
P:(1—>2—>7—12—16);
Py:(1—5— 10— 15 — 16);

Table 6

Grid topology throughput comparison
System throughput (time slots)
Single shortest path 0.333
Multipath without MPR (M = 1) 0.833
Multipath with MPR, M = 2,3,... 1.0
Heuristic (M = 2) 0.6667
Heuristic (M = 3) 0.75

Table 7

Throughput of single shortest path routing with different average node degree

Average node degree

4 8 12

System throughput (time slots)

2.8333 | 4.1000 | 3.35

is because the system bottleneck is
the fact that nodes cannot transmit
and receive at the same time. If the
total system resources (time can be
used to transmit and receive over all
wireless spectrums) are dedicated to
traffic delivery to or from some bot-
tleneck nodes, performance cannot
be further improved by the increase
of MPR capability.

As Fig 7 shows, the increase of the
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node degree leads to conflicting ef-
fects on the system throughput. The
system throughput increases if the
node degree is increased from 4 to
8. This is because the influence of
node degree increase on the spatial
reuse are as follows: 1). in the two-
hop range, with the increase of node
degree, less concurrent transmissions
can be accommodated to transmit
at the same time-slot; 2). while from
the system point of view, since there
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Fig. 6. Random topology

are more paths that can be used,
the traffics can be balanced through-
out the network, the spatial reuse
of the system increases. The former
will dominate at the beginning (the
extreme case is the network is dis-
connected), the latter will dominate
when both the optimal approach and
the heuristic can find enough trans-
mission links to increase the spatial
reuse of the system.

However, if the node degree is fur-
ther increased (from 8 to 12), the
system throughput decreases. This is
because the number of hops becomes
smaller and more links interfere with
each other. Consider the extreme
case that all nodes are in the receive
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range of each other, then the prob-
lem reduces to the link scheduling
problem and the upper bound of the
system throughput will be M x X4

Ny
(there are at most M simultane-
ous transmissions and there are Ny
transmission pairs).

Now for the topology with average
node degree 8, we vary the number of
traffic flows from 10 to 30 and com-
pare the system throughput. The re-
sults are shown in Table 8 and Fig 8.
When we add more traffic flows, the
number of interference links also in-
creases and it is more difficult to find
multiple paths to distribute the traf-
fic load across the network. Accord-
ingly, the performance improvement
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Fig. 7. Throughput of multipath routing with different average node degree and

different MPR capability

due to MPR decreases. Compared
with the upper bound, the heuristic
becomes more and more tight.

From all the numerical results shown
in Section 5.2.1 and Section 5.2.2, we
find that joint routing and schedul-
ing with multipath MPR achieves
a much better performance than
the single shortest-path routing ap-
proach. By using node disjoint mul-
tipath routing, we can make full use
of the spatial separation of the links
and schedule the concurrent trans-
missions to the largest extent. Fur-
thermore given that there are always
bottleneck nodes that are the des-
tinations of multiple transmissions,
an increased MPR ability alleviates
the traffic scheduling problem at the
bottleneck nodes. The combination
of multipath routing and transmis-

20

sion scheduling can fully leverage
the MPR capability . The proposed
heuristic algorithm is within the 60%
of the performance upper bound,
which indicates the need for further
investigation of better approxima-
tions to the optimal solution.

6 Conclusions

In this paper, we formulated the first
heuristic approach for joint routing
and scheduling in ad hoc networks
in which nodes are endowed with
MPR capabilities. Given that no
prior approaches exist, we formu-
lated a model for the joint routing
and scheduling problem for ad hoc
networks using MPR, and derived
the necessary condition for the opti-
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Table 8

Throughput of single shortest path routing with different low number

Flow number

10 20 30

System throughput (time slots)

4.10 | 7.65 | 8.6667

mization problem and analyzed the
performance upper bound. Numer-
ical results demonstrate that our
heuristic approach can effectively
exploit the MPR capability.
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