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Abstract—In critical alert services (e.g., a collision alert in a ve-

hicular network) a message must reach all the recipients in a pre-

specified area within a maximum time, usually of few milliseconds, 

with guaranteed reliability. In this paper, we consider a Device-to-

device (D2D)-enabled cellular network where User Equipments 

(UEs) use D2D transmissions to spread a message in their proxim-

ity, according to a centrally computed multihop schedule. Recep-

tion of D2D transmissions is probabilistic, with probabilities 

known a priori, e.g. based on the distance between two UEs. We 

want a given message to reach all the UEs in the network, within a 

maximum amount of time, with a pre-specified target probability. 

We show that the problem of computing: a) the minimal set of UEs 

that should initially possess the message to be disseminated, and b) 

the schedule that achieves the above objectives, is integer-non-con-

vex, hence too complex to be solved optimally, and we propose a 

polynomial heuristic based on iterative decompositions, which al-

ways finds a feasible solution in negligible computation time. We 

analyze the performance of our scheme via simulation, showing 

that our centralized approach outperforms distributed ones rely-

ing on node cooperation, is considerably faster and requires far 

fewer transmissions.  
 

Index Terms—Alert Services, Device-to-Device, Optimization, 

Resource Allocation. 

I. INTRODUCTION 

RITICAL alerts are services whose messages should reach all 

the intended recipients in an area with a high, quantifiable 

reliability, and within a pre-specified time, which is usually short 

(in the order of tens of milliseconds). Examples are vehicular col-

lision alerts [37], malfunctioning alerts in Industry-4.0 manufac-

turing plants [38], periodic distribution of coordination infor-

mation for swarming robots or platooning vehicles [39], etc. In 

all the above cases there are clear requirements on both deadlines 

and probability of reception.  

We consider a cellular network where Device-to-Device 

(D2D) transmissions can be scheduled by the Base Station (BS) 

[1]. D2D transmissions are broadcast: UEs that have the message 

at a certain time may relay it in their proximity. The area where 

the message must be conveyed is however larger than a single 

UE’s D2D radius. Moreover, D2D transmissions are subject to 

probabilistic reception, e.g., the further a recipient is from the 

transmitter, the higher the error probability. We assume that the 

BS possesses: i) a message that it wants to disseminate, and ii) a 

graph representation of the network, where the vertices are the 
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UEs and the edges are the reception probabilities. In a 4G/5G cel-

lular network, the BS can in fact estimate the position of the UEs 

(e.g., connected cars) using location services [2][3], hence it can 

build the above-mentioned graph given a model of the channel. 

The BS can send a message to a (small) subset of UEs, using 

downlink transmissions, thus creating a set of initial transmitters, 

and it can schedule D2D transmissions to spread that message in 

the network. Scheduling occurs in a round-based fashion. How-

ever, the BS does not know the reception outcome of a D2D 

transmission, i.e., which neighbors of a given UE actually re-

ceived the message after a scheduled transmission: it can only 

estimate the probability of a UE having the message at a certain 

round, based on the reception probabilities and the set of previ-

ously scheduled D2D transmissions. The problem that we ad-

dress in this paper is how to centrally compute: a) a minimal set 

of initial transmitters, i.e., UEs that should be seeded with the 

message by the BS, and b) a schedule of D2D transmissions at 

each UE, such that every UE in the network will possess the mes-

sage with a pre-specified target probability 𝛼 after at most 𝑘 

scheduling rounds.  

As far as we are aware, the above problem is new, and funda-

mentally different from message diffusion problems addressed in 

a distributed way in the context of Mobile/Vehicular Ad Hoc 

Networks (MANET/VANETs) [24], [28], [29], [34]. We first 

show that our problem can be formulated as an optimization 

problem, which is however mixed integer-non-convex, hence 

𝒩𝒫-hard and generally too hard to solve optimally online, even 

at small scales. We then present a polynomial-time solution algo-

rithm, which always finds a feasible solution and computes one 

round at a time, by solving a mixed linear-integer problem 

(MILP). While the latter is still 𝒩𝒫-hard, fast polynomial heu-

ristics exist, based on continuous relaxation and rounding. We 

show that computing the set of relays at each stage takes a small 

time, comparable to the period of MAC-layer message transmis-

sion in a cellular network, even over large graphs (i.e., hundreds 

of vertices). We analyze the performance of our scheme, as a 

function of the network topology, the target reliability and the 

maximum number of hops. We show that it allows a message to 

reach its intended recipients with a sublinear number of transmis-

sions, thus being more efficient than addressing each UE directly 

from the BS, while still meeting timeliness and reliability guar-

antees. To the best of our knowledge, ours is the first centralized 

scheme for reliable real-time message dissemination using direct 
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broadcast transmission. We compare it against two similar 

schemes [8]-[9], showing that – besides being able to provide 

guarantees, whereas the others are not – it is also more efficient 

than both at large scales.  

The main contributions of our paper are summarized as fol-

lows: 

- formulation and theoretical analysis of a new problem, 

i.e., the one of centralized scheduling of messages via 

D2D multihop transmissions, with both time and reliabil-

ity guarantees, and a discussion of its hardness; 

- a heuristic scheme to solve the above problem in polyno-

mial time, a proof of its correctness and an evaluation of 

its complexity; 

- a proof of the practical feasibility of our scheme, obtained 

by evaluating the solution time on off-the-shelf hardware 

in various conditions; 

- an extensive performance evaluation of our scheme, 

showing how it performs with various time and reliability 

requirements and how it scales with the problem size. 

The rest of the paper is organized as follows: we discuss the 

related work in Section II. Section III introduces the system 

model and formulates the problem, whereas Section IV describes 

our algorithm. We evaluate the performance of our scheme in 

Section V. Finally, Section VI concludes the paper.  

II. RELATED WORK 

The problem of message diffusion has been studied exten-

sively in Mobile Ad Hoc Networks (MANETs). The problem 

dealt with in these works is to find a multi-path tree to deliver 

data from one source to a set of destinations [24], [28], [29]. Since 

no centralized control is possible in MANETs, routing protocols 

are inherently distributed, and access to the shared medium is un-

scheduled, hence prone to collisions. This makes it hard, if pos-

sible at all, to disseminate data with strict latency and reliability 

requirements.  

Message diffusion has also been studied in the context of De-

lay-tolerant Networks (DTNs), i.e. networks where inter-node 

contacts are sporadic. Works [4]-[7], [30] addressed the problem 

of disseminating information to a group of mobile users using 

opportunistic communications. Within these works, relaying 

hops occur because of user encounters due to random mobility. 

The delay of a link between two users is thus a random variable, 

whose support has the typical timescales of human-related mo-

bility (i.e., seconds to days), and dissemination deadlines are in 

the order of hours or days (hence the name delay-tolerant net-

works). In these, it makes sense for a user to store a message and 

rely on mobility to provide relaying opportunities later. In our 

problem, instead, deadlines are fundamentally different – and 

much shorter (i.e., up to few tens of milliseconds). In such short 

timespans, users do not move appreciably, hence the reliability 

of a link is constant. Therefore, it would make no sense to store a 

message and wait for future relaying opportunities. Moreover, 

these works rely on distributed, probabilistic decision making 

and do not provide a priori guarantees. 

In [4], authors consider the problem of delivering delay-toler-

ant traffic from content service providers exploiting opportunistic 

Bluetooth communications to offload cellular resources. To do 

this, they select a target set of 𝐾 UEs to be addressed using down-

link transmissions from the BS and consider them as starting 

points for multihop dissemination of content (in the order of meg-

abytes) towards other UEs. The target set is selected to maximize 

the number of UEs that will receive the data through opportunis-

tic communications within a given deadline (in the order of 

hours). Parameter 𝐾 is an input to the algorithm, and it deter-

mines its effectiveness in a specific scenario. Minor variations on 

the scenario (e.g., location of UEs) make a given value of 𝐾 

suboptimal. In our work, instead, the set of starting points is an 

output, and its cardinality is chosen to be the minimum possible 

to guarantee both latency and reliability in a scenario. 

Data dissemination from the BS to the UEs is also tackled in 

[5]. In this work, authors consider two-hop communications only 

for delivering data to subscribers UEs through a set of helper 

UEs. The latter are identified a priori so their optimal selection is 

not considered in the paper. The focus of this work is mainly on 

differentiating the type of information to be delivered, which 

might have different characteristics in terms of size, lifetime and 

set of UEs interested in receiving it. Authors formulate an opti-

mization problem that aims at maximizing the amount of data de-

livered to interested UEs before data lifetime expires, by choos-

ing which helper UE will deliver which chunk of data to which 

subscriber UE and taking into account the limited buffer capacity 

at helper UEs.  

In [6], still in the context of opportunistic networks, authors 

propose to minimize the number of D2D transmissions required 

to disseminate data from one UE to all the others, with a proba-

bilistic delay guarantee. They first discuss an offline, centralized 

heuristic that finds predetermined routes from the source to all 

destinations. Then, they propose a distributed algorithm where 

each UE can make online decisions to adapt to the current topol-

ogy of the network. Work [7] also proposes delivering data from 

a single source within a time constraint, by selecting a starting set 

of relays. Each relay then forwards the message to only one of its 

neighbors and so on. Both relays and next hops are selected ac-

cording to forwarding probabilities computed based on social in-

teractions among UEs. Work [30] presents a mathematical model 

of message diffusion in an epidemical DTN.  

Work [32] optimizes the injection of content into the network, 

which precedes the D2D-based dissemination phase, leveraging 

Almost Blank Sub-Frames to coordinate interference among 

neighboring cells. 

Content dissemination has also been studied in contexts where 

D2D schemes leverage social interactions among users, for ex-

ample selecting the forwarding paths based on social ties or giv-

ing incentives to users that participate to the process [25]. Work 

[33] solves a joint peer discovery, power control, and channel se-

lection problem for the optimization of content dissemination in 

a D2D-enabled vehicular network, using social relationships in-

ferred offline, with the objective of maximizing the overall rate, 

without any specific focus on deadlines. However, our work fo-

cuses on critical applications including autonomous driving or 

coordination of swarming robots, for which human-like social in-

teractions are not applicable. Mobility of UEs is instead consid-

ered in [26] as a key factor for D2D dissemination, since it deter-
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mines the probability of two UEs to be in proximity. In the con-

text of our paper, critical alerts need to be delivered within a short 

time frame upon their generation. Our proposed algorithm pro-

duces a short-term schedule for delivering messages and, as we 

will show later, it completes in few milliseconds. Since positions 

of UEs cannot vary as much in such a short time, mobility does 

not play a role in our algorithm.  

Some works on cellular networks discuss multihop D2D rout-

ing [13]. Such works focus on establishing multihop routes be-

tween two endpoints, either proactively or reactively, assuming 

one-to-one (i.e., unicast) D2D communications. The latter are 

different from one-to-many broadcast D2D communications con-

sidered in this paper and are obviously inefficient for our prob-

lem. Besides, to the best of our knowledge, unicast D2D trans-

missions have not made their way in a 3GPP standard so far, 

whereas broadcast D2D transmissions are in both 4G and 5G 

standards. Work [31] uses multihop D2D transmissions to 

achieve reliable message delivery in a cooperative vehicular sce-

nario. Reliability and delivery times are outputs, rather than con-

straints, of the above scheme, and this scheme cannot provide a 

priori guarantees on either. Moreover, the delays it considers are 

in the order of seconds (in fact, it uses motion prediction tech-

niques to account for the movement of vehicles in the above 

timeframe), and in the considered scenario it achieves reliabilities 

close to 90% after 8 s. Our scheme instead works with pre-estab-

lished deadlines and reliability constraints, and it achieves (by 

construction) target reliabilities of 95%-99% in few tens of mil-

liseconds. 

Works [8]-[9] deal with message diffusion in LTE-A networks 

using D2D transmissions. In [8], this is done via a distributed ap-

plication running at every UE. However, this approach provides 

no guarantee that the message reaches all UEs in a network, let 

alone within a maximum time. Moreover, every relaying hop un-

dergoes additional delays, first to allow a Trickle window time to 

elapse in order to decide whether to relay a message or not, and 

then to request grants to the BS. Work [9] is the first to formulate 

the problem of message diffusion over a target area, subject to 

reliability and time constraints. However, although [9] improves 

over [8] in terms of delay, reliability and resource consumption, 

it cannot guarantee either a maximum delay or a target reliability. 

In fact, it assumes a single starting point as an input, hence all 

UEs not reachable within k steps from it will not get the message. 

Moreover, it makes no attempt at minimizing the number of D2D 

grants – rather, it maximizes the number of new recipients at each 

hop. The algorithm discussed in this paper, instead, has guaran-

teed performance also in the presence of partitioned networks, 

and makes optimal use of resources. 

Several works have studied broadcast as a graph theory prob-

lem. The two problems that appear to be the most closely related 

to ours are broadcast domination [10] and 𝑘-distance domination 

[11]. We briefly explain them here, and then explain the differ-

ences. Broadcast domination is a variant of the standard dominat-

ing set problem, which considers a graph 𝒢 and assigns an integer 

“transmission power” 𝑝𝑣 ≥ 0 to each vertex 𝑣 of 𝒢, such that 

every vertex of the graph (a “city”) is within a distance 𝑝 from 

some vertex having 𝑝𝑣 ≥ 1 (a “broadcast station”). Optimal 

broadcast domination aims at minimizing the sum of 𝑝𝑣  assigned 

to the vertices of the graph. This problem can be solved in poly-

nomial time, if 𝑝𝑣  is unbounded, and is instead known to be 𝒩𝒫-

hard otherwise. On the other hand, given an integer 𝑘 ≥ 1, a con-

nected graph 𝒢, and two sets of vertices 𝒮 and 𝒱 in 𝒢, 𝒮 is a dis-

tance-k-dominating set of 𝒢 if every vertex of 𝒱 is at distance at 

most k from some vertex of 𝒮. Optimal 𝑘-distance domination 

seeks to minimize the k-domination number of 𝒢, i.e., the mini-

mum cardinality over all distance 𝑘-dominating sets. It is known 

to be 𝒩𝒫-hard as well.  

Both approaches could, in principle, be used to select the set 

of starting points for our broadcast coverage (which would how-

ever still leave open the problem of computing the entire schedule 

of D2D grants). However, these problems require a well-defined 

concept of distance. We will show that our probabilistic graph is 

a clique, where every node is connected to every other, possibly 

with a very low reception probability. Moreover, the concept of 

reliability cannot be easily – if at all – superimposed to these 

frameworks: neither of the above account for the possibility that 

a node needs to be at 𝑘 hops from more than one starting point, 

since no starting point alone has a 𝑘-hop path reliable enough to 

that node. In our problem, instead, different nodes in the domi-

nating set can join forces to target the same destination node (we 

will show this via an example in Section III.B). 

III. SYSTEM MODEL AND PROBLEM FORMULATION 

With reference to Figure 1, we consider a network where 𝑁 

UEs are under the control of a base station (BS). Transmissions 

can occur from the BS to the UEs, using the downlink (DL), or 

between UEs, using D2D. Downlink transmissions are unicast, 

i.e. they have only one recipient, and reliable, i.e. the recipient 

always receives the message correctly. D2D transmissions, in-

stead, are broadcast, i.e., can be heard by whichever UE is “close 

enough”, possibly more than one. However, they are unreliable: 

neither a transmitting UE nor the BS knows which recipients, if 

any, correctly decoded a D2D transmission. The BS knows in-

stead the probability 𝑃𝑖,𝑗 that recipient 𝑗 decodes a message trans-

mitted from transmitter 𝑖. For instance, 𝑃𝑖,𝑗 may be a measure of 

the signal attenuation due to the spatial distance between the UEs, 

according to the used channel model. We assume that 𝑃𝑖,𝑗 does 

not vary with time (we will justify this assumption at the end of 

this section). The BS schedules all transmissions over rounds. In 

each round, a maximum number of simultaneous D2D transmis-

sions can be scheduled, and they are collision-free. A round be-

gins with the BS issuing D2D transmission grants to the UEs that 

can transmit. UEs that receive a grant and possess the message 

forward it via a D2D transmission.  

i

j

Pi,j

DL transmissions

D2D 
transmission at 

node i

BS

 
Figure 1 – System model 
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Under the above hypotheses, the target area can be modeled as 

a graph 𝒢 = {𝒱, ℰ}, where the targeted UEs are vertices, |𝒱| =
𝑁, and an edge between two vertices exists if one is reachable 

from the other through a D2D transmission, as in Figure 1. Edge 

(𝑖, 𝑗) has a probability 𝑃𝑖,𝑗 associated to it. We allow that 𝑃𝑖,𝑗 ≠
𝑃𝑗,𝑖, hence assume the graph to be a directed one. Matrix 𝑷 =
‖𝑃𝑖,𝑗‖ contains all the above information. 

Our problem is to transmit a message from the BS to the entire 

set of vertices, exploiting multihop diffusion across edges as 

much as possible, and to select the minimum set of vertices that 

should be seeded with that message (via DL transmissions) in or-

der to do so. We pose two requirements: 

a) the whole process must be completed within 𝑘 rounds;  

b) by the end of the 𝑘𝑡ℎ round, each UE must possess the mes-

sage with a probability no smaller than 𝛼.  

We want to determine which UEs should initially be seeded, 

and which UEs should relay the message when, i.e., a schedule 

over time of D2D transmissions.  

A schedule can therefore be modeled as: 

- a column 𝑁-vector 𝑿, where 𝑥𝑗 = 1 if UE j is a starting 

point, i.e., the recipient of a DL transmission that seeds 

the message in the network; 

- an 𝑁 × 𝑘 grant matrix 𝑮, where 𝑔𝑗
(𝑡)

= 𝑤 means that UE 

j receives 𝑤 D2D grants at round t, in which case it will 

generate 𝑤 independent D2D transmissions. 

The purpose of our scheme is to fill the above vector and ma-

trix, so that - as a primary objective - 𝑠𝑢𝑚(𝑿) is minimal, and - 

as a secondary objective - 𝑠𝑢𝑚(𝑮) is minimal, and all UEs re-

ceive the message with probability at least 𝛼 after round 𝑘. Since 

DL transmissions are reliable, each UE 𝑗 such that 𝑥𝑗 = 1 will 

possess the message with a probability equal to 1, and therefore 

in the schedule 𝑔𝑗
(1)

> 0 𝑖𝑓𝑓.  𝑥𝑗 = 1 (i.e., in the first round, only 

the initial message holders may receive a D2D grant). Starting 

from the second round, however, there is no certainty that a UE 

will possess the message, since reception is probabilistic. Call 

𝑚𝑗
(𝑡)

 the probability that UE j has the message after round t, (set 

𝑚𝑗
(0)

= 𝑥𝑗). The following iterative formula regulates how prob-

abilities change over the rounds:  

 1 − 𝑚𝑗
(𝑡)

= (1 − 𝑚𝑗
(𝑡−1)

) ⋅ ∏ (1 − 𝑚𝑖
(𝑡−1)

⋅ 𝑃𝑖,𝑗)
𝑔𝑖

(𝑡)

(𝑖,𝑗)∈ℰ , (1) 

The left-hand side of the above formula is the probability that 

node 𝑗 does not possess the message at round 𝑡. This event occurs 

if: i) node 𝑗 did not already possess the message at round 𝑡 − 1, 

and ii) all transmissions from nodes that may possess the message 

at round 𝑡 − 1, and receive a grant at round 𝑡, are incorrectly re-

ceived. The right-hand side of the above formula describes the 

simultaneous occurring of i) and ii), in fact. Expression (1) can 

be written more concisely as: 

 𝒎(𝒕) = 𝑓(𝒎(𝒕−𝟏), 𝒈(𝒕), 𝑷). (2) 

Our scheme aims to obtain 𝑚𝑗
(𝑘)

≥ 𝛼, 1 ≤ 𝑗 ≤ 𝑁.  

In the above context, minimizing the number of initial DL 

transmissions implies relying as much as possible on D2D trans-

missions to spread the message. The latter reach more UEs per 

transmission, especially if scheduled carefully, hence make more 

 
1 In Section V we show that the current LTE-A bandwidth is amply sufficient 

to transmit the number of messages required by our scheme 

efficient use of limited spectrum resources. 

The following comments are in order: in a cellular network, 

several DL transmissions can be scheduled in the same schedul-

ing period (called a Transmission Time Interval, TTI), over non-

overlapping frequency resources, hence without mutual interfer-

ence. We assume that network-controlled D2D transmissions are 

scheduled on a reserved portion of the uplink spectrum [12], 

without frequency reuse (either internally or in neighboring 

cells). In D2D transmissions, the BS only issues the grants via 

control channels, but does not participate in data forwarding, 

which instead occurs between UEs only [35]. The maximum 

number of simultaneous non-interfering transmissions depends 

on both the system bandwidth, the length of the message and the 

selected transmission format, but it can be expected to be in the 

order of several tens at least1. The number of UEs under the con-

trol of a BS can easily reach several hundred (e.g., a congested 

highway segment, or a large factory hosting a swarm of coordi-

nated robots). TTIs in 4G and 5G are in the order of milliseconds 

or fractions thereof  [36]. However, the time it takes for a recipi-

ent to decode a message – call it 𝑑 – may be longer than that. For 

instance, it takes 4ms, i.e., four TTIs, for a 4G recipient to 

acknowledge receipt of a message [40]. Therefore, a round in our 

problem can be expected to be any multiple of the TTI large 

enough to allow for decoding. 

We assume that the set of UEs to be targeted by a broadcast is 

known at the BS: this can be realized in practice by having these 

UEs subscribe to a specific service (e.g., “vehicular alert”) when 

they associate to the cell [32].  

Cellular networks can leverage location services to acquire the 

updated position of the UEs under their control [2],[3]. This al-

lows them to compute the distance between any two UEs, hence 

the probability of correct reception, given a model of the physical 

channel. Any position uncertainty due to inaccuracy of the loca-

tion service can be factored in as a safety margin (i.e., increasing 

any inter-UE distance by twice the maximum error). UE mobility 

can be easily accounted for in a similar way. Given the maximum 

speed at which a UE can move, and a time interval during which 

our scheme is expected to complete, one can compute the maxi-

mum distance that a UE can cover and add it twice to any inter-

UE distance. Now, a quick back-of-the-envelope computation 

shows that a car speeding at 200 km/h only moves by less than 

2.5m in 40ms, a negligible distance with respect to the transmis-

sion radius of a D2D UE, which is in the region of 100m. There-

fore, considering that our aim is to uphold deadlines of few tens 

of milliseconds, we are entitled to consider 𝑃𝑖,𝑗 a constant, despite 

UE mobility. This entails neglecting small-scale fading effects. 

Work [31] and the references quoted therein show that this comes 

with negligible performance degradation. 

Finally, we spend a few words to clarify that cellular networks 

have cell-wide broadcast transmissions, whereby the BS sends 

the same message to everyone that can hear it. This type of com-

munication is meant for broadcast services (such as TV or radio), 

with periodic pattern [41]. Broadcast communications from the 

BS are scheduled in a quasi-static way (e.g., once on 𝑥 rounds), 
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and they cannot coexist with other cellular transmissions. There-

fore, a low-latency, reactive cell-wide broadcast can only be ob-

tained by setting a small period 𝑥, which reduces the available 

cellular capacity by 1/𝑥 [9]. Such a service cannot be used for 

on-demand, fast broadcasts, such as the ones required for spo-

radic critical events. 

IV. RELIABLE REAL-TIME BROADCAST 

In this section, we first formulate our problem as an optimiza-

tion problem, show that it is infeasibly complex, and identify the 

reasons for such complexity. Then, we present our solution algo-

rithm and analyze its properties. Table VI in Appendix B reports 

the definitions of all the symbols used in this paper.  

A. Formulation as an optimization problem 

Based on the discussion in the previous section, the problem 

can be formulated as follows: 

min ∑ 𝑥𝑖
𝑁
𝑖=1 +

1

𝑘∙𝑁2
⋅ ∑ ∑ 𝑔𝑖

(𝑡)𝑁
𝑖=1

𝑘
𝑡=1

𝑠. 𝑡.

𝑚𝑖
(0)

= 𝑥𝑖 ∀𝑖 (𝑖)

𝑚𝑖
(𝑘)

≥ 𝛼 ∀𝑖 (𝑖𝑖)

1 − 𝑚𝑗
(𝑡)

= ∀𝑗, ∀𝑡 (𝑖𝑖𝑖)

         = (1 − 𝑚𝑗
(𝑡−1)

) ⋅ ∏ (1 − 𝑚𝑖
(𝑡−1)

⋅ 𝑃𝑖,𝑗)
𝑔𝑖

(𝑡)

(𝑖,𝑗)∈ℰ

𝑥𝑖 ∈ {0,1} ∀𝑗 (𝑖𝑣)

𝑔𝑖
(𝑡)

∈ ℤ+ ∀𝑖, ∀𝑡 (𝑣)

𝑚𝑖
(𝑡)

∈ [0,1] ∀𝑖, ∀𝑡 (𝑣𝑖)

(3) 

The objective function finds a starting set that minimizes 

𝑠𝑢𝑚(𝑿), and – for the same 𝑠𝑢𝑚(𝑿) – the matrix 𝑮 with a min-

imal 𝑠𝑢𝑚(𝑮). Note that dividing 𝑠𝑢𝑚(𝑮) by 𝑘 ∙ 𝑁2 in the ob-

jective function enforces strict priority of the first addendum over 

the second one.  

Constraints (𝑖) and (𝑖𝑖) are the starting and termination condi-

tions, respectively, and (𝑖𝑖𝑖) regulates the update of probabilities.  

Problem (3) is a MINLP, with 𝑂(𝑁 ⋅ 𝑘) discrete variables, and 

as many continuous ones. Constraint (𝑖𝑖𝑖) is however nonconvex. 

Note that even transforming it to its logarithmic equivalent, i.e.: 

 

log(1 − 𝑚𝑗
(𝑡)

) = log(1 − 𝑚𝑗
(𝑡−1)

)

+ ∑ 𝑔𝑖
(𝑡)

⋅ log(1 − 𝑚𝑗
(𝑡−1)

⋅ 𝑃𝑖,𝑗)

(𝑖,𝑗)∈ℰ

 (4) 

brings no benefits, since the rightmost logarithm cannot be sim-

plified further. The above problem cannot be solved in reasona-

ble times even at small scales. For instance, the BARON MINLP 

solver [14] cannot find the optimum after several minutes of com-

putations when 𝑁 = 20 [15]. Instead, our goal is to compute so-

lutions: i) for larger scales (e.g., one order of magnitude), and ii) 

within milliseconds at most. In fact, both the above are require-

ments of current cellular networks.  

It is an interesting fact that the toughness of (3) is due to the 

conjunction of probabilistic reception and multihop. In fact, re-

moving either makes the problem much simpler. If we assume 

that graph 𝒢 is deterministic, i.e., D2D transmissions are either 

perfectly reliable (in which case an edge exists between two ver-

texes) or impossible, the above problem becomes a MILP. 

MILPs are still 𝒩𝒫-hard, strictly speaking, but are considerably 

easier to solve. In Appendix A we show a heuristic that works 

quite fast in such a deterministic environment and discuss why it 

is unsuitable for our problem.  

As for multihop, instead, we now show that problem (3) is sim-

pler if we assume one-hop transmissions, i.e. if 𝑘 = 1, since this 

will be relevant to our solution approach. The problem of finding 

the minimum number of initial message recipients, such that 

every UE will get the message via one extra hop, can in fact be 

formulated as follows: 

min ∑ 𝑥𝑖
𝑁
𝑖=1

𝑠. 𝑡.
∑ 𝑥𝑖 ⋅ log(1 − 𝑃𝑖𝑗)(𝑖,𝑗)∈ℰ ≤ log(1 − 𝛼) ∀𝑗 (𝑖)

𝑥𝑗 ∈ {0,1} ∀𝑗 (𝑖𝑖)

. (5) 

Problem (5) is a dominating set problem, and is integer-linear. 

Although still 𝒩𝒫-hard, it admits fast polynomial heuristic solu-

tions, based on LP-relaxation and rounding of binary variables 

[16]. Consider now the state of 𝒢 after the vertices computed by 

(5) have been seeded with the message via downlink transmis-

sions, and let 𝑚𝑗
(0)

= 𝑥𝑗 . Now, the next decision is who gets a 

D2D grant at round 1, i.e., 𝑔𝑗
(1)

, knowing 𝑚𝑗
(0)

. While 𝑔𝑗
(1)

= 𝑥𝑗 

is certainly a feasible solution, it can be wasteful, since there 

could be isolated vertices for which 𝑥𝑗 = 1 (there being no other 

option than a DL transmission to reach them), and these do not 

need a D2D grant. However, the problem of finding  𝑔𝑗
(1)

 is again 

similar to (5), i.e.: 

min ∑  𝑔𝑖
(1)𝑁

𝑖=1  

𝑠. 𝑡.

∑ 𝑔𝑖
(1)

⋅ log(1 − 𝑚𝑖
(0)

∙ 𝑃𝑖,𝑗)𝑖≠𝑗 ≤ log(1 − 𝛼) ∀𝑗 (𝑖)

𝑔𝑗
(1)

∈ {0,1} ∀𝑗 (𝑖𝑖)

. (6) 

Solving (5) and (6) at optimality yields a feasible solution to 

(3) when 𝑘 = 1. Note that 𝑔𝑗
(1)

= 𝑥𝑗 is itself a feasible solution, 

hence assuming 𝑔𝑗
(1)

∈ {0,1} does not make the problem infeasible. 

In the next subsection, we exploit this insight to design a solution 

scheme that works in the general case 𝑘 ≥ 1. 

B. Heuristic solution algorithm 

We first present our heuristic informally, with the aid of a toy 

example, and then we formalize it later.  

A significant complication with having both probabilistic con-

nectivity and multihop routing (with maximum path length con-

straints) simultaneously is that it is inherently difficult to define 

hop distances between two nodes. Strictly speaking, any two ver-

tices ℎ, 𝑘 in 𝒱 have a non-null probability to communicate, hence 

they are one-hop neighbors connected by an edge. However, 

short paths are useless if they warrant a negligible probability of 

correct reception: a longer path, up to 𝑘 hops, would certainly be 

preferable, if it is more reliable. Define the reliability of path p as 

𝑟𝑝 = ∏ 𝑃ℎ,𝑘(ℎ,𝑘)∈𝑝 . Finding the highest-reliability path of up to k 

hops is relatively easy, since – although probabilities are not ad-

ditive – their logarithms are. Therefore, given two vertices 𝑖 and 
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𝑗, the path p connecting them, that has at most k hops and mini-

mizes cost 𝑐𝑝 = ∑ − log(𝑃ℎ,𝑘)(ℎ,𝑘)∈𝑝 , can be found by running 

Bellmann-Ford (BF) algorithm on 𝒢 2. Call 𝑟𝑖,𝑗
(𝑘)

 the reliability of 

the 𝑘-hop-constrained max-reliability path between 𝑖 and 𝑗 (k-mr 

path for short, henceforth).  

Given the k-mr path between every pair of vertexes, one can 

construct a k-hop reliability closure of 𝒢, 𝒬(𝑘) = {𝒱, ℜ(𝑘)}, i.e. a 

graph where each pair of vertexes (𝑖, 𝑗) in 𝒢 are directly con-

nected by an edge labeled with reliability 𝑟𝑖,𝑗
(𝑘)

. Figure 2 reports a 

simple 𝒢 and its corresponding 𝒬(2), where both the 2-mr paths 

from 1 to 4 and from 2 to 4 traverse node 3.   

Then, we solve a minimum set covering on 𝒬(𝑘), to find a set 

of initial starting points, i.e. we solve problem (5) substituting 

𝑟𝑖,𝑗
(𝑘)

 for 𝑃𝑖𝑗 . By construction, any feasible solution 𝑿 of this prob-

lem yields a set of starting points from which all the vertexes can 

be reached within 𝑘 hops, with total reliability no smaller than 𝛼. 

In fact, it is easy to construct a feasible grant matrix 𝑮 that will 

complete the schedule. This can be done as follows: 

- Column 1, call it 𝒈(𝟏), can be set equal to 𝑿. 

- Column 𝑡, 𝒈(𝒕), with 𝑡 > 1, is populated incrementing by 

one every entry 𝑔𝑗
(2)

 whenever 𝑗 appears as the 𝑡th hop of 

a 𝑘-mr path3.  

In our toy example, solving (5) on 𝒬(2), with 𝛼 = 0.95, yields: 

 𝑿 = [

1
1
0
0

]. (7) 

In fact, vertex 4 cannot be reached from either 1 or 2 alone 

with 𝛼 = 0.95, but it can from both. From 𝑿, the following fea-

sible schedule can be computed via the rules discussed above: 

 𝑮 = [

1
1
0
0

 

0
0
2
0

]. (8) 

 Note that, in the original graph 𝒢, messages will also propa-

gate through non-max-rel paths automatically, thanks to the 

broadcast nature of D2D transmissions. This multipath propaga-

tion increases the total reliability at the destinations, and is not 

counted in when solving (5) on 𝒬(𝑘). This implies that, in general, 

any feasible solution of the latter (including the optimal one) may 

 
2 Note that using Dijkstra’s algorithm allows you to find the maximum reli-

ability path without any hop-count constraint. However, such a path is very 

likely to have unnecessarily many hops, hence will be unusable in practice, es-

pecially if the network is very dense. In that case, in fact, Dijkstra will system-
atically violate the k-hop constraint to maximize the reliability, inserting many 

unnecessary reliability-preserving micro-hops between adjacent UEs. 

get more starting points than strictly necessary. Note that this 

does not happen in our example, where neither starting point can 

be removed without violating the reliability constraint.  

Now, we can solve problem (6) on 𝒬(𝑘) to obtain the recipients 

of the first round of D2D grants  𝑔𝑗
(1)

. In our example, it will be 

𝒈(𝟏) = 𝑿. We can then predict the effects of a round of grants 

𝒈(𝟏) by applying (1), i.e. we can compute vector 𝒎(𝟏). Figure 3 

reports vector 𝒎(𝟏) directly in the graph. 

Note that using (1) leverages multipath diffusion along non 

max-rel paths too. This has an important consequence, which can 

be capitalized to design optimized schedules: if 𝑔𝑖
(1)

≥ 1, then for 

any vertex ℎ ∈ 𝒱, 𝑚ℎ

(1)
≥  𝑚𝑖

(0)
∙ 𝑃𝑖,ℎ, where equality holds only 

if 𝑃𝑗,ℎ = 0 for 𝑗 ≠ 𝑖. This inequality holds also when ℎ is the sec-

ond vertex in a 𝑘-mr path. For instance, in Figure 3, 𝑚3
(1)

=
0.9975, which is larger than either 𝑚1

(0)
∙ 𝑃1,3 = 0.95 or 𝑚2

(0)
∙

𝑃2,3 = 0.95. 

This means that, starting from the next (second) round, the 

message will be more likely to reach its destinations than we had 

predicted when solving (6) on 𝒬(𝑘). With reference to the exam-

ple of Figure 3, the problem that we need to solve now is how to 

reach 4 with the required reliability (1, 2, and 3 being already 

over the 0.95 threshold), by scheduling a second round of D2D 

transmissions. This problem can be formulated as follows: 

 

min ∑  𝑔𝑖
(2)

𝑁

𝑖=1

𝑠. 𝑡.

∑ 𝑔𝑖
(2)

⋅ log(1 − 𝑚𝑖
(1)

∙ 𝑟𝑖,𝑗
(1)

)

𝑖≠𝑗

≤ log(1 − 𝛼) ∀𝑗 (𝑖)

𝑔𝑗
(1)

∈ ℤ+ ∀𝑗 (𝑖𝑖)

, (9) 

which is again of the same form as (6). The crucial difference is 

that now we can rely on 1-mr paths, since we have only one last 

round (and it is obviously 𝑟𝑖,𝑗
(1)

= 𝑃𝑖,𝑗), hence we are solving the 

same problem on the 1-hop reliability closure of 𝒢, call it 𝒬(1), 

where 𝒬(1) ≡ 𝒢. The alert reader can check that solving (9) at 

optimality yields the following solution: 

3 Some optimizations are possible, such as leveraging the fact that a 𝑘-mr 

path to a “near” vertex may well form the initial segment of a longer k-mr path 
to a “far” vertex, in which case the same node can be counted once instead of 

twice. We leave these optimizations to the interested reader, whom we warn 

that they are not straightforward, since the set of k-mr paths radiating from a 
starting point does not form a tree. Here, we are only preoccupied to show that 

a feasible schedule exists. We will discuss good, optimized schedules later. 

1

2

3 40.95

1

2

3 40.95

0
.0

5

0
.0

5

 
Figure 2 – A graph 𝒢 (left) and the corresponding 𝒬(2) (right). 

1

2

3 40.95

1

1 0.9975

0.05

0.05

0.0975

0
.0

5

 
Figure 3 – State of 𝒢 after round 1. The numbers in italics besides 

the vertices are probabilities 𝒎(𝟏). 
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 𝒈(𝟐) = [

0
0
1
0

]. (10) 

With reference to Figure 2, in fact, vertex 4 was meant to be 

reached through both 2-mr paths 1-3-4 and 2-3-4. This was im-

plied when selecting both 1 and 2 as starting points. Since these 

two paths are not disjoint, sticking to this initial plan would re-

quire giving two grants to 3 at round 2 (as per column 2 of (8)). 

However, given the situation pictured in Figure 3, a single grant 

at 3 will suffice. This confirms that, while one could figure out 

an entire feasible schedule 𝑮 right after finding the set of initial 

points, that schedule would be suboptimal (i.e., include too many 

grants), since it would neglect multipath diffusion. More efficient 

schedules can be found by capitalizing multipath diffusion at the 

first hop through (1).  

For a larger value of 𝑘, our algorithm will repeat the same 

basic steps, only going through more iterations. It will first com-

pute the initial starting points by solving set covering (5) on 𝒬(𝑘). 

Then, it will iterate for 𝑡 = 1 to 𝑘 rounds, each time updating the 

vertex probabilities on 𝒢 via (1) and solving (6) on 𝒬(𝑘−𝑡+1) to 

compute 𝒈(𝒕). More formally, the algorithm is as follows: 

Inputs: 𝑘, 𝛼, 𝑷. 

Step 1:  

- For 𝑡 = 1 to 𝑘, compute the 𝑡-mr paths for all pairs of 

vertices (𝑖, 𝑗) and the associated reliabilities 𝑟𝑖,𝑗
(𝑡)

. 

Step 2:  

- Compute vector 𝑿 by solving the following problem: 

min ∑ 𝑥𝑖
𝑁
𝑖=1

𝑠. 𝑡.

∑ 𝑥𝑖 ⋅ log(1 − 𝑟𝑖,𝑗
(𝑘)

)𝑖≠𝑗 ≤ log(1 − 𝛼) ∀𝑗 (𝑖)

𝑥𝑗 ∈ {0,1} ∀𝑗 (𝑖𝑖)

. (11) 

- Set 𝒎(𝟎) = 𝑿  

Step 3:  

For  𝑡 = 1 to 𝑘, repeat the following: 

- Compute column 𝒈(𝒕) of D2D grant matrix 𝑮 by solving 

the following problem: 

min ∑  𝑔𝑖
(t)𝑁

𝑖=1

𝑠. 𝑡.

∑ 𝑔𝑖
(t)

⋅ log(1 − 𝑚𝑖
(t−1)

∙ 𝑟𝑖,𝑗
(𝑘−t+1)

)𝑖≠𝑗    ∀𝑗 (𝑖)

                                          ≤ log(1 − 𝛼)

𝑔𝑗
(t)

∈ ℤ+ ∀𝑗 (𝑖𝑖)

. (12) 

- Apply (1), i.e., set 𝒎(𝒕) = 𝑓(𝒎(𝒕−𝟏), 𝒈(𝒕), 𝑷). 

C. Analysis of the solution algorithm 

Note that our algorithm does not guarantee that the 𝑘-mr path 

from a starting point 𝑖 to a destination j will be followed. First, 

𝑗’s reliability may well exceed 𝛼 without the contribution of the 

path starting at 𝑖. Second, even if that contribution was initially 

deemed necessary when solving (11), it may well happen that, 

after computing 𝑚𝑗
(𝑡)

 after a round 𝑡, this is found to be no longer 

the case – recall that our estimates are initially conservative, and 

they are revised upwards as the broadcast diffusion progresses. 

Third, a different path to j may become preferable, because its 

initial node is discovered to have a higher probability of pos-

sessing the message than anticipated, for the same reasons. This 

allows our algorithm to capitalize the effects of multipath diffu-

sion of the message, reducing the number of grants in subsequent 

rounds, without paying the price of incorporating (1) in schedul-

ing decisions. 

Hereafter, we prove that our algorithm always finds a feasible 

schedule, i.e.: 

Proposition 1:  ∀𝑗 ,𝑚𝑗
(𝑘)

≥ 𝛼. 

Proof: Starting from a feasible solution of (11) and (12), one can 

compute a feasible schedule of 𝑘 and 𝑘 − 𝑡 + 1 rounds respec-

tively. In fact, feasible solutions of (11) and (12) consider only 

mr paths with a feasible number of hops, and propagating grants 

along those paths allows each destination to be reached with the 

required reliability (both conditions are embedded in constraints 

(𝑖) of these problems). In fact, such a feasible schedule is the one 

where grants are given to all the subsequent vertexes along the 

max-rel paths that start at vertices for which 𝑥𝑖 = 1 and 𝑔𝑗
(t)

≥
1, respectively. Therefore, we only need to prove that:  

a) Problem (11) is always feasible; 

b) The first iteration of (12), with 𝑡 = 1, is always feasible; 

c) If iteration 𝑡 is feasible, so is iteration 𝑡 + 1. 

Points a) and b) are trivial, since 𝑿 = 𝒆 is a feasible solution 

of (11), and 𝑔𝑖
(t)

= 𝑥𝑖 is a feasible solution of (12) when 𝑡 = 1. 

Point c) follows from the fact that, if 𝑔𝑖
(𝑡)

≥ 1, then 𝑚ℎ

(𝑡)
≥

 𝑚𝑖
(𝑡−1)

∙ 𝑃𝑖,ℎ, for any node ℎ ∈ 𝒱. 

■ 

We now analyze the complexity of our algorithm. As far as 

Step 1 is concerned, the mr paths of up to 𝑘 hops can be computed 

either using BF, or by computing 𝑷𝒌 using tropical multiplica-

tions [17]. Both have the same complexity, i.e., 𝑂(𝑘 ∙ 𝑁3), and 

both work by iterating on the path length, hence finding 𝑘-mr 

paths is as complex as finding all ℎ-mr paths, 1 ≤ ℎ ≤ 𝑘 . How-

ever, BF is generally faster, especially if 𝑷 is sparse. Our 𝑷 is 

certainly not sparse, unless ℰ is pruned to remove all the links 

whose probability can safely be considered irrelevant (e.g., 

smaller than a threshold 𝛽 with 𝛽 ≈ 10−2). Such pruning reduces 

computation times considerably, at a negligible increase in the 

solution cost. In fact, on one hand, it is unlikely that schedules 

will rely on such poor links. On the other, edge-pruning is only 

needed in Step 1, whereas (1) can be computed using the original 

𝑷, so that even poor links contribute to the reliability. Another 

advantage of BF is that it is totally parallelizable: path computa-

tions starting from different nodes can run in parallel, allowing 

one to reap the full speed-up in a multicore environment. 

Both steps 2 and 3 involve solving an ILP of 𝑂(𝑁) variables. 

Solving ILPs at optimality is 𝒩𝒫-hard in general. However, 

good heuristic solutions can be found in polynomial time. The 

heuristic that we use is based on LP relaxation, i.e., removing the 

integrality constraints in (11) and (12). LPs can be solved at op-

timality in polynomial time, with a complexity 𝑂(𝑁3) [18]. The 

LP optimum is fractional, in general, hence we apply Random-

ized Rounding (RR) to obtain a logarithmic-factor approximation 

of the optimal solution to the original ILPs [16]. RR has a cost 
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𝑂(𝑁 log(4𝑁)). 

Finally, the last bullet of steps 2 and 3, i.e., updating the verti-

ces’ probabilities through (1), is 𝑂(|ℰ| + 𝑁) = 𝑂(𝑁2). 

From the above, we can state the following: 

Proposition 2: Our algorithm is polynomial, and its complexity 

is O(𝑘 ∙ 𝑁3) . 

Proof: The complexity of Step 1 is O(𝑘 ∙ 𝑁3). The complexity 

of Step 2 is O(𝑁3) , and the complexity of one of the k iterations 

of the for cycle in step 3 is O(𝑁3), hence the thesis. 

■ 

Big-O complexity provides a platform-independent way to as-

sess the scalability of an algorithm. However, it says little about 

the orders of magnitude of the actual computation times involved. 

For this reason, in the next section, we complement the above 

analysis with an assessment of computation times on a desktop 

computer. Here, we limit ourselves to observing that, assuming 

that 𝐶1, 𝐶2, 𝐶3 are the computation times for, respectively, Step 

1, Step 2, and a single for iteration of Step 3 (assuming for sim-

plicity that all iterations take the same time), the only time cost to 

be paid upfront before starting the message transmission is 𝐶1+ 

𝐶2, since each problem (12) in Step 3 can be solved in parallel to 

a message transmission (a DL one when 𝑡 = 1, a D2D one oth-

erwise). Moreover, if 𝐶3 ≤ 𝑑, the computations of Step 3 do not 

delay the diffusion of the message. We remark that the proposed 

algorithm remains valid even if graph 𝒢 is disconnected, i.e. at 

least one vertex of the graph is not reachable from any other ver-

tex in at most 𝑘 hops, with probability larger than 𝛼. As previ-

ously discussed for problem (5), such vertex is included in the set 

of starting points 𝑿 when solving (11).  

We terminate this subsection with a consideration on parame-

ter 𝑘. It may well be the case that the value of 𝑘 given as an input 

is larger than necessary, i.e., that it would be possible to compute 

a schedule of ℎ < 𝑘 rounds having the same number of starting 

points and grants – e.g. because all the 𝑘-mr paths have at most 

ℎ hops. To optimize broadcast diffusion, we can cap the for cycle 

in in Step 3 to the effective number of hops 𝑘∗ ≤ 𝑘, where  𝑘∗ is 

the maximum length among all the 𝑘-mr paths.  

V. PERFORMANCE EVALUATION 

In this section, we assess the performance of our algorithm via 

simulation. We first describe the simulation tool, then we analyze 

a scenario where UEs are randomly distributed within a circular 

target area, according to a uniform distribution. In this scenario, 

we relate the performance of our algorithm to key parameters 𝑘 

and 𝛼, discussing computation times for each of the algorithm 

steps. We also quantify the cost of not knowing which UEs have 

the message on each round, by comparing our algorithm to an 

omniscient version of it. Moreover, we assess the performance of 

our algorithm in a 3GPP urban scenario for vehicular communi-

cations. Finally, we compare our approach with the schemes pro-

posed in [8] and [9]. 

In order to perform the above analyses, we developed an ad-

hoc simulation tool that drops 𝑁 UEs on a 2D-floorplan and com-

putes matrix 𝑷. Each entry 𝑃𝑖,𝑗 is computed as follows: the UEs 

transmission power is fixed and known at the BS. The reception 

power at 𝑗 is computed by subtracting the path loss between 𝑖 and 

𝑗, which is a function of their distance, according to models pro-

posed in [19]. The received power is used to compute the Signal 

to Noise Ratio (SNR). From the latter, using Block Error Rate 

(BLER) curves, one can derive the probability of correct recep-

tion of a single transmission block, and – from the latter – the one 

for a message occupying more than one block. We use BLER 

curves taken from SimuLTE [20], a popular and accurate 4G sim-

ulator. Unless stated otherwise, the results are obtained by aver-

aging the metrics from ten independent replicas of the simulation. 

 
Figure 4 – Number of initial starting points,  = 0.95 

 

Table I – Main simulation parameters 

Parameter Value 

Carrier frequency 2 GHz 

Bandwidth 20 MHz 

D2D Tx Power 20 dBm 

Noise figure 5 dB 

Cable loss 2 dB 

Gaussian Noise -104.5 dB 

Message length 10 bytes 

D2D Modulation and coding  CQI 7 

Mobility model Static 

Number of independent replicas 10 

 

Table II – Average delivery ratio, 1000m radius and  = 0.95 

 𝑘 

𝑵 1 2 3 5 7 9 

25 0.996 1 1 0.992 0.992 0.992 

50 0.998 0.994 1 1 1 0.992 

75 1 1 1 0.996 0.999 0.997 

100 1 0.999 0.992 1 1 1 

125 0.999 0.999 1 1 0.999 0.999 

150 0.999 1 0.998 1 0.999 1 

175 0.999 1 0.998 0.999 0.999 0.999 

200 0.999 1 1 0.999 1 0.999 

 

 
Figure 5 - Total number of grants,  = 0.95 
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Graphs report confidence intervals at 95%. The main simulation 

parameters are shown in Table I. Channel parameters are taken 

from [19]. The length of messages is set to 10 bytes, assuming 

that the message includes two 32-bit floating points for the coor-

dinates (i.e. latitude and longitude) of the critical event location, 

plus one 16-bit integer to store the radius of the target area where 

the message must be disseminated [8]. CQI is set to 7, as a 

tradeoff between a conservative modulation with high overhead 

(e.g. CQI 2) and an efficient modulation with higher loss proba-

bility (e.g. CQI 15). This is shown to be the optimal CQI for that 

message length in [8].  

A. Uniform scenario 

We deploy UEs uniformly in a circle with 1000m radius. In 

each experiment, the position of the whole set of UEs is randomly 

selected. We assess the performance and the computation cost 

when varying the number of UEs and the algorithm requirements 

1) Varying the maximum number of hops 

We first vary the maximum number of hops 𝑘, while fixing the 

reliability threshold 𝛼 at 95%. We vary the number of UEs de-

ployed in the area. 

Table II reports the delivery ratio, i.e. the fraction of UEs that 

received the message by the 𝑘-th hop, computed a posteriori via 

simulation. Note that this measure is not value 𝑚𝑗
(𝑘)

, which is 

computed based on a priori probabilistic estimates of the delivery 

at UE 𝑖. Confidence intervals are negligible and omitted for ease 

of reading. All values are above 99%. Figure 4 and Figure 5 

show, respectively, the number of starting points and the total 

number of D2D grants required to complete the broadcast. The 

number of starting points is relatively large when 𝑁 is small. This 

is obvious since the probability of reaching a neighbor increases 

with the density, hence at low densities many UEs can only be 

targeted via DL transmissions. When the UE density increases, 

the number of starting points becomes smaller, especially when 

𝑘 > 2, since more UEs can be reached via multihop D2D trans-

missions. Clearly, this comes at the price of issuing more D2D 

grants. The curve with 𝑘 = 1 represents the case where only one 

D2D hop is allowed. In this case, the number of starting points 

can only increase with the total number of UEs. However, it is 

clear from both graphs that the total number of transmissions (i.e., 

DL ones to seed the starting points, plus D2D ones) is smaller 

than the number of UEs. A network with 𝑁 = 200 UEs can be 

covered with 54 transmissions (see 𝑘 = 3), i.e. 27% of those that 

would be required by addressing each UE via the DL. Note that 

we compute the number of D2D grants, which is an upper bound 

to the number of D2D transmissions. In fact, some UEs may be 

given a grant when they do not have the message (but the BS 

estimates that they do).  

As far as schedule feasibility is concerned, Figure 6 reports the 

maximum number of D2D transmissions per round that our algo-

rithm requires. The maximum number is in the order of few tens, 

which is well within the capabilities of current 4G and 5G net-

works. In fact, a 20MHz LTE-A (4G) deployment can already 

support the simultaneous transmission of 50 messages per round. 

2) Varying the reliability threshold 

We fix 𝑘 = 5 and evaluate the same metrics when the reliabil-

ity threshold  changes. Table III reports the delivery ratio at the 

end of the broadcast for different values of . We observe that 

the resulting delivery ratio is above 99% in almost any case, also 

when  is far lower than this value. This shows that our solution 

is conservative, and this is due to using broadcast (D2D) commu-

nications that allow one to exploit the contribution of non-max-

rel paths. 

Figure 7 and Figure 8 show the number of starting points and 

the total number of D2D grants issued during the broadcast. As 

 
Figure 6 - Maximum number of grants per round,  = 0.95 

 

Table III – Average delivery ratio, 1000m radius and k=5 

 𝛼 

𝑵 0.8 0.9 0.95 0.99 

25 0.984 0.992 0.992 1 

50 0.99 0.992 1 1 

75 0.993 0.996 0.996 1 

100 0.994 0.995 1 1 

125 0.993 0.998 1 1 

150 0.991 0.993 1 1 

175 0.994 0.999 0.999 1 

200 0.995 0.998 1 0.999 

 

 
Figure 8 - Total number of D2D grants with different values of  

 

 
Figure 7 - Number of initial starting points with different values of  
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expected, all the curves have the same trend and both the number 

of starting points and D2D grants increase with . 

3) Computation cost 

We now complement the complexity analysis of Section IV 

with a measurement of the actual computation times of our algo-

rithm. In particular, we measure the time required to compute the 

𝑘-mr paths and to solve the optimization problems. The compu-

tation times of the other parts of the algorithm (e.g., randomized 

rounding, computing (1) ) are negligible. The measurements are 

taken on a desktop computer equipped with an Intel(R) Core(TM) 

i7 CPU at 3.60 GHz, 16 GB of RAM and a Kubuntu 16.04 oper-

ating system. 

Figure 13 shows the time required to compute the all-pairs 𝑞-

mr paths, for all path lengths q such that 1 ≤ 𝑞 ≤ 𝑘, using BF. 

Such values are obtained by repeatedly executing BF algorithm 

in a single-threaded process. However, as discussed in Section 

IV, BF can be fully parallelized. If the computations for 𝑁 nodes 

are run on a machine with 𝑁𝑐 cores, the total computation time 

required is the one read on the y axis divided by 𝑁𝑐. For instance, 

path computation with 𝑘 = 9 and 𝑁 = 200 on an 8-core ma-

chine takes around 17 ms. 

Figure 14 reports the time required by CPLEX [21] to solve at 

optimality the LP relaxations of the problems for steps 2 and 3 of 

our algorithms (the solution times of the two problems are indis-

tinguishable). We observe that the solving times are in the order 

of few milliseconds, i.e., compatible with decoding times d. 

Moreover, solving times decrease with 𝑘, i.e. allowing multihop-

ping makes these problems less costly, because their constraint 

(i) can be met more easily (in other words, a k-mr path with 

𝑟𝑖,𝑗
(𝑘)

> 𝛼 for any pair 𝑖, 𝑗 exists with higher probability).  

From the above, we can identify the range of feasible values 

of 𝑘 given the number of UEs 𝑁 and the deadline 𝑇, factoring in 

the cost of computations. The total time to complete a broadcast 

is 𝐷 = 𝐶1(𝑁) 𝑁𝑐⁄ + 𝐶2(𝑁) + 𝑘 ∙ max{𝐶3(𝑁), 𝑑}, where 𝐶1(𝑁) 

is taken from Figure 13, and 𝐶2(𝑁) ≅ 𝐶3(𝑁) from Figure 14. 

Based on the latter, Figure 9 shows the extrapolated loci 𝐷 = 𝑇 

on the (𝑁, 𝑘) plane, for 𝑁𝑐 = 2. The region below each locus 

includes points (𝑁, 𝑘) for which 𝐷 < 𝑇, hence feasible from a 

 
Figure 9 – Feasible regions of 𝑁, 𝑘 for different deadlines 𝑇 

 

 

 
Figure 11 – Total number of D2D grants when solving Step 3 at opti-

mality or heuristically through LP relaxation and rounding 

 

 

 
Figure 13 – Average time to compute 𝑘-mr paths 

 

 

 
Figure 10 – Initial starting points when solving Step 2 at optimality or 

heuristically through LP relaxation and rounding 

 

 

 
Figure 12 – Average solving time for the set covering problem, opti-

mal formulation vs. LP relaxation 

 

 

 
Figure 14 – Average solving time of problems (11) 
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latency standpoint. Although the curves in Figure 9 are scenario-

dependent, they show that it is actually possible to allow several 

hops of relaying, even for a large 𝑁, unless the deadline is very 

strict (e.g., 10ms). For instance, if the deadline is 𝑇 = 50𝑚𝑠, in 

a network with 𝑁 = 200, we can afford up to four relaying hops.  

4) Optimality of LP relaxations 

We now discuss the optimality of the LP relaxation of problem 

(11). We fix 𝑘 = 5 and =0.95. Figure 10 shows the number of 

starting points selected by the two formulations of the problem, 

which is also the value of the objective function. The results show 

that the LP relaxation finds more starting points than the optimal 

formulation. While this is suboptimal for the operator, it has a 

mitigating side effect. Figure 11 reports the total number of trans-

missions, and we observe that fewer D2D grants are used later, 

because more starting points have been selected initially. 

In any case, solving the problem at optimality is not feasible at 

the required timescales, even for small values of 𝑁, as shown in 

Figure 12. In fact, more than 20ms are required when 𝑁 = 25, 

against less than 0.4ms for the relaxed problem. For 𝑁 = 100, 

solving (11) at optimality takes 100 times as much as solving its 

LP relaxation.  

5) Assessing the cost of probabilistic assumptions 

We now assess the cost of relying on probabilistic assumptions 

about which UEs have the message during the broadcast. We do 

this by comparing our algorithm against an omniscient version of 

it. In the latter, message reception is still stochastic, but the BS 

knows which UEs got the message after each round. Note that 

this is not possible in the current 4G and 5G standards, since there 

is no control channel that reports to the BS the reception of D2D 

broadcast messages.  

We vary 𝑁 and fix 𝑘 = 5 and  = 0.95. The leftmost two col-

umns of Table IV report the percentage of UEs that received the 

message at the end of the broadcast, measured a posteriori. Note 

that the omniscient version of the algorithm terminates when all 

UEs have the message, i.e., possibly sooner than the 𝑘𝑡ℎ round. 

In both cases, almost all UEs correctly receive the message. The 

rightmost two columns, instead, show the fraction of UEs for 

which 𝑚𝑗
(𝑘)

≥ 𝛼, i.e., for which the a-priori estimate is large 

enough. As expected, with the real algorithm this inequality holds 

for all UEs. Interestingly, the fraction of UEs that verify it in the 

omniscient version is far smaller than 𝛼. In other words, the om-

niscient version counts in UEs that can be found to possess the 

message a posteriori, but cannot be supposed to have it a priori 

with enough reliability. This confirms that our algorithm assigns 

grants conservatively. Leveraging a-posteriori knowledge on 

each round allows the omniscient algorithm to issue D2D grants 

to UEs that would never be scheduled otherwise, hence complet-

ing the broadcast sooner and with fewer transmissions (roughly 

half as many, as shown in Figure 15). Besides providing insight 

on the workings of our algorithm, the above analysis shows that 

the latter could also be used in a technology where reception is 

stochastic, but the outcome of transmissions can be inferred by 

 
Figure 17 – Number of initial starting points, urban grid scenario 

 

 

 
Figure 18 – Total number of D2D grants, urban grid scenario 

 

000 

7m  
Figure 16 – Urban grid scenario 

 

 

Table IV – Comparison with an omniscient version of the algorithm 

 A-posteriori  

delivery ratio 

A-priori fraction of nodes 

for which 𝒎𝒊
(𝒌)

≥ 𝜶 

𝑵 Real  Omniscient Real  Omniscient  

25 0.992 1 1 0.916 

50 1 1 1 0.69 

75 0.996 1 1 0.692 

100 1 1 1 0.634 

125 1 1 1 0.671 

150 1 1 1 0.566 

175 0.999 1 1 0.583 

200 0.999 1 1 0.54 

 

 
Figure 15 – Total number of D2D grants, real vs. omniscient algo-

rithm 
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the scheduling entity. 

B. Urban grid scenario 

We now consider an urban scenario taken from the 3GPP spec-

ifications [22] and depicted in Figure 16. The latter is composed 

of four streets forming a grid of size 433𝑚 ×  250𝑚. Streets are 

7𝑚 wide and have two lanes, one per direction. We deploy 𝑁 

UEs (i.e., connected cars) along the streets in a uniform fashion, 

increasing 𝑁 to simulate increased traffic density. The graphs 

show metrics averaged from twenty independent replicas of the 

simulation, with confidence intervals at 95%. 

Figure 17 shows the number of starting points for different val-

ues of 𝑘. Note that a direct comparison with the uniform scenario 

would be unfair, since the target area is smaller here. We observe 

that few starting points are required. This is because UEs’ posi-

tions are constrained by the streets configuration, making it is less 

likely that a UE is isolated. Moreover, Figure 18 shows that the 

total number of D2D grants required for completing the broad-

casting is small, too. In fact, the algorithm can select the starting 

points wisely, i.e. among UEs located close to intersections, from 

which it is easy to reach all the other UEs. Overall, our scheme 

allows one to reach 200 UEs with 12 transmissions (counting in 

both DL and D2D ones), i.e. 6% of those that would be required 

using DL transmissions only, when 𝑘 = 3. 

C. Comparison with other schemes 

Finally, we compare our work against the schemes in [8] and 

[9]. Work [8] describes a distributed scheme that can run on 4G 

networks. Each UE that receives the message acts as a relay, us-

ing the Trickle suppression mechanism [23] to avoid network 

flooding. Collision-free scheduling is guaranteed by the BS. The 

latter, however, does not make schedules: UEs that want to relay 

the message just request a grant to it, and the BS responds by 

scheduling D2D grants according to the available resources. Our 

previous work [9] is instead the first to involve the BS into the 

scheduling process: it is proposed therein that the BS iteratively 

selects UEs with a “high” probability of having the message, 

computes their one-hop neighborhood, and computes the mini-

mum set of relay UEs that can cover it. 

We run the comparison in a scenario where UEs are uniformly 

distributed within a 1000m-radius circle. Both [8] and [9] deal 

with data dissemination starting from a single source. Thus, in 

order to perform the fairest possible comparison, we force one 

UE to be located exactly in the center of the circle and consider 

it as the starting point for the broadcasting in schemes [8] and [9]. 

We fix 𝑘 = 5 and  = 0.95. Since in [8] the maximum number 

of relaying hops is carried in the message as a Time-to-live (TTL) 

field, we set the latter equal to 𝑘 [8]. The TTL is set by the source 

and decreased by one at every relaying hop. UEs that receive a 

message with a TTL=1 do not relay it. 

Figure 19 shows the delivery ratio against 𝑁. Schemes [8] and 

[9] are sensitive to the UE density, and with a small 𝑁 they fail 

to reach all the UEs. On the other hand, our algorithm guarantees 

that all UEs receive the message, regardless of the UE density. In 

fact, isolated UEs can be targeted by DL transmissions from the 

BS. Figure 20 reports the total number of D2D grants. The dis-

tributed scheduling proposed in [8] uses fewer transmissions 

when 𝑁 is small because it can reach only a small fraction of UEs, 

hence relaying cannot be performed. As soon as the UE density 

increases and more UEs receive the message, the number of D2D 

grants overcomes the one obtained with our algorithm. This is 

because relay suppression is delegated to the applications running 

on the UEs, which only possess a local view of the status of the 

broadcast. Scheme [9] uses the same number of D2D grants as 

our algorithm at low densities, where the delivery ratio is small. 

However, our algorithm outperforms [9] when delivery ratios get 

comparable, due to the greedy nature of the latter, which tries to 

maximize the number of receiving UEs at each hop.  

VI. CONCLUSIONS 

In this paper we proposed a centralized scheme to diffuse a 

message in a D2D-enabled cellular network, by scheduling 

broadcast D2D transmissions, so that the message reaches all its 

intended targets with a pre-specified probability and within a 

given time. Our scheme minimizes the number of initial UEs to 

be seeded via the DL, and the number of D2D grants required. 

To the best of our knowledge, this is the first and only scheme 

that achieves this objective. We showed that the problem is 

mixed-integer-non-linear and non-convex, hence unsolvable in 

practice, and proposed a polynomial approximation which is 

based on computing maximum-reliability paths and solving per-

hop problems iteratively to find the sets of grant recipients. We 

showed that the problem is computationally feasible, i.e. can be 

solved online on off-the-shelf hardware at reasonably large 

scales. Moreover, we showed that our scheme requires a small 

number of initial starting points and a small, sublinear number of 

D2D grants, making it considerably more efficient that targeting 

UEs individually.  

At the time of writing, we are investigating if the original non-

convex problem admits tighter approximations, possibly at the 

 
Figure 20 – Total number of D2D grants per broadcast, proposed 

solution vs. [8] and [9]  

 

 

 
Figure 19 – Delivery ratio, proposed solution vs. [8] and [9] 
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price of different orders of magnitude in the computation time. 

This will help us to benchmark the optimality of our scheme. 
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VII. APPENDIX 

A. Deterministic formulation  

We show here that the problem of computing the optimal 

schedule in a deterministic graph is simpler. In the latter, the 

available D2D links are reliable, i.e. transmissions through them 

are always successful. The problem is as follows: 

min ∑ 𝑥𝑖
(1)𝑁

𝑖=1 +
1

𝑁
⋅ ∑ ∑ 𝑔𝑖

(𝑡)𝑁
𝑖=1

𝑘
𝑡=1

𝑠. 𝑡.

𝑔𝑖
(𝑡)

≤ 𝑥𝑖
(𝑡)

∀𝑖, ∀𝑡 (𝑖)

𝑥𝑖
(𝑘)

= 1 ∀𝑖 (𝑖𝑖)

𝑥𝑖
(𝑡)

≥ 𝑥𝑖
(𝑡−1)

∀𝑖, ∀𝑡 > 1 (𝑖𝑖𝑖)

𝑥𝑖
(𝑡)

≥ 𝑔𝑗
(𝑡−1)

⋅ 𝑎𝑗,𝑖 ∀𝑖, ∀𝑗, ∀𝑡 > 1 (𝑖𝑣)

𝑥𝑖
(𝑡)

≤ 𝑥𝑖
(𝑡−1)

+ ∑ 𝑔𝑗
(𝑡−1)

⋅ 𝑎𝑗,𝑖
𝑁
𝑗=1 ∀𝑖, ∀𝑡 > 1 (𝑣)

𝑥𝑖
(𝑡)

∈ {0,1} ∀𝑖, ∀𝑡 (𝑣𝑖)

𝑔𝑖
(𝑡)

∈ {0,1} ∀𝑖, ∀𝑡 (𝑣𝑖𝑖)

 (13) 

Constraint (𝑖) states that only a UE which has the message can 

be given a grant. Constraint (𝑖𝑖) is the termination condition, i.e. 

all nodes have the message at round k. Constraint (𝑖𝑖𝑖) states that 

a node that has the message after a round will continue to have it 

afterwards. Constraint (𝑖𝑣)-(𝑣) state that a node receives the 

message if and only if at least one of its one-hop neighbors is 

given a grant in the previous round. Coefficient 𝑎𝑗,𝑖 is the corre-

sponding element in the binary adjacency matrix 𝑨, which states 

which edges are in the graph. Note that 𝑔𝑖
(𝑡)

∈ {0,1}, since there 

is no need to give more than one grant per node under determin-

istic reception. More to the point, each node will receive at most 

one grant in the whole schedule. However, a constraint such as  

∑ 𝑔𝑖
(𝑡)𝑘

𝑡=1 ≤ 1 is redundant, since the optimal solution will obvi-

ously verify it. For the same reason, the multiplying coefficient 

of the second summation in the objective function can be 1/𝑁 

and the number of initial grants will still have priority over the 

number of D2D grants.  

Problem (13) is an ILP with 𝑂(𝑁 ⋅ 𝑘) binary variables. ILPs 

are 𝒩𝒫-hard, in general, and can be solved using the branch-and-

bound algorithm. Polynomial-time heuristics based on LP-

relaxation and rounding are also available [16], and they may be 

fast enough for our context. Here we present a simple heuristic 

solution algorithm, which computes the schedule one round at a 

time. The algorithm is as follows:  

a) First, determine a minimal set of starting points, and target it 

with DL transmissions.  

b) Then, on each round, compute the minimum set of D2D 

grants that covers the entire one-hop neighborhood of cur-

rent message holders.  

Problem a), i.e. identifying the minimum set S so that every 

other node can be reached in 𝑘 hops, is the following: 

 

min 𝒆𝑇 ∙ 𝑿
𝑠. 𝑡.
𝑨𝑘 ⋅ 𝑿 ≥ 𝒆
𝑥𝑖 ∈ {0,1}, ∀𝑖

 (14) 

where 𝒆 is a vector of 1s. The entries of 𝑨𝑘 are in fact the number 

of different paths between two nodes. This is a minimum set cov-

ering problem, an ILP for which efficient polynomial heuristics 

can be found [27]. To solve problem b), set 𝑡 = 1 and iterate 

through the following steps: 

1. let 𝑊(𝑡) be the set of nodes that have the message at round 

t, and call 𝑄(𝑡) the one-hop neighborhood of 𝑊(𝑡). Ex-

clude from 𝑄(𝑡) all the nodes already in 𝑊(𝑡).  
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2. Construct from graph 𝒢 the bipartite subgraph ℋ(𝑡) hav-

ing nodes in 𝑊(𝑡) as the first layer, and the nodes in 𝑄(𝑡) 

as the second layer, and only arcs from a node in 𝑊(𝑡) to 

a node in 𝑄(𝑡), and solve another set-covering problem on 

ℋ(𝑡), i.e. find the minimum set of D2D grants to be given 

to nodes in 𝑊(𝑡) so that all nodes in 𝑄(𝑡) are reached. 

3. Remove nodes in 𝑊(𝑡) from graph 𝒢.  

4. Increase 𝑡 and repeat until 𝑡 = 𝑘. 
 

It is obvious that the above algorithm covers the whole k-hop 

neighborhood of the initial set S. Since the latter is computed as 

the set of nodes whose 𝑘-hop neighborhood is the entire set of 

nodes, then the above algorithm converges to a solution of (13). 

The following considerations are in order: 

With respect to the objective of (13), the above heuristic finds 

a solution with the same number of initial starting points (first 

sum in the objective) by definition, and possibly more grants 

(second double summation in the objective). This is due to its 

greedy approach, according to which a neighbor must be reached 

if it can be reached at all. The optimal solution of (13) may in-

stead defer reaching a node to a later round, when that node 

would be reached “for free” due to the fact that one of its neigh-

bors must be given a grant. On the other hand, with the above 

algorithm every node is reached as soon as possible, which is not 

guaranteed by the optimum of (13). The iterative step of the 

above algorithm involves solving at optimality a set covering 

over a smaller set of nodes (i.e., the bipartite subgraph ℋ(𝑡)). 

This makes it faster to solve. All in all, the above heuristic in-

volves solving 𝑂(𝑘) ILPs with 𝑂(𝑁) binary variables each. 

These problems may even be solvable at optimality in reasonable 

times, at least for small values of 𝑁, or they may be solved in 

polynomial time through LP-relaxation and rounding at larger 

scales.  

Given the above, the alert reader may wonder if transforming 

our original probabilistic problem into a deterministic one via 

edge-weight rounding, i.e., a mapping 𝑃𝑖,𝑗 → {0,1}, could be a 

viable solution strategy. Unfortunately, the answer is negative. In 

fact, edge-weight rounding makes it impossible to assess the re-

liability of a path, hence one would be able to guarantee a maxi-

mum number of hops, but not a target reliability. A rounding that 

preserves reliability a priori is the following: 

 𝑎𝑖,𝑗 = 1  𝑖𝑓𝑓.  𝑃𝑖,𝑗 ≥ √𝛼
𝑘

 (15) 

The above rounding, however, removes most of the edges 

from the graph, reducing its connectivity and easily making it dis-

connected. As an example, Table V shows the minimum link 

probabilities that would survive the edge pruning of (15). It is 

clear that a graph with so few links will require a considerably 

larger number of initial DL grants, i.e. to reach isolated nodes. It 

is also bizarre, to say the least, that increasing 𝑘 has the adversar-

ial effect of increasing the cost of a schedule, since it makes the 

graph sparser, hence requiring more starting points. Increasing 𝑘 

should instead allow one to capitalize the gain of multihop relay-

ing, thus reducing the number of starting points.   

 

Table V  – Minimum per-link probabilities that survive rounding as 

per equation (15) 

  𝑘 

  2 3 4 5 6 7 8 

𝛼 

0.9 0.949 0.965 0.974 0.979 0.983 0.985 0.987 

0.95 0.975 0.983 0.987 0.990 0.991 0.993 0.994 

0.99 0.995 0.997 0.997 0.998 0.998 0.999 0.999 

B. Symbols used in the paper 

Table VI reports the symbols used in the paper, along with 

their meaning. 

 
Table VI  – Symbols used in the paper 

Symbol Meaning 

𝑁 Number of UEs 

𝑃𝑖,𝑗  probability that recipient 𝑗 decodes a message transmit-

ted from transmitter 𝑖. 
𝑷 Matrix including values 𝑃𝑖,𝑗. 

𝒢 Graph of the network. 

𝒱 Set of vertices of graph 𝒢. 
ℰ Set of edges of graph 𝒢. 

𝑘 Maximum number of rounds. 

𝛼 Target reliability (e.g., 95%). 

𝑿 Column 𝑁-vector of binary elements 𝑥𝑗  

𝑥𝑗  𝑥𝑗  is one if node 𝑗 is a starting point for the algorithm, 

and zero otherwise. 

𝑮 𝑁 × 𝑘 grant matrix. Each column 𝒈(𝒕) represents the 

grants given by the algorithm at round 𝑡. 𝑔𝑗
(𝑡)

= 𝑤 if 

node 𝑗 receives 𝑤 grants at round 𝑡. 

𝒈(𝒕) Column t of matrix 𝑮. 

𝑔𝑗
(𝑡)

 Number of grants received by node 𝑗 at round 𝑡. 

𝒎(𝒕) Column 𝑁-vector of elements 𝑚𝑗
(𝑡)

. 

𝑚𝑗
(𝑡)

 The probability that node 𝑗 possesses the message at 

round 𝑡. 

𝑑 The time it takes for a node to decode a message. 

𝑟𝑝 Reliability of path 𝑝. 

𝑟𝑖,𝑗
(𝑘)

 reliability of the 𝑘-hop-constrained max-reliability path 

between 𝑖 and 𝑗 (k-mr path). 

𝒬(𝑘) k-hop reliability closure of 𝒢. 
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