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ABSTRACT 
 
Abstract: In this paper, an efficient approach to search for the global threshold of image using Gaussian 
mixture model is proposed. Firstly, a gray-level histogram of an image is represented as a function of the 
frequencies of gray-level. Then，to fit the Gaussian mixtures to the histogram of image, the Expectation 
Maximization (EM) algorithm is developed to estimate the number of Gaussian mixture of such histograms and 
their corresponding parameterization. Finally, the optimal threshold which is the average of these Gaussian 
mixture means is chosen. And the experimental results show that the new algorithm performs better. 
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1. Introduction 
 
Segmentation of images into homogeneous regions is an important ongoing research of 

computer vision. Image thresholding， one of the most important techniques for image 
segmentation, which is defined as partitioning an image into homogeneous regions, is regarded as 
an analytic image representation method [1] and plays a very important role in many tasks of 
pattern recognition, computer vision, and image and video retrieval [2]. Previous work on 
automatic threshold selection has been described in a number of literatures. For example, Otsu et 
al [3] described a method that maximizes the between-class variance. The method is a global 
thresholding method, but it gave poor results when the background of image appears to be darker. 
Prewitt and Mendelson [4] suggested selecting the threshold at the valleys of the histogram, 
while Doyle [5] suggested the choice of the median of the histogram. Ridler and Calvard [6] 
proposed an iterative method of thresholding (also see [7]). Tsai [8] suggested selecting a 
threshold at which the resulting binary images have the same first three moments. All these 
traditional algorithms considered a fixed threshold value according to gray-level histogram and 
cannot process the images whose histograms are nearly unimodal, especially when the target 
region is much smaller and low-contrasted to the background area. Thresholding methods based 
on entropy functions can be found in literature [9-10], but entropy function methods do not 
always give a good solution. Sometimes, results obtained by the entropic thresholding methods 
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are found to be biased. There are some unsupervised training neural systems that can be used for 
the segmentation of images. Given some ground-truth exemplars they could learn the general 
features used in segmentation. They also could learn how to classify image attributes according to 
their similarity without predefined categories. In addition, some neural network models or neural 
computation methods can be adopted for addressing this problem [2，11-14].  

An effective and adaptive approach to background subtraction is to construct a statistical 
model which represents the probabilistic distribution of the pixel’s intensity or color. Wren et al. 
adopted a single Gaussian to represent the background model [15]. However, this system is 
sensitive to the initialization, and is improper to process multi-modal and clutter scenes. Another 
statistical model for background subtraction is the finite Gaussian mixture model (GMM) 
[16-18]. Friedman and Russell [15] used a mixture of three Gaussian distributions to model the 
pixel value for traffic surveillance applications. Stauffer et al [17, 18] proposed a similar 
algorithm, which used a mixture of Gaussian distribution to model a multi-modal background. 
However, all these methods have a drawback that the number of the mixture components is a 
pre-set and fixed value. Because the number of the mixture components mostly determines the 
number of the need-estimating parameters, this drawback may make foreground segmentation 
time-consuming. 

This paper presents an efficient method for image segmentation based on GMM. A gray-level 
histogram of an image can be represented as a function of the frequencies of gray-level value. 
When a given image contains objects/regions of different gray-level values, different modes will 
appear on the histogram of the image. This type of histogram is called “multi-modal” histogram 
that we will describe. This method accurately models data distributions using GMM. However, 
when objects/regions in the image have close gray-level averages, they may overlap to give a 
single mode. Our hypothesis is that each mode corresponds to a normal distribution. This is 
acceptable in a large number of practical applications [10]. Then the Expectation Maximization 
(EM) algorithm can be developed to estimate the number of modes of such histograms. We use 
the EM algorithm to fit GMM to data, determining the number of components and the parameters 
by means of an iterative procedure. 
 
2. Method 
 
2.1 Thresholding Technique 
 

Thresholding is a technique for segmentation of colored or grey scaled images based on the 
color or grayscale value, which transforms an image into a binary image by transforming each 
pixel according to whether it is inside or outside a specified range. The user chooses lower and 
upper threshold values to process the histogram. If a pixel is inside of this range, it is assigned an 
"inside" value. Otherwise it is assigned an "outside" value. So, thresholding may be viewed as an 
operation that involves tests against a functionT , 
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where ( , )f x y  is the grey level of point ( , )x y  and ( , )p x y  denotes some local properties of this point, 

e.g, the average grey level of a neighborhood. The actual part of thresholding consists of setting background 
values for pixels below a threshold value and a different set of values for the foreground. A thresholded 
image, is then defined as:  
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Notes: 
(1). Global –T  depends on only. ),( yxf
(2). Local –T  depends on  and . ),( yxf ),( yxp
(3). Dynamic –T  depends on  as well. ),( yx
The input to a thresholding operation is typically a grayscale or color image. In the simplest 

implementation, the output is a binary image representing the segmentation. Black pixels correspond to 
background and white pixels correspond to foreground (or vice versa). In simple implementations, the 
segmentation is determined by a single parameter known as the intensity threshold. In a single pass, each pixel 
in the image is compared with this threshold. In our study, if the pixel's intensity is higher than the threshold, 
the pixel is set to white in the output. If it is less than the threshold, it is set to black. 

Figure 1 shows two probability density functions. Optimal thresholds can usually be extracted from 
bimodal histograms. If the histogram is not bimodal, then threshold determination will become difficult (see 
Figures l and 2) 
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Fig.1. Gray-level probability density functions of two regions in an image 
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Fig. 2. Non-optimal histogram for threshold selection. 

 
 
2.2 Gaussian Mixture Model (GMM) and EM Algorithm 
 

It is assumed that there are a finite number of Gray-level probability density functions in the image, say , 
and each pixel distribution can be modeled by one Gaussian. With this assumption, the whole image can be 
modeled by a mixture of component Gaussian distributions in some unknown proportions

k

i kg , 1, 2,...,iπ = . 
The probability density function (PDF) of a data point x will be 
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Equition 4 describes the  component Gaussian distribution with meani th− iμ , and covariance . iΣ
The fit of a model to the data can be measured by the total log likelihood of the data 
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Now, the GMM [8] addresses the problem in which the joint conditional density of the observations is 
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The jπr are termed the mixing weights and the ( )jf ⋅ ’s are termed the component densities. 

The Expectation Maximization (EM) algorithm can be used to find such an estimation of the parameterψ̂ . 
However, it has been noticed that the results of the EM algorithm are generally very sensitive to the initial 
values of the parameters because of local maxima for the total likelihood in the parameter space. 

In this study, a simple method to learn the parameters of the mixture model is to use the EM algorithm with a 
predefined number of Gaussians and some initial means and covariance. We derived an EM algorithm for ML 
estimation of the parameters of the component densities, for the case where we assumed all are univariate 
Gaussian and measurements xr  are i.i.d. Let 1L×  vectors μr  and σr  contain, respectively, the unknown 
means and standard deviations so that 
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Then, the iterative EM algorithm for estimating the parameters of the component densities is given by: 
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Parameters , ,π μ σr r r
all describe the global properties of the measurements. 

Our global threshold algorithm takes the following steps to determine thresholding of image:  
(1) Given an image with gray-level range, compute the gray-level frequency distribution and histogram. 
(2) Initial Gaussian components.  
(3) The EM is used to determine the Gaussian parameters ( , , ,j j j j )ω π μ σ by maximizing the equation 6; 
(4) If the estimation error for step (3) is less than a predefined threshold or the number of iteration is greater 
than , stop and output results. Otherwise, go to step (3).  T
(4) Add a new Gaussian component and perform step (2) again.  
(5)In the end, we choose the optimal threshold which is the average of these means mμ . 
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where is the number of Gaussian mixtures. m
 
3. Experimental Results and Discussion 
 
To verify the performance of our method, a set of various images was tested by our methods. For all the tested 
images, the images labeled (a) are original images. Figure 3b is a comparison between the probability density 
function (PDF) of image vs. its Gaussian mixture model. Figure 3c is thresholding images of our method. We 
examine the performance of the EM algorithms with respect to the mixing weights, the mean value of each 
class, the variances in each class, and the number of classes in the image [16]. 
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(c)  

Fig.3. (a) Original image; (b) A comparison between the PDF of image vs. its Gaussian mixture model. The 
solid line is image histogram and the ‘-’ line is mixture model. (c) Result of an image conversion to a binary 
image [15] 
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(c) 

Fig.4. (a) Original image; (b) A comparison between the PDF of image vs. its Gaussian mixture model. The 
solid line is image histogram and the ‘-’ line is mixture model. (c) Result of an image conversion to a binary 
image. 
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(c) 

Fig.5. (a) Original image; (b) A comparison between the PDF of image vs. its Gaussian mixture model. The 
solid line is image histogram and the ‘-’ line is mixture model. (c) Result of an image conversion to a binary 
image 
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(c) 

Fig.6. (a) Original image; (b) A comparison between the PDF of image vs. its Gaussian mixture model. The 
solid line is image histogram and the ‘-’ line is mixture model. (c) Result of an image conversion to a binary 
image [16]. 
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(c) 

Fig.7. (a) Original image; (b) A comparison between the PDF of image vs. its Gaussian mixture model. The 
solid line is image histogram and the ‘-’ line is mixture model. (c) Result of an image conversion to a binary 
image [16]. 
 

The above results show that our methods are able to select the number of components in an unsupervised 
way. Our proposal obtains near-to-optimal data models, requiring far less computational time than other 
proposals in the bibliography. This makes it appealing to be used in practical problems. Our algorithm refines 
iteratively an initial GMM constituted by only one Gaussian, augmenting its order incrementally until a good 
model is obtained. 
 
4. Conclusions 
 

This paper proposed a thresholding method based on Gaussian mixture model. According to the fact that 
the histogram of image can be used to represent the statistical character of probability density function, the 
Gaussian mixture is used to estimate the image’s PDF of image’s grey level. The optimal number of mixtures 
(Gaussian function) is searched for the candidate by EM algorithm. The optimal threshold has been determined 
as the average of these means. Experimental results show that our method can achieve better threshold result 
and it is more robust. The algorithm is unsupervised and fully automatic. Nevertheless this method is still 
dependent on the initial parameter estimation. In our future work, the combination strategy such as multiple 
random starts will be adopted to choose highest likelihood estimation. For some poor contrast image, some 
imprecision is present in the region. Therefore, improvement of the method based on a priori knowledge is 
needed and is actually in progress in our work. 
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