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Abstract

The boundedness of solutions for a class of n-dimensional differential equations with dis-

tributed delays is established, by assuming the existence of instantaneous negative feedbacks which

dominate the delay effect. As an important by-product, some criteria for global exponential sta-

bility of equilibria are obtained. The results are illustrated with applications to delayed neural

networks and population dynamics models.
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1. Introduction

Let Cn := C([−τ, 0]; IRn) be the space of continuous functions from [−τ, 0] to IRn, τ > 0,

equipped with the supremum norm ‖ϕ‖ = max−τ≤θ≤0 |ϕ(θ)|, for any fixed norm | · | in IRn. As

usual, xt ∈ Cn is defined by xt(θ) = x(t + θ),−τ ≤ θ ≤ 0.

In this paper we are particularly interested in situations modelled by systems of functional

differential equations (FDEs) of the form

ẋi(t) = −ρi(t, xt)[bi(xi(t)) + fi(t, xt)], t ≥ 0, i = 1, . . . , n, (1.1)
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where bi : IR→ IR, ρi, fi : [0,∞)×Cn → IR are continuous, with ρi(t, ϕ) positive, i = 1, . . . , n. We

further assume that the negative feedback condition bi(x)x > 0 for x �= 0, i = 1, . . . , n, is satisfied.

System (1.1) is sufficiently general to include as particular classes some well-known models

used in population dynamics and neural networks, such as delayed Hopfield and Cohn-Grossberg

models.

If (1.1) corresponds to an n-species population model, due to its biological interpretation only

positive solutions are meaningful and therefore admissible. In a general setting, for an FDE in Cn,

ẋ(t) = f(t, xt), t ≥ t0, (1.2)

with f : D ⊂ IR× Cn → IRn continuous, we often fix a set S ⊂ Cn, with [t0,∞)× S ⊂ D, as the

set of admissible initial conditions. Naturally, a solution x(t) with an admissible initial condition

xt0 = ϕ ∈ S is said to be admissible if xt ∈ S for t > t0 whenever xt is defined. Under the

assumption of uniqueness of solutions, the solution of (1.2) with initial condition xt0 = ϕ,ϕ ∈ S,

is denoted by x(t, t0, ϕ).

Assuming that (1.1) has an admissible equilibrium x∗, our main purpose is to establish suf-

ficient conditions for its global exponential or asymptotic stabilities, whose definitions we recall

here.

Definition 1.1. If x∗ ∈ S is an equilibrium of (1.1), x∗ is said to be globally exponentially stable

(in the set S of admissible solutions) if there are positive constants ε,M such that

|x(t, 0, ϕ)− x∗| ≤Me−εt‖ϕ− x∗‖, for all t ≥ 0, ϕ ∈ S;

and x∗ is said to be globally asymptotically stable if it is stable and x(t) → x∗ as t → ∞, for all

admissible solutions x(t).

The present paper is inspired by a result of the authors in [7], which establishes a criterion

for boundedness of solutions to (1.2). As shown here, such criterion can also be used to derive

the global exponential stability of equilibria, and has applications to numerous relevant models,

either recovering or improving results in recent literature normally obtained by construction of

Lyapunov functionals. Although a very effective technique for proving boundedness of solutions

and global attractivity of equilibria, the construction of a Lyapunov functional is in general a very

difficult task, and involves long computations. Moreover, a new Lyapunov functional for each

model under consideration is often required. On the contrary, our approach does not require the

use of Lyapunov functional methods, and establishes simple criteria applicable to a quite general

framework.

We now set some notation. For c ∈ IRn, we use both c and ĉ to denote the constant function

ϕ(θ) = c in Cn. A vector d = (d1, . . . , dn) ∈ IRn is said to be positive if di > 0 for i = 1, . . . , n,

and we write d > 0.
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Definition 1.2. For d = (d1, . . . , dn) > 0, define the inner product < x, y >d=
∑n
i=1 dixiyi for

x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ IRn, with associated norm |x|2,d =
( ∑n

i=1 dix
2
i

)1/2; define also

the norm |x|∞,d = maxni=1 di|xi|.

For IRn with the norms | · |2,d, respectively | · |∞,d (where d ∈ IRn, d > 0), we denote the

corresponding norms in Cn by ‖ · ‖2,d, respectively ‖ · ‖∞,d: ‖ϕ‖2,d = max−τ≤θ≤0 |ϕ(θ)|2,d and

‖ϕ‖∞,d = max−τ≤θ≤0 |ϕ(θ)|∞,d. Clearly, all these norms are equivalent norms in Cn. If di =

1, 1 ≤ i ≤ n, we write simply | · |2 and | · |∞ for the usual Euclidean and maximum norms in IRn,

respectively, and ‖ · ‖2 and ‖ · ‖∞ for the corresponding norms in Cn.

If D = [dij ] is a square matrix with non-positive off-diagonal entries, i.e., dij ≤ 0 for all i �= j,

we say that D is a non-singular M-matrix if all the eigenvalues of D have a positive real part. The

latter is also equivalent to saying that there is a positive vector c such that Nc > 0 [8].

We should mention that in [7] the space IRn is equipped with a norm | · |∞,d, whereas here

results are obtained for norms of both types | · |2,d and | · |∞,d. For related results for IRn with | · |2,
see [15, 20–22]. This raises the question of whether it is possible to obtain similar results for other

norms (cf. [2, 4, 5, 10, 12, 20]), a problem to be addressed in future work.

We give a summary of the remainder of this paper. In Section 2, for each one of the norms

| · |2,d and | · |∞,d, we present a criterion for boundedness of solutions to (1.2), which is then

applied to the particular case of FDEs in the form (1.1). As shown in Section 3, as a by-product of

such results we deduce sufficient conditions for the global exponential stability of an (admissible)

equilibrium point x∗ of (1.1), if it exists. In Section 4, we illustrate the results with well-known

n-dimensional neural network models; although with less success, we also apply our ideas to FDEs

from population dynamics. Finally, the last section presents some examples, namely a model where

the advantage of working with both norms | · |2,d and | · |∞,d is exploited.

2. Boundedness of solutions

Consider an FDE in IRn

ẏ(t) = f(t, yt), t ≥ t0, (2.1)

where f : D ⊂ IR× Cn → IRn is continuous. For the sake of simplicity of notation, uniqueness of

solutions to (2.1) will be assumed. Fix a set S ⊂ Cn, with [t0,∞)×S ⊂ D, as the set of admissible

initial conditions for (2.1).

Consider first a norm | · |∞,d in IRn, d > 0. Next result was established in [7, Lemma 3.2].

Proposition 2.1. [7] Let f : [t0,∞) × S → IRn be continuous, f = (f1, . . . , fn). For some

d = (d1, . . . , dn) > 0, assume that f satisfies

(H)∞ for t ≥ t0 and ϕ ∈ S, if |ϕ(θ)|∞,d < |ϕ(0)|∞,d for θ ∈ [−τ, 0), then ϕi(0)fi(t, ϕ) < 0 for

some i ∈ {1, . . . , n} such that |ϕ(0)|∞,d = di|ϕi(0)|.
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Then, all admissible solutions of (2.1) are defined and bounded for t ≥ t0. Moreover, if y(t) =

y(t, t0, ϕ) (ϕ ∈ S) is an admissible solution of (2.1), then |y(t)|∞,d ≤ ‖ϕ‖∞,d for t ≥ t0.

The version of Proposition 2.1 with a norm | · |2,d in IRn is as follows:

Proposition 2.2. Suppose that f : [t0,∞)×S → IRn is continuous. For some d = (d1, . . . , dn) >

0, assume that f satisfies

(H)2 for t ≥ t0 and ϕ ∈ S, if |ϕ(θ)|2,d < |ϕ(0)|2,d for θ ∈ [−τ, 0), then < ϕ(0), f(t, ϕ) >d< 0.

Then, all admissible solutions of (2.1) are defined and bounded for t ≥ t0. Moreover, if y(t) =

y(t, t0, ϕ) (ϕ ∈ S) is an admissible solution of (2.1), then |y(t)|2,d ≤ ‖ϕ‖2,d for t ≥ t0.

Proof. Let y(t) be an admissible solution of (2.1) on [t0−τ, a) for some a > t0, with |y(t)|2,d ≤
K for t ∈ [t0 − τ, t0]. Suppose that there is t1 > t0 such that |y(t1)|2,d > K, and define

T = min{t ∈ [t0, t1] : max
s∈[t0,t1]

|y(s)|2,d = |y(t)|2,d}.

We have |y(T )|2,d > K and |y(t)|2,d < |y(T )|2,d for t ∈ [t0, T ). Since |yT (θ)|2,d = |y(T + θ)|2,d <

|y(T )|2,d for θ ∈ [−τ, 0), by (H)2 we have < y(T ), f(t, yT ) >d< 0 for all t ≥ t0. On the other hand,

the definition of T implies that the derivative of the map t �→ |y(t)|22,d at t = T is non-negative.

Hence, < y(T ), f(T, yT ) >d≥ 0, a contradiction. This proves that y(t) is extensible to [t0 − τ,∞),

with |y(t)|2,d ≤ K for all t > t0.

Remark 2.1. In particular, we note that Propositions 2.1 and 2.2 are valid if conditions (H)∞
and (H)2 are replaced, respectively, by

(h)∞ for t ≥ t0 and ϕ ∈ S, if ‖ϕ‖∞,d = |ϕ(0)|∞,d > 0, then ϕi(0)fi(t, ϕ) < 0, for all

i ∈ {1, . . . , n} such that |ϕ(0)|∞,d = di|ϕi(0)|,
and

(h)2 for t ≥ t0 and ϕ ∈ S, if ‖ϕ‖2,d = |ϕ(0)|2,d > 0, then < ϕ(0), f(t, ϕ) >d< 0.

We are specially motivated by situations modelled by systems of FDEs of the form

ẋi(t) = −ρi(t, xt)[bi(xi(t)) + fi(t, xt)], t ≥ 0, i = 1, . . . , n, (2.2)

where ρi : [0,∞) × S → (0,∞), bi : IR → IR, fi : [0,∞) × S → IR are continuous, for some set

S ⊂ Cn of admissible initial conditions.

Proposition 2.3. For (2.2), assume the following assumptions:

(A1) there is an equilibrium point x∗ ∈ S of (2.2);

(A2) there are constants βi > 0 such that
bi(u)− bi(v)

u− v
≥ βi for all u, v ∈ IR, u �= v and

i = 1, . . . , n;
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(A3)∞ there is a vector d = (d1, . . . , dn) > 0 such that |fi(t, ϕ) − fi(t, ψ)| ≤ li‖ϕ − ψ‖∞,d, for

all t ≥ 0, ϕ, ψ ∈ S, where the Lipschitz constants li satisfy dili < βi, i = 1, . . . , n.

Then, all solutions x(t) = x(t, t0, ϕ) (with t0 ≥ 0, ϕ ∈ S) of (2.2) are defined and bounded on

[t0,∞) and satisfy |x(t)− x∗|∞,d ≤ ‖ϕ− x∗‖∞,d for t ≥ t0.

Proof. Let x∗ = (x∗i , . . . , x
∗
n) ∈ S be such that bi(x∗i ) + fi(t, x∗) = 0, t ≥ 0, i = 1, . . . , n. By

the translation x̄(t) = x(t)− x∗, (2.2) becomes

˙̄xi(t) = −ρi(t, x∗ + x̄t)[bi(x∗i + x̄i(t)) + fi(t, x∗ + x̄t)], i = 1, . . . , n. (2.3)

Clearly, (2.3) also has the form (2.2), for which (A1), (A2) and (A3)∞ hold with S − x∗ as the

set of initial conditions. Hence, without loss of generality we may consider that the equilibrium of

(2.2) is x∗ = 0.

Take t ≥ 0 and ϕ ∈ S with ‖ϕ‖∞,d = |ϕ(0)|∞,d > 0. Let i be such ‖ϕ‖∞,d = di|ϕi(0)|, and

suppose that ϕi(0) > 0 (the case ϕi(0) < 0 is analogous). Then,

bi(ϕi(0)) + fi(t, ϕ) = [bi(ϕi(0))− bi(0)] + [fi(t, ϕ)− fi(t, 0)] ≥ βiϕi(0)− li‖ϕ‖∞,d > 0.

This proves that (h)∞ holds, and the result follows now from Proposition 2.1.

Proposition 2.4. Consider (2.2), write f = (f1, . . . , fn) and suppose that ρi(t, ϕ) are uniformly

positive and bounded, with

0 < r ≤ ρi(t, ϕ) ≤ R, for t ≥ 0, ϕ ∈ S, i = 1, . . . , n, (2.4)

for some constants r,R. Assume (A1), (A2) and

(A3)2 there is a vector d = (d1, . . . , dn) > 0 such that |f(t, ϕ) − f(t, ψ)|2,d ≤ l‖ϕ − ψ‖2,d, for

all t ≥ 0 and ϕ,ψ ∈ S, where the Lipschitz constant l satisfies

l
√

R/r < min
1≤i≤n

βi. (2.5)

Then, all solutions x(t) = x(t, t0, ϕ) (with t0 ≥ 0, ϕ ∈ S) of (2.2) are defined and bounded on

[t0,∞) and satisfy |x(t)− x∗|2,d ≤ ‖ϕ− x∗‖2,d for t ≥ t0.

Proof. As in the above proof, we may already assume that the equilibrium of (2.2) is x∗ = 0.

Write g = (g1, . . . , gn) with gi(t, ϕ) = ρi(t, ϕ)[bi(ϕi(0)) + fi(t, ϕ)] and let β = min1≤i≤n βi.

Now, consider t ≥ 0 and ϕ ∈ S with ‖ϕ‖2,d = |ϕ(0)|2,d > 0. Define ci = diρi(t, ϕ), c =

(c1, . . . , cn), and note that (2.4) implies that r1/2|x|2,d ≤ |x|2,c ≤ R1/2|x|2,d for x ∈ IRn. We get

< ϕ(0), g(t, ϕ) >d ≥ β
n∑
i=1

diρi(t, ϕ)ϕ2
i (0)−

n∑
i=1

diρi(t, ϕ)|ϕi(0)||fi(t, ϕ)− fi(t, 0)|

= β|ϕ(0)|22,c− < |ϕ(0)|, |f(t, ϕ)− f(t, 0)| >c
≥ β|ϕ(0)|22,c − |ϕ(0)|2,c|f(t, ϕ)− f(t, 0)|2,c ,

(2.6)
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where we used the notation |f | = (|f1|, . . . , |fn|), |ϕ| = (|ϕ1|, . . . , |ϕn|). On the other hand, from

(2.4) and (A3)2

|f(t, ϕ)− f(t, 0)|2,c ≤
√
R |f(t, ϕ)− f(t, 0)|2,d ≤ l

√
R |ϕ(0)|2,d.

From (2.5) and (2.6), we thus obtain

< ϕ(0), g(t, ϕ) >d≥
(
β
√
r − l

√
R

)
|ϕ(0)|2,d |ϕ(0)|2,c > 0.

The result is now a consequence of Proposition 2.2.

It is interesting to notice that for autonomous functions fi(t, ϕ) ≡ fi(0, ϕ), or more generally

when fi(t, x̂) ≡ fi(0, x̂) for t ≥ 0, x ∈ IRn, then (A2) and a Lipschitz condition on f imply that

there is a unique equilibrium x∗ of (2.2), as shown below. This means that, in this case, (A1)

simply requires that the equilibrium x∗ is in S.

Lemma 2.1. Consider (2.2), where fi(t, x̂) ≡ fi(0, x̂) := fi(x) for t ≥ 0, x ∈ IRn, with fi : IRn →
IR, i = 1, . . . , n. Assume (A2), and either (A3)∞ or (A3)2 with (2.5) replaced by l < min1≤i≤n βi.

Then, there is a unique x∗ = (x∗i , . . . , x
∗
n) ∈ IRn such that bi(x∗i ) + fi(x∗) = 0, i = 1, . . . , n.

Proof. If (A2) and (A3)∞ hold, the result was shown in [17] (for related results, see also e.g.

[5, 6, 9, 16]), so here we only consider the situation for norms | · |2,d in IRn. Define H : IRn →
IRn, H(x) = b(x) + f(x), where

b(x) = (b1(x1), . . . , bn(xn)) , f(x) = (f1(x), . . . , fn(x)), for x = (x1, . . . , xn).

If x, y ∈ IRn and H(x) = H(y), then

β2|x− y|22,d ≤
n∑
i=1

diβ
2
i |xi − yi|2 ≤

n∑
i=1

di|bi(xi)− bi(yi)|2

=
n∑
i=1

di|fi(x)− fi(y)|2 ≤ l2|x− y|22,d ,

with l < β. This shows that H is injective. On the other hand, one writes H(x) = (b(x)− b(0)) +

(f(x)− f(0)) + (b(0) + f(0)), from which one deduces that

|H(x)|2,d ≥ (β − l)|x|2,d − |(b(0) + f(0)|2,d →∞ as |x|2,d →∞.

By [9], this proves that H is a homeomorfism of IRn, hence there is a unique root x∗ of the equation

H(x) = 0.

3. Exponential stability

We now address the global exponential stability of x∗ by using the results in Section 2.
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Theorem 3.1. Consider the FDE (2.2), with S ⊂ Cn as the set of admissible initial conditions.

Assume (A1), (A2), (A3)∞ and

ρi := inf {ρi(t, ϕ) : t ≥ t0, ϕ ∈ S} > 0, i = 1, . . . , n. (3.1)

Then, the equilibrium x∗ is globally exponentially stable (in the set of all admissible solutions).

Proof. As before, by translating the equilibrium to the origin we may assume that x∗ = 0,

and thus bi(0) + fi(t, 0) = 0 for t ≥ 0 and i = 1, . . . , n. By Proposition 2.3, we know already that

solutions satisfy |x(t, 0, ϕ)|∞,d ≤ ‖ϕ‖∞,d for t ≥ 0 and ϕ ∈ S.

Now, effect the change of variables z(t) = eεtx(t) for ε > 0. Eq. (2.2) translates as

żi(t) = gi(t, zt), t ≥ 0, i = 1, . . . , n, (3.2)

where

gi(t, ϕ) = εϕi(0)− ρi(t, e−ε(t+·)ϕ)eεt
[
bi(e−εtϕi(0)) + fi(t, e−ε(t+·)ϕ)

]
. (3.3)

Take t ≥ 0 and ϕ ∈ Cn with e−ε(t+·)ϕ ∈ S. Suppose that ‖ϕ‖∞,d = |ϕ(0)|∞,d > 0, and let i

be such ‖ϕ‖∞,d = di|ϕi(0)|∞,d, with ϕi(0) > 0 (the case ϕi(0) < 0 is analogous). Then, for ε such

that βi − dilie
ετ > 0,

gi(t, ϕ) ≤ εϕi(0)− ρi(t, e−ε(t+·)ϕ)eεtϕi(0)
[
βie
−εt − dilie

−εteετ
]

≤ ϕi(0)
[
ε− ρi(βi − dilie

ετ )
]
.

Fix ε > 0 such that ε − ρi(βi − dilie
ετ ) < 0. By applying Proposition 2.1, we deduce that the

solutions z(t) of (3.2) satisfy |z(t)|∞,d ≤ ‖z0‖∞,d for t ≥ 0. Thus we obtain

|x(t, 0, ϕ)|∞,d = |e−εtz(t, 0, eε·ϕ)|∞,d ≤ e−εt‖ϕ‖∞,d, t ≥ 0, ϕ ∈ S.

Similarly, the application of Proposition 2.2 yields the following result:

Theorem 3.2. For (2.2) with S ⊂ Cn as the set of admissible initial conditions, assume (2.4),

(A1), (A2) and (A3)2. Then, the equilibrium x∗ is globally exponentially stable.

Proof. The proof follows along the lines above, so it is omitted.

As we shall see in Section 4, condition (3.1) in general fails for (2.2) describing a population

dynamics model, hence Theorems 3.1 and 3.2 are not applicable.

4. Applications

In this section, we apply the stability criteria in Section 3 to some n-dimensional FDEs which

have been widely used in both neural networks and population dynamics.
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4.1. Neural Network models with delays

As a particular class included in the framework set by (2.2), we consider generalizations of the

Cohen-Grossberg neural network with distributed delays:

ẋi(t) = −ki(xi(t))


bi(xi(t)) +

n∑
j=1

fij(xj,t)


 , t ≥ 0, i = 1, . . . , n, (4.1)

where ki : IR → (0,+∞), bi : IR → IR e fij : C1 → IR are continuous, i, j = 1, . . . , n, and

xt = (x1,t, . . . , xn,t). Here, we take the entire phase space Cn as the set of admissible initial

conditions. We note that (4.1) generalizes several systems studied in [1, 2, 4–6, 17, 20–25]; see also

references therein.

For (4.1), denote f = (f1, . . . , fn) : Cn → IRn, where

fi(ϕ) =
n∑
j=1

fij(ϕj), ϕ = (ϕ1, . . . , ϕn) ∈ Cn. (4.2)

Proposition 4.1. For (4.1), assume that bi satisfy (A2), fij are Lipschitzian with

|fij(ϕ)− fij(ψ)| ≤ lij‖ϕ− ψ‖∞, ϕ, ψ ∈ C1, i, j = 1, . . . , n, (4.3)

and

ki := inf
x∈IR

ki(x) > 0, i = 1, . . . , n, (4.4)

For βi as in (A2), suppose in addition that the matrix

N = diag (β1, . . . , βn)− [lij ]

is a non-singular M-matrix. Then, there is a unique equilibrium x∗ of (4.1), which is globally

exponentially stable.

Proof. Eq. (4.1) has the form (2.2) with fi(t, ϕ) = fi(ϕ) as in (4.2) and ρi(t, ϕ) = ki(ϕi(0)) for

t ≥ 0, ϕ ∈ Cn and i = 1, . . . , n. If N is a non-singular M-matrix, then there is c = (c1, . . . , cn) > 0

such that Nc > 0 [8, Theorem 5.1], i.e.,

βi > c−1
i

n∑
j=1

lijcj , i = 1, . . . , n. (4.5)

Clearly (A3)∞ holds with d = (c−1
1 , . . . , c−1

n ). The result is a consequence of Lemma 2.1 and

Theorem 3.1.

We remark that system (4.1) is sufficiently general to include most of the autonomous delayed

neural network models considered in the literature, namely Hopfield, Cohen-Grossberg, static, bidi-

rectional associative memory models. Proposition 4.1 strongly improves several criteria established

in e.g. [6, Theorem 2], [16, Theorems 2.1 and 2.2], [22, Theorem 3.1].

In an analogous way, we now apply Theorem 3.2 to (4.1) (for comparison of results, see e.g.

[2, 3, 15, 21, 22]).
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Proposition 4.2. For (4.1), assume (A2) and that there are constants k, k > 0 such that

k ≤ ki(x) ≤ k, for x ∈ IR, i = 1, . . . , n. (4.6)

Suppose in addition that there is d = (d1, . . . , dn) > 0 such that

|f(ϕ)− f(ψ)|2,d ≤ l ‖ϕ− ψ‖2,d, ϕ, ψ ∈ Cn, (4.7)

with

l

√
k/k < min

1≤i≤n
βi, (4.8)

for βi as in (A2). Then, there is an equilibrium x∗ of (4.1), which is globally exponentially stable.

Recently, the following Cohen-Grossberg model with time-dependent discrete delays has been

studied [3, 12, 25]:

ẋi(t) = −ki(xi(t))


bi(xi(t)) +

n∑
j=1

P∑
p=1

hijp(xj(t− τijp(t))) + Ji


 , i = 1, · · · , n, t ≥ 0, (4.9)

where: ki : IR → (0,+∞), bi, hijp : IR → IR, τijp : [0,+∞) → [0,+∞) are continuous functions,

with ki uniformly positive on [0,+∞), Ji ∈ IR and τijp bounded, i, j = 1, . . . , n, p = 1, . . . , P .

For τ ≥ 0 such that τijp(t) ∈ [0, τ ] for t ≥ 0 and i, j = 1, . . . , n, p = 1, . . . , P , we take

Cn = C([−τ, 0]; IRn) as the phase space for (4.9) as well as the set of admissible initial conditions.

Proposition 4.3. For system (4.9), assume (A2), (4.4) and that hijp are Lipschitz continuous

with Lipschitz constants lijp for i, j = 1, . . . , n, p = 1, . . . , P . For βi as in (A2) and lij =
∑P
p=1 lijp,

suppose also that the matrix N = diag (β1, . . . , βn)− [lij ] is a non-singular M-matrix. Then, there

is a unique equilibrium x∗ of (4.9), which is globally exponentially stable.

Proof. Write (4.9) as (2.2), where

fi(t, ϕ) =
n∑
j=1

P∑
p=1

hijp(ϕj(−τijp(t))) + Ji , ρi(t, ϕ) = ki(ϕi(0)), i = 1, . . . , n,

for t ≥ 0, ϕ ∈ Cn. Let c = (c1, · · · , cn) > 0 be such that (4.5) holds. For ϕ,ψ ∈ Cn and t ≥ 0 we

have

|fi(t, ϕ)− fi(t, ψ)| ≤
n∑
j=1

P∑
p=1

cj lijp‖ϕ− ψ‖∞,c−1 =
( n∑
j=1

cj lij

)
‖ϕ− ψ‖∞,c−1 ,

and therefore assumption (A3)∞ holds with d = c−1 := (c−1
1 , · · · , c−1

n ) > 0 and li =
∑n
j=1 cj lij .

Again, the result follows from Lemma 2.1 and Theorem 3.1.

The exponential stability for Eq. (4.9) was investigated in [12]. We note however that our

Proposition 4.3 significantly improves the following criterion given in [12, Theorem 4]:
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Proposition 4.4. [12] Consider Eq. (4.9) with hijp(x) = cijpgijp(x), for cijp ∈ IR and gijp(x)

continuous functions. Assume that, for i, j = 1, . . . , n and p = 1, . . . , P :

(i) ki(x) are locally Lipschitz continuous and there are constants ki, ki > 0 such that

ki ≤ ki(x) ≤ ki, x ∈ IR;

(ii) bi ∈ C1(IR, IR) with b′i(x) ≥ βi > 0 for x ∈ IR;

(iii) gijp are bounded Lipschitzian functions, with Lipschitz constants µijp;

(iv) for ki, ki as in (i) and βi as in (ii), there are constants αijp, γijp ∈ IR, ωi > 0, r > 1 and

σ > 0 such that

rωikiβi − (r − 1)
n∑
j=1

P∑
p=1

ωjkiµ
r−γijp
r−1

ijp |cijp|
r−αijp
r−1 −

n∑
j=1

P∑
p=1

ωjkiµ
γijp
ijp |cijp|αijp > σ. (4.10)

Then, there is a unique equilibrium x∗ of (4.9), which is globally exponentially stable.

Comparing the hypotheses in Proposition 4.3 and Proposition 4.4, we remark that, in the latter

case, not only the constraints imposed on the functions ki, bi and gijp are clearly more restrictive,

but also condition (4.10) is stronger than the requirement of N being a non-singular M-matrix, as

shown in the next Lemma. See also Example 5.3.

Lemma 4.1. With the above notation, suppose that there are constants r > 1, σ > 0, αijp, γijp ∈
IR, ωi > 0, for i, j = 1, . . . , n and p = 1, . . . , P , for which condition (4.10) is satisfied. Then, for

lij =
∑P
p=1 |cijp|µijp, the matrix N = diag(β1, . . . , βn)− [lij ] is a non-singular M-matrix.

Proof. Condition (4.10) can be written as

rωikiβi − ki

n∑
j=1

ωj

P∑
p=1

(
(r − 1)µ

r−γijp
r−1

ijp |cijp|
r−αijp
r−1 + µ

γijp
ijp |cijp|αijp

)
> σ ,

or, equivalently,

ωikiβi >
σ

r
+ ki

n∑
j=1

ωj

P∑
p=1

[
r − 1
r

(
µ

1− γijpr
ijp |cijp|1−

αijp
r

) r
r−1

+
1
r

(
µ
γijp
r

ijp |cijp|
αijp
r

)r]
.

Applying Young’s inequality (see e.g. [12]), we therefore obtain

ωikiβi >
σ

r
+ ki

n∑
j=1

ωj

P∑
p=1

µijp|cijp|. (4.11)

Since ki ≥ ki > 0, from (4.11) we have ωiβi >
∑n
j=1 ωj lij , i = 1, . . . , n, from which we conclude

that N is a non-singular M-matrix [8].
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4.2. Delayed Kolmogorov-type population models

Consider multiple species Kolmogorov systems with delays and instantaneous negative feed-

backs given by

ẋi(t) = ri(t)xi(t)[−bixi(t) + fi(xt)] t ≥ 0, i = 1, . . . , n, (4.12)

where bi > 0, ri : [0,∞) → (0,∞) are continuous and fi : Cn → IR are Lipschitz continuous

functions, 1 ≤ i ≤ n. In a more general way, we can also study models with non-autonomous

competition interactions fi(t, xt), instead of fi(xt), and suppose that fi(t, ϕ) are continuous and

uniform Lipschitzian with respect to ϕ. For biological discussions and related results, see [7, 11,

13, 14], also for cited references.

In biological terms, only positive solutions of (4.12) are meaningful. We take

C0̂ = {ϕ = (ϕ1, . . . , ϕn) ∈ Cn : ϕi(θ) ≥ 0 for θ ∈ [−τ, 0), ϕi(0) > 0, i = 1, . . . , n},

as the set of admissible initial conditions, and only consider solutions of (4.12) with initial conditions

xt0 = ϕ ∈ C0̂ for some t0 ≥ 0. A solution x(t, t0, ϕ) with initial condition in C0̂ is admissible, since

xi(t, t0, ϕ) = xi(t0) exp
( ∫ t

t0
ri(s)[−bixi(s) + fi(xs)] ds

)
> 0, for t > t0 whenever it is defined.

If x∗ = (x∗1, . . . , x
∗
n) is a positive equilibrium of (4.1), for yi(t) = xi(t) − x∗i system (4.12)

becomes

ẏi(t) = −ri(t)(yi(t) + x∗i )[biyi(t)− fi(yt + x∗) + fi(x∗)], i = 1, ..., n, (4.13)

with C0̂ − x∗ := C−x∗ as the set of admissible initial conditions.

Proposition 4.5. For (4.12), suppose that there is a positive equilibrium x∗ = (x∗1, . . . , x
∗
n), and

that there is d = (d1, . . . , dn) > 0 such that for ϕ,ψ ∈ C0̂ and i = 1, . . . , n,

|fi(ϕ)− fi(ψ)| ≤ li‖ϕ− ψ‖∞,d, with dili < bi . (4.14)

(i) If

ri := inf
t≥0

ri(t) > 0, i = 1, . . . , n, (4.15)

then, for any δ > 0 small, x∗ is globally exponentially stable in the set of solutions satisfying

xi(t) ≥ δ for t ≥ 0, i = 1, . . . , n.

(ii) If (4.14) also holds with ϕ,ψ ∈ C0̂ and

sup
t≥0

ri(t) := ri <∞ and
∫ ∞

ri(t) dt =∞, i = 1, . . . , n, (4.16)

then x∗ is globally asymptotically stable.

Proof. After translating x∗ to the origin, consider (4.13). This equation has the form (2.2),

for which condition (A3)∞ is satisfied by virtue of (4.14).
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For the proof of (i), we now assume (4.15), and fix δ > 0 with δ < x∗i , i = 1, . . . , n. Consider

(4.13) with Sδ = {(ϕ1, . . . , ϕn) ∈ Cn : ϕi(θ) + x∗i ≥ δ for τ ≤ θ ≤ 0, i = 1, . . . , n} as the set of

admissible initial conditions. We have ρi(t, ϕ) := ri(t)(ϕi(0) + x∗i ) ≥ δ ri for t ≥ 0, ϕ ∈ Sδ, i =

1, . . . , n. Thus, Theorem 3.1 implies the global exponential stability of zero on Sδ.

Now, suppose that (4.16) holds. From Proposition 2.3, all solutions of (4.13) are defined and

bounded on [0,∞) and the origin is uniformly stable. It remains to prove that y(t)→ 0 as t→∞,

for all (admissible) solutions of (4.13). We now argue as in the proof of [7, Theorem 3.4], where

details can be found.

After the scaling yi(t) �→ diyi(t), i = 1, ..., n, we may assume that (4.14) holds with d =

(1, . . . , 1). Let y(t) = (yi(t))ni=1 be a solution to (4.13), and set

−vi = lim inf
t→∞

yi(t), ui = lim sup
t→∞

yi(t), i = 1, . . . , n,

v = max
1≤i≤n

vi, u = max
1≤i≤n

ui.

Note that −x∗i ≤ −vi ≤ ui <∞, i = 1, . . . , n. It is sufficient to prove that max(u, v) = 0. Assume

e.g. that v ≤ u, so that max(u, v) = u (the case u ≤ v is analogous). Let i be such that ui = u,

and fix ε > 0 small. Proceeding as in [7], we can show that there is a sequence tk →∞ such that

yi(tk)→ u, biyi(tk)− fi(ytk + x∗) + fi(x∗)→ 0 and ‖ytk‖∞ ≤ u + ε. (4.17)

The boundedness of y(t) and ri(t) implies that ẏ(t) is also bounded on [0,∞). Hence, the sequence

(ytk) in Cn is uniformly bounded and equicontinuous. Up to a subsequence, we may suppose that

ytk → ϕ in Cn, for some ϕ ∈ C−x∗ . From (4.17), by letting k →∞ and ε→ 0 we obtain

ϕi(0) = u, biu− fi(ϕ + x∗) + fi(x∗) = 0 and ‖ϕ‖∞ = u. (4.18)

From (4.14) and (4.18), we deduce that 0 ≥ biu − li‖ϕ‖∞ = (bi − li)u. Since li < bi this implies

that u = 0, showing that y(t)→ 0 as t→∞. The proof is complete.

If fi(ϕ) =
∑n
i=1 fij(ϕj) for ϕ = (ϕ1, . . . , ϕn) where fij : C1 → IR satisfy the Lipschitz

conditions in (4.3), then, as proven in Section 4.1, there is a positive vector d for which (4.14) is

satisfied if and only if the matrix N = diag (b1, . . . , bn)− [lij ] is a non-singular M-matrix.

Remark 4.1. As a particular case of (4.12), consider Lotka-Volterra type systems

ẋi(t) = ri(t)xi(t)
[
αi − bixi(t)−

n∑
j=1

lij

∫ 0

−τ
xj(t + θ) dηij(θ)

]
, i = 1, . . . , n, (4.19)

where αi ∈ IR, bi > 0, lij ≥ 0, τ > 0, ri(t) are positive continuous functions and ηij : [−τ, 0]→ IR are

normalized bounded variation functions. If N = diag (b1, . . . , bn)− [lij ] is a non-singular M-matrix

and (4.16) holds, from Proposition 4.5 then the positive equilibrium x∗ (if it exists) is globally
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asymptotically stable. In [7], this stability was proven by imposing (4.16), that N is an M-matrix,

and replacing det N �= 0 by the weaker condition det M̃ �= 0, for M̃ = diag (b1, . . . , dn) + [ãij ],

where ãii = aii, ãij = −|aij | for i �= j, and aij = lij
∫ 0

−τ dηij(θ). For more results, see also [11].

Remark 4.2. From Lemma 2.1, condition (4.14) implies that there is an equilibrium x∗ of

(4.12), but possibly non-positive. Note also that, for population models (4.12), the stability result

in Proposition 4.5 is weaker than the criterion in Proposition 4.1 for neural networks, due to the

fact that infϕ∈C−x∗ (ϕi(0) + x∗i ) = 0, so that Theorem 3.1 cannot be directly applied. On the

other hand, our boundedness and stability results relative to norms | · |2,d are not of interest in the

present situation, since their application requires the estimates (2.4) and (2.5). We should however

mention that Saito et al. [18] and Saito and Takeuchi [19] considered a predator-prey model (4.19)

with n = 2 and the symmetry given by N = diag (b, b)−L, for L :=
(

α β
−β α

)
and N defined as

above, and showed its global asymptotic stability if and only if
√

α2 + β2 ≤ b. Note that in this

case we can choose l = ‖L‖2 =
√

α2 + β2 for the Lipschitz constant l in (4.7).

5. Examples

We complement the above criteria with some illustrative examples.

Example 5.1. Consider the two neuron network with distributed delays

ẋ1(t) = −b1x1(t) + a11f11(x1,t) + a12f12(x2,t)

ẋ2(t) = −b2x2(t) + a21f21(x1,t) + a22f22(x2,t)
(5.1)

where bi > 0, aij ∈ IR and fij : C1 := C([−τ, 0]; IR)→ IR are Lipschitzian functions normalized so

that |fij(ϕ)− fij(ψ)| ≤ ‖ϕ− ψ‖∞ for ϕ,ψ ∈ C1, i, j = 1, 2.

Define N = diag (b1, b2) −
[
|aij |

]
. By [8, Theorem 5.1], N is a non-singular M-matrix if and

only if all its principal minors are positive, which translates here as

b1 > |a11| and (b1 − |a11|)(b2 − |a22|) > |a12a21|. (5.2)

By Proposition 4.1 and Lemma 2.1, (5.2) implies that there is a globally exponentially stable

equilibrium x∗. That is the case if, for instance, b1 = b2 = 2.1, a11 = a22 = 1, a12 = 1/2, a21 = 2.

With bi, fij as in (5.1), consider now the 2-species delayed population system

ẋ1(t) = x1(t)
[
α1 − b1x1(t)− a11f11(x1,t)− a12f12(x2,t)

]
ẋ2(t) = x2(t)

[
α2 − b2x2(t)− a21f21(x1,t)− a22f22(x2,t)

]
.

Assuming (5.2) and the existence of a positive equibrium x∗, from Proposition 4.5 we conclude

that x∗ is globally asymptotically stable and that, for each δ > 0 with δ < x∗1, x
∗
2, x

∗ is globally

exponentially stable in the set of solutions x(t) such that xi(t) ≥ δ, i = 1, 2, t ≥ 0.
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Example 5.2. Consider the 2-neuron network with one discrete delay

ẋ1(t) = −b1x1(t) + a11f1(x1(t− τ)) + a12f2(x2(t− τ))

ẋ2(t) = −b2x2(t) + a21f1(x1(t− τ)) + a22f2(x2(t− τ)) .
(5.3)

Here, τ, bi, aij are constants, τ, b1, b2 > 0, fi : IR→ IR are Lipschitz continuous functions, normal-

ized so that |fi(u) − fi(v)| ≤ |u − v|, u, v ∈ IR, for i, j = 1, 2. The coefficients of the connection

matrix A := [aij ] are arbitrary real numbers, representing either excitatory or inhibitory connec-

tions, according to their signs. We assume that there are self-connections, i.e., aii �= 0. Without

loss of generality we take a11, a22 > 0.

We first suppose that a12a21 < 0. Define

f(ϕ) = A

(
f1(ϕ1(−τ))
f2(ϕ2(−τ))

)
, ϕ = (ϕ1, ϕ2) ∈ C2. (5.4)

Choose d = (d1, d2) > 0 such that d1a11a12 + d2a21a22 = 0. Then for ϕ,ψ ∈ C2 we have

|f(ϕ)− f(ψ)|2,d =
[
(d1a

2
11 + d2a

2
21)

(
f1(ϕ1(−τ))− f1(ψ1(−τ))

)2

+ (d1a
2
12 + d2a

2
22)

(
f2(ϕ2(−τ))− f2(ψ2(−τ))

)2
]1/2

=
(
detA

)1/2
[
d1

a11

a22

(
f1(ϕ1(−τ))− f1(ψ1(−τ))

)2

+ d2
a22

a11

(
f2(ϕ2(−τ))− f2(ψ2(−τ))

)2
]1/2

≤
(

max
{a11

a22
,
a22

a11

}
detA

)1/2

‖ϕ− ψ‖2,d .

Hence, for d > 0 chosen as above, f given by (5.4) satisfies (4.8) if

(
max

{a11

a22
,
a22

a11

}
detA

)1/2

< min{b1, b2}. (5.5)

In this situation, Lemma 2.1 and Proposition 4.2 imply that there is an equilibrium point x∗ of

(5.3) which is globally exponentially stable.

Now let a11, a22 > 0 as before, but consider both situations a12a21 < 0 and a12a21 > 0. Define

N = diag (b1, b2)−
[
|aij |

]
. As in example 5.1, N is a non-singular M-matrix if

b1 > a11 and (b1 − a11)(b2 − a22) > |a12a21|, (5.6)

in which case Proposition 4.1 allows to conclude the global exponential stability of x∗.

For instance, take system (5.3), with b1 = b2 = 2.1, a11 = a22 = 1 and a12a21 = −3. In this

case, (5.6) fails but (5.5) holds. Reversely, if b1 = 1.5, b2 = 7.1, a11 = a22 = 1 and a12a21 = −3,
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then (5.5) fails but (5.6) is satisfied. In both situations, we conclude that the equilibrium x∗,

which exists by Lemma 2.1, is a global attractor of all solutions of (5.3), with an exponential rate

of attraction. This shows the advantage of the possible use of both Euclidean and maximum norms

(with weights di) in IRn accounted for by our method.

Example 5.3. Consider the neural network model

ẋ1(t) = −(8 + 2 sinx1(t))
[
7x1(t)− tanhx1(t)− 2 tanhx2(t)− tanh

(
x1(t−

1
3

sin t− 1)
)

− tanh
(
x2(t−

1
4
e− sin t − 1)

)
+ 2

]
ẋ2(t) = −(5 + 2 cosx2(t))

[
10x2(t)− 2 tanhx1(t)− tanhx2(t)− tanh

(
x1(t−

1
4
e− sin t − 1)

)
− 2 tanh

(
x2(t−

1
3

sin t− 1)
)

+ 3
]
.

(5.7)

System (5.7) is very similar to the one considered in [12, Example 2]. It has the form (4.9),

and satisfies all the assumptions in Proposition 4.3, with k1 = 6, k2 = 3, β1 = 7, β2 = 10 and

N = diag (7, 10) −
(

2 3
3 3

)
, clearly a non-singular M-matrix. From Proposition 4.3. the unique

equilibrium of (5.7) is globally exponentially stable.

We now show that (5.7) does not satisfy condition (4.10), so that the criterion of Jiang et

al. [12] given in Proposition 4.4 cannot be invoked. Besides the above coefficients, we have k1 =

10, k2 = 7, µijp = 1, i, j, p = 1, 2, c111 = c112 = c121 = c221 = c212 = −1, c121 = c211 = c222 = −2,

thus conditions (i)-(iii) in the statement of Proposition 4.4 are satisfied; for the sake of contraction,

suppose that condition (iv) there also holds. From (4.10), we derive (4.11), translated here as{
22ω1 − 30ω2 > σ/r

−21ω1 + 9ω2 > σ/r
(5.8)

for some constants ω1, ω2, σ > 0 and r > 1. Since A =
(

22 −30
−21 9

)
is not a non-singular M-

matrix, then it is not possible to find a positive vector ω = (ω1, ω2) such that Aω > 0, which

contradicts (5.8). This shows the advantage of the stability criterion given by Proposition 4.3 over

the result established in [12].
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