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New parameterized solution with application to

bounding secondary variables in FE models of structures
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Abstract

In this work we propose a new kind of parameterized outer estimate of the
united solution set to an interval parametric linear system. The new method
has several advantages compared to the methods obtaining parameterized so-
lutions considered so far. Some properties of the new parameterized solution,
compared to the parameterized solution considered so far, and a new applica-
tion direction are presented and demonstrated by numerical examples. The
new parameterized solution is a basis of a new approach for obtaining sharp
bounds for derived quantities (e.g., forces or stresses) which are functions
of the displacements (primary variables) in interval finite element models
(IFEM) of mechanical structures.

Keywords: linear algebraic equations, interval parameters, solution set,
parameterized outer estimate, secondary variables.
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1. Introduction

Denote by R
m×n the set of real m × n matrices. Vectors are considered

as one-column matrices. A real compact interval is a = [a−, a+] := {a ∈ R |
a− ≤ a ≤ a+} and IR

m×n denotes the set of interval m × n matrices. We
consider systems of linear algebraic equations having affine-linear uncertainty
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structure

A(p)x = a(p), p ∈ p ∈ IR
K ,

A(p) := A0 +

K
∑

k=1

pkAk, a(p) := a0 +

K
∑

k=1

pkak,
(1)

where Ak ∈ R
n×n, ak ∈ R

n, k = 0, . . . , K and the parameters p = (p1, . . .,
pK)

⊤ are considered to be uncertain and varying within given non-degenerate1

intervals p = (p1, . . . ,pK)
⊤. The so-called united parametric solution set of

the system (1) is defined by

Σp
uni = Σuni(A(p), a(p),p) := {x ∈ R

n | (∃p ∈ p)(A(p)x = a(p))}.

Usually, the interval methods (designed to provide interval enclosure of
Σp

uni) generate numerical interval vectors that contain the solution set. A
new type of solution, x(p, l), called parameterized or p-solution, providing
outer estimate of the united parametric solution set is proposed in [1]. This
solution is in form of an affine-linear function of interval-valued parameters

x(p, l) = x̃+ V p+ l, p ∈ p, l ∈ l,

where x̃ ∈ R
n, V ∈ R

n×K and l is an n-dimensional interval vector. The
parameterized solution has the property Σp

uni ⊆ x(p, l), where x(p, l) is the
interval hull of x(p, l) over p ∈ p, l ∈ l. For a nonempty and bounded set
Σ ⊂ R

n, its interval hull �Σ is defined by

�Σ :=
⋂

{x ∈ IR
n | Σ ⊆ x}.

Since x(p, l) is a linear function of interval parameters,

x(p, l) = �{x(p, l) | p ∈ p, l ∈ l} = x̃+ V p+ l.

Parameterized forms of solution enclosures are proposed in relation to
different numerical methods, the latter yielding interval boxes (vectors) con-
taining the solution set, see, e.g., [1]–[6] and the references in [6] which men-
tions most of the works on parameterized solution enclosures. Parameterized
enclosure of parametric AE-solution sets is developed in [7]. The potential

1An interval a = [a−, a+] is degenerate if a− = a+.
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of the parameterized solution for solving some global optimization problems
where the parametric linear system (1) is involved as equality constraint is
shown in [3]. All parameterized solutions considered so far are functions of
the initial parameters p of the system and of n additional interval parame-
ters l, where n is the dimension of the system. Therefore, and in order to
distinguish the newly proposed parameterized solution, we will call all pa-
rameterized solutions considered so far Kolev-style parameterized solutions,
shortly p, l-solutions instead of p-solutions.

In this work we propose a new parameterized outer estimate of the united
solution set to an interval parametric linear system. Basing on a recently
proposed framework for interval enclosure of the united parametric solution
set, which has a broader scope of applicability [8], the new parameterized
method has, respectively, a broader scope of applicability than most of the
methods obtaining parameterized solutions considered so far. For parametric
systems involving rank one uncertainty structure, the new parameterized
solution depends only on the initial parameters of the system.

The structure of the paper is as follows. Section 2 introduces notation
and known results about the parameterized x(p, l) solution. The new param-
eterized solution and its interval enclosure property are derived in Section
3. Some geometric properties of the parameterized solutions and theoretical
comparison between the two kinds of parameterized solutions are presented
in Section 4 along with numerical illustrative examples. Section 5 presents a
new application direction for the newly proposed parameterized solution — a
new simpler approach providing sharp bounds for derived variables in interval
finite element models (IFEM) of mechanical structures. The new parameter-
ized approach is illustrated by some example problems, which demonstrate
its ability to deliver sharp bounds to derived variables with the same qual-
ity as those of the primary variables with less effort. In these examples we
compare the interval enclosures obtained by the two kinds of parameterized
solutions and by the direct interval approach, as well as by other approaches
considered so far. The paper ends by some conclusions.

2. Preliminaries

For a = [a−, a+], define its mid-point ǎ := (a− + a+)/2, the radius â :=
(a+ − a−)/2 and the magnitude |a| := max{|a−|, |a+|}. These functions
are applied to interval vectors and matrices componentwise. Inequalities are
understood componentwise. The spectral radius of a matrix A ∈ R

n×n is
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denoted by ̺(A). The identity matrix of appropriate dimension is denoted
by I. For Ak ∈ R

n×m, 1 ≤ k ≤ t, (A1, . . . , At) ∈ R
n×tm denotes the matrix

obtained by stacking the columns of the matrices Ak. Denote the i-th column
of A ∈ R

n×m by A•i and its i-th row by Ai•.

Theorem 1 ([9], Theorem 4.4). Let A = [I − ∆, I + ∆] ∈ IR
n×n with

∆ ∈ R
n×n, ̺(∆) < 1. Then the inverse interval matrix

A−1 := [min{A−1 | A ∈ A},max{A−1 | A ∈ A}] = [H,H]

is given by

H = (hij) = (I −∆)−1,

H = (hij), hij =

{

−hij if i 6= j
hjj

2hjj−1
if i = j.

Next we recall the simplest single step method for obtaining the p, l-
solution to a united parametric solution set Σp

uni. Since [p
−, p+] = p̌+[−p̂, p̂],

with the notation A(p̌) = A0 +
∑K

i=1 p̌iAi, a(p̌) = a0 +
∑K

i=1 p̌iai, system (1)
is equivalent to the interval parametric system

(

A(p̌) +
K
∑

i=1

p′iAi

)

x = a(p̌) +
K
∑

i=1

p′iai, p′ ∈ [−p̂, p̂] ∈ IR
K . (2)

The following theorem is modified from [2, Theorem 1] for the system (2).

Theorem 2 ([2, Theorem 1]). Let A(p̌) in (2) be nonsingular. Denote x̌ =
(A(p̌))−1 a(p̌), F = (a1, . . . , aK), G = (A1x̌, . . . , AK x̌), B0 = (A(p̌))−1 (F−
G). Assume that

̺(
K
∑

i=1

∣

∣(A(p̌))−1Ai

∣

∣ p̂i) < 1. (3)

Then

(i) A(p′) in (2) is regular for each p′ ∈ [−p̂, p̂] ∈ IR
K;

(ii) the united p, l-solution x(p′, l) of the system (2) exists and is determined
by

x(p′, l) = x̌+ V p′ + l, p′ ∈ [−p̂, p̂] ∈ IR
K , l ∈ [−l̂, l̂] ∈ IR

n, (4)
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where V = ȞB0, l̂ = Ĥ|B0|p̂, and Ȟ, Ĥ are the midpoint and radius ma-
trices, respectively, of the inverse interval matrix H = [H,H ] obtained by
Theorem 1 for ∆ =

∑K

i=1

∣

∣(A(p̌))−1Ai

∣

∣ p̂i.

Most of the p, l-solutions considered so far ([1]–[6], except [4]) require
or check the condition (3), which determines the scope of applicability of
the Kolev-style parameterized solutions. The method of Theorem 2 will be
used in the comparisons that follow as a representative of all these methods,
although some of them may outperform others in the solution enclosure.

3. New parameterized solution for Σp

uni

Let K = {1, . . . , K} and π′, π′′ be two subsets of K such that π′ ∩ π′′ = ∅,
π′ ∪ π′′ = K. Denote pπ = (pπ1

, . . . , pπK1
) for π ⊆ K, Card(π) = K1. Denote

by Dpπ a diagonal matrix with diagonal vector pπ.
In order to obtain a new parameterized solution to the united parametric

solution set of (1) we consider the following equivalent form of the parametric
system

(

A0 + LDg(pπ′ )R
)

x = a0 + LDg(pπ′ )t+ Fpπ′′, p ∈ p (5)

with particular π′, π′′ ⊆ K and suitable numerical matrices L,R, numerical
vector t, and a parameter vector g(pπ′), which provide equivalent optimal
rank one representation (cf. [8] or Definition 1) of either A(pπ′) − A0, or of
A⊤(pπ′)−A⊤

0 , and
∑

k∈π′ pkak = LDg(pπ′ )t. The permutation π′ denotes the
indices of the parameters that appear in both the matrix and the right-hand
side of the system, while π′′ involves the indices of the parameters that appear
only in a(p) in (1). Next definition is summarized from [8].

Definition 1. For a parametric matrix A(pπ′) = A0+
∑

k∈π′ pkAk, Card(π
′) =

K1, the following representation (called also LDR-representation)

A0 + LDg(pπ′ )R, (6)

where g(pπ′) ∈ R
s, s =

∑K1

k=1 sk, g(pπ′) =
(

g⊤1 (pπ′

1
), . . . , g⊤K1

(pπ′

K1

)
)⊤

, L =

(L1, . . . , LK1
) ∈ R

n×s, R =
(

R⊤
1 , . . . , R

⊤
K1

)⊤
∈ R

s×n and for 1 ≤ k ≤ K1,
gk(pπ′

k
) = (pπ′

k
, . . . , pπ′

k
)⊤ ∈ R

sk , pπ′

k
Aπ′

k
= LkDgk(pπ′

k
)Rk, is an equivalent

optimal rank one representation of A(pπ′) if

5



(i) (6) restores A(pπ′) exactly, that is

A(pπ′) = A0 + LDg(pπ′ )R = A0 +

K1
∑

k=1

LkDgk(pπ′

k
)Rk;

(ii) for each parameter gi, 1 ≤ i ≤ s, gi ∈ gi(pπ′), its coefficient matrix Ai

has rank one, that is Ai = L•iRi•;

(iii) for each 1 ≤ k ≤ K1, the dimension sk of the diagonal vector gk(pπ′

k
)

is equal to the rank of Ak.

It should be noted that condition (ii) of Definition 1 entails the adjec-
tive “rank one” of the representation (6), while the condition (iii) entails
the adjective “optimal”. There are various ways to obtain the representa-
tion (5), cf. [10], [11]. In what follows, in the representation (5) we will not
distinguish between the equivalent representations and between the repre-
sentations originated from A(pπ′) or from A⊤(pπ′); the difference is essential
for the applications, cf. [11, Example 8]. The following theorem presents
a method (proposed in [8]) for computing numerical interval enclosure of a
parametric united solution set.

Theorem 3. Let the system (1) have equivalent representation (5) with opti-
mal rank one representation of A(p) and let the matrix A(p̌) be nonsingular.
Denote C = A−1(p̌) and x̌ = Ca(p̌). If

̺
(∣

∣(RCL)Dg(p̌π′−pπ′)

∣

∣

)

< 1, (7)

then

(i) Σuni (A(p), a(p),p) and the united solution set Σuni(Eq.(8)) of the in-
terval parametric system

(

I −RCLDg(pπ′ )

)

y = Rx̌−RCFpπ′′−RCLDg(pπ′ )t, p ∈ [−p̂, p̂] (8)

are bounded,

(ii) y ⊇ Σuni(Eq.(8)) is computable by methods that require (3),

(iii) every x ∈ Σuni (A(p), a(p),p) satisfies

x ∈ x̌− (CF )[−p̂π′′ , p̂π′′] + (CL)
(

Dg([−p̂π′ ,p̂π′ ])|y − t|
)

. (9)
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Theorem 4. Let the system (1) have equivalent representation (5) with opti-
mal rank one representation of A(p) and let the matrix A(p̌) be nonsingular.
Denote C = A−1(p̌) and x̌ = Ca(p̌). If (7) holds true, then

i) there exists a united parameterized solution of the system (1), re-
spectively the system (5),

x(pπ′′ , g) = x̌− (CF )pπ′′ +
(

CLD|y−t|

)

g,

pπ′′ ∈ [−p̂π′′ , p̂π′′], g ∈ g([−p̂π′, p̂π′]), (10)

where y ⊇ Σuni(Eq.(8)),

ii) with the same y used in (9) and in (10), the interval vector x ([−p̂π′′ , p̂π′′],
g([−p̂π′, p̂π′])) is equal to the interval vector obtained by Theorem 3.

Proof. Since (7) holds true, we apply Theorem 3 and solving (8) obtain
interval vector y ⊇ Σuni(Eq.(8)). By (iii) of Theorem 3 we obtain

x = x̌− (CF )[−p̂π′′ , p̂π′′] + (CL)Dg([−p̂π′ ,p̂π′ ]) |y − t| .

Since this x is obtained as natural interval extension2 of the function

x(p) = x̌− (CF )pπ′′ + (CL)D|y−t|g(pπ′), p ∈ [−p̂, p̂], (11)

we rename all interval parameters pπ′, that occur more than once, and con-
sider x(pπ′′ , g) in (10) as a linear interval function with single occurrence of
the interval parameters that satisfies (ii). Thus, the existence of (10) and (ii)
follow from Theorem 3.

It is clear from (10) that the newly proposed parameterized solution
x(pπ′′ , g) is a linear function of Card(π′′) + s interval parameters pπ′′ , g.
More precisely, this parameterized solution is a function of K + (s − K1)
interval parameters p, g′, and the vector g involves s − K1 auxiliary inter-
val parameters g′. For the applications, it should be kept in mind that it
is actually a function of interval parameters p ∈ [−p̂, p̂] only, some of them
multiply occurring in the general case, see Section 5. Representation (6) is
used in proving the regularity condition (7) and in Theorems 3, 4 above to
approximate the solution set of (1) by the solution set of a system involving

2For interval extensions of a real function see, e.g., [15].
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s independent interval parameters in the matrix. More details about the
difference between the interval parametric methods, based on condition (3),
and those based on rank one approximation of the parameter dependencies,
condition (7), can be found in [8].

Parametric linear systems involving rank one interval parameters are
widely spread in various application domains. Examples of such systems
originating from models of electrical circuits, in biology and structural me-
chanics are presented in [12].

Corollary 1. Let the system (1) have equivalent representation (5) with
optimal rank one representation of A(p) and each Ak have rank one. Let the
matrix A(p̌) be nonsingular. Denote C = A−1(p̌) and x̌ = Ca(p̌). If (7) holds
true, then

i) there exists a united parameterized solution of the system (1), re-
spectively the system (5),

x(p) = x̌− (CF )pπ′′ +
(

CLD|y−t|

)

pπ′ , p ∈ [−p̂, p̂], (12)

where y ⊇ Σuni(Eq.(8)),

ii) with the same y used in (9) and in (12), the interval vector x([−p̂, p̂])
is equal to the interval vector obtained by Theorem 3.

The parameterized solutions (4), (10), (12), as well as any other param-
eterized solutions of Σp

uni considered so far, can be represented in a uniform
way as

x(q) = x̌+ Uq, q ∈ [−q̂, q̂],

where the parameter vector q and the numerical matrix U provide equiv-
alence to (4), (10), (12) of the corresponding theorem, respectively. For

example, U =
(

−CF,CLD|y−t|

)

and q =
(

p⊤π′′ , g⊤
)⊤

give (10) of Theorem

4. Similarly, U = (V, I) and q =
(

(p′)⊤, l⊤
)⊤

give (4) of Theorem 2, while

U =
(

CLD|y−t|,−CF
)

and q =
(

p⊤π′, p⊤π′′

)⊤
give (12) of Corollary 1.

4. Properties and Comparison

In this section we present some properties of the parameterized solutions
and compare the two kinds of these solutions.
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Theorem 5. Geometrically, the two kinds of parameterized solutions, Kolev-
style p, l-solutions and the newly proposed p, g-solution, are bounded convex
polytopes.

Proof. From the representations (10) and (4), it is obvious that the two kinds
of parameterized solutions are convex polytopes as affine images of the inter-

val boxes
(

[−p̂π′′ , p̂π′′]⊤, g([−p̂π′, p̂π′])⊤
)⊤

for x(pπ′′ , g) and ([−p̂, p̂]⊤, [−l̂, l̂]⊤)⊤

for x(p, l). The convex polytopes are bounded due to the regularity condi-
tions (7) and (3), respectively.

The first difference between the two kinds of parameterized solutions fol-
lows from the conditions (3), (7) for their existence, which imply their scope
of applicability. It is proven in [8, Theorem 3.2] that condition (7) is more
general than (3) and more powerful for large class of problems. Therefore,
the newly proposed parameterized solution x(pπ′′ , g) is applicable to a wider
class of parametric interval linear systems. The expanded scope of applica-
bility is demonstrated in [11, Examples 5 and 8], as well as in [13]. In what
follows we will not consider examples for which Kolev-style p, l-solutions can-
not be found. The focus will be on comparing the two kinds of parameterized
solutions when both exist.

Theorem 6. For a system (1) involving only rank one interval parameters3

in the matrix and for which both (3), (7) hold true, the convex polytope
representing a Kolev-style p, l-solution, l 6= 0, contains the convex polytope
representing the newly proposed p-solution.

Proof. It follows from Corollary 1 and the assumptions of this theorem that
the newly proposed parameterized solution is function of less number of
interval parameters. Since all vertices of the box p are vertices of the

box
(

p⊤, l⊤
)⊤

, the proof follows from the properties of linear transforma-
tions, which transform the vertices of a convex set into the same number
of vertices of another convex set. The inclusion will be more pronounced if
x(p, l) ⊃ x(p).

Our first example demonstrates Theorem 6 on a parametric system for
which the interval enclosures of the united parametric solution set, obtained
by the corresponding numerical methods, are the same.

3rank(Ak) = 1, k = 1, . . . ,K1
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Example 1. Consider the interval parametric linear system
(

−1 + 1
2
p2 −1 − 1

2
p2

−1− p2 −1 + p2

)

x =

(

2 + p2
−2p2 + 3p1

)

, p1 ∈ [−
1

4
, 1], p2 ∈ [

1

2
,
3

2
].

(13)
For this system both conditions (3) and (7) are satisfied. Also, the two nu-
merical methods (Theorem 2 and Theorem 3) yield the same interval vector

x =

(

[−
17

12
,
55

24
], [−

27

8
,−

11

12
]

)⊤

(14)

containing the united parametric solution set.
The p, l-solution, obtained by Theorem 2, is

x′(p, l) =

(

7
16

−103
48

)

+

(

−27
16
p1 −

21
64
p2

9
16
p1 +

21
64
p2

)

+

(

61
96
l1

137
192

l2

)

,

p1 ∈ [−
5

8
,
5

8
], p2 ∈ [−

1

2
,
1

2
], l1, l2 ∈ [−1, 1]. (15)

Its numerical evaluation x′(p, l) gives (14).
In order to obtain the newly proposed parameterized solution we first ob-

tain the equivalent form (5) of the parametric system (13)

(Ǎ+ LDp2R)x = ǎ + F (p1) + LDp2t, p1 ∈ [−
5

8
,
5

8
], p2 ∈ [−

1

2
,
1

2
],

where

Ǎ = p̌2

(

1
2

−1
2

−1 1

)

, L =

(

1
2

−1

)

, R = (1,−1), Dp2 = (p2),

ǎ =

(

2 + p̌2
−2p̌2 + 3p̌1

)

, F =

(

0
3

)

, t = (2).

The coefficient matrix of the parameter p2 in (13) has rank one. The interval
parametric equation (8) has the form

(1− p2)y =
31

12
+ 2p1 − 2p2, p1 ∈ [−

5

8
,
5

8
], p2 ∈ [−

1

2
,
1

2
].

An interval enclosure of the solution set of the last equation is

y = [−
1

2
,
17

3
].
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Then, by Corollary 1, the parameterized solution is

x′′(p) =

(

7
16

−103
48

)

+

(

3
2
p1 +

11
6
p2

−1
2
p1 −

11
6
p2

)

, p1 ∈ [−
5

8
,
5

8
], p2 ∈ [−

1

2
,
1

2
]. (16)

Its interval evaluation x′′(p) gives also (14). However, (16) is a 2-polytope
(in particular skew-box), with a much smaller volume than the polytope of
the p, l-solution (15), both presented in Figure 1

-1.0 -0.5 0.5 1.0 1.5 2.0 x1

-3.0

-2.5

-1.5

-1.0

x2

Figure 1: The united parametric solution set of the system (13) (the most inner butterfly
region with red boundary), its interval enclosure (14) (dashed line box), the p, l-solution
(light gray polytope) and the newly proposed p-solution (dark gray polytope).

Example 2. Consider the interval parametric linear system

(

−1 + 1
2
p2 − 2p3 −1− 1

2
p2

−1− p2 −1 + p2

)

x =

(

p2 + 3p1 − 1
−2p2 + 2p1 + 3

)

,

p1 ∈ [−
1

4
, 1], p2 ∈ [

1

2
,
3

2
], p3 ∈ [

1

5
,
2

3
]. (17)

For this system both conditions (3) and (7) are satisfied. The method from
Theorem 2 yields interval vector

([−5.725, 3.975], [−9.0805 . . .5, 9.175])⊤

11



and a parameterized solution enclosure

x′(p, l) =

(

−7
8

17
360

)

+

(

−11881p1
8400

+ 3124703p2
1512000

−3969p1
2200

− 168057p2
44000

+ 1701p3
880

)

+

(

1108559
378000

l1
1116613
198000

l2

)

,

p1 ∈ [−
5

8
,
5

8
], p2 ∈ [−

1

2
,
1

2
], l1, l2 ∈ [−1, 1].

The equivalent optimal rank one representation of system (17) is obtained for

L =

(

1 1
2

0 −1

)

, R =

(

−2 0
1 −1

)

, Dp =

(

p3 0
0 p2

)

,

F =

(

3
2

)

, t = (0, 2)⊤.

The interval parametric equation (8) has the form

(

1 p2
−2

3
p3 1− 58

45
p2

)

y =

(

7
4
− 2p1 + 2p2

−83
90

− 4
45
p1 −

116
45
p2

)

,

p1 ∈ [−
5

8
,
5

8
], p2 ∈ [−

1

2
,
1

2
], p3 ∈ [−

7

30
,
7

30
].

An interval enclosure of the solution set of the last equation is

y = ([−5.7, 9.2], [−10.4, 77/9])⊤ .

Then, by Corollary 1, the parameterized solution is

x′′(p) =

(

−7
8

17
360

)

+

(

1
49
45

)

p1 +

(

0 31
5

−92
15

−2201
225

)(

p3
p2

)

,

p1 ∈ [−
5

8
,
5

8
], p2 ∈ [−

1

2
,
1

2
], p3 ∈ [−

7

30
,
7

30
].

The two parameterized solutions and their interval hulls are presented and
compared in Figure 2.

In general, when comparing the two parameterized solutions x(p, l) and

x(pπ′′ , g), one has to consider the two relations K + n S K + s − K1 and

x(p, l) ∼= x(pπ′′ , g), where ∼∈ {⊂,⊃}.

12



-4 -2 2 4 x1

-5

5

x2

-4 -2 2 4 x1

-5

5

x2

Figure 2: Left: The united parametric solution set of the system (17) (the most inner region
with red boundary), its interval enclosure by Theorem 3 (dashed line box), and the interval
enclosure by Theorem 2 (the outer solid line box). Right: The united parametric solution
set of the system (17) (the most inner region with red boundary), the parameterized
solution x′′(p) in gray and the parameterized solution x′(p, l) represented by its boundary.

Example 3. Consider the interval parametric linear system





1
2
− p2 p2 2
p2 −p2 p1
2 p1 −2 + p1



x =





p2
2− p1 − p2

p1 − 1



 ,

p1 ∈ [
2

3
,
4

3
], p2 ∈ [

1

2
,
3

2
]. (18)

For this system both conditions (3) and (7) are satisfied. The interval hull
of the united parametric solution set, rounded outwardly and presented by 6
digits in the mantissa, is

([−.156997, .363637], [−.727273, .5972697], [.1896562, .4927185])⊤ .

The method from Theorem 2 yields interval vector

([−.782941, .782941], [−1.014773, 1.6814392], [.082439, .584226])⊤

13



and a parameterized solution enclosure

x′(p, l) =





0
1
3
1
3



+





−0.38474p1 − 0.256493p2
0.924365p1 + 0.728287p2

−0.392728p1 + 0.0374027p2



+





0.526447l1
0.67584l2
0.101283l3



 ,

p1 ∈ [−
1

3
,
1

3
], p2 ∈ [−

1

2
,
1

2
], l1, l2, l3 ∈ [−1, 1]. (19)

The coefficient matrix of p2 has rank one, while the coefficient matrix of p1
has rank two. Therefore, the equivalent optimal rank one representation of
system (18) is obtained for

Dp =





p1 0 0
0 p1 0
0 0 p2



 , L =





0 0 −1
0 1 1
1 1 0



 , R =





0 1 0
0 0 1
1 −1 0



 ,

t = (2,−1,−1)⊤.

By Theorem 4, the parameterized solution is

x′′(p, g) =





0
1
3
1
3



+
(

Ǎ−1L
)





p1 0 0
0 g 0
0 0 p2









2.79556
1.56338
2.249



 ,

p1, g ∈ [−p̂1, p̂1] = [−
1

3
,
1

3
], p2 ∈ [−

1

2
,
1

2
]. (20)

Its interval evaluation x′′(p, g) is

([−1.032869, 1.032869], [−.795558, 1.462224], [.1032854, .5633813])⊤ .

For this example x′′(p, g) involves less number of interval parameters than
x′(p, l), however x′′

1(p, g) ⊃ x′
1(p, l). The latter disadvantage may vanish

when enclosing some secondary variables, see Example 5.

5. Bounding secondary (derived) variables

In this section we present a new application direction for the parame-
terized solution enclosures and demonstrate the value of the newly proposed
parameterized solution. Before discussing practical applications in structural
mechanics, we make some general remarks.

14



Remark 1. Since x(pπ′′ , g) in Theorem 4 is considered as a natural interval
extension of the function x(p), p ∈ [−p̂, p̂] in (11), one has to be careful when
enclosing secondary variables z(p, x(pπ′′ , g)), where x(pπ′′ , g)) is obtained by
Theorem 4. In the general case, the enclosure of the latter should be done
by computing the natural interval extension of z(p, x(p)), where x(p) is the
function in (11), see Example 4.

Example 4. Consider a linear system which satisfies the requirements of
Corollary 1 and has a parameterized solution enclosure

x(p′) = x̌+ Up′, p′ ∈ [−p̂, p̂], (21)

where p′ = (p⊤π′ , p⊤π′′)⊤ and U ∈ R
n×K is the matrix that makes equivalent

the above representation and the representation (12). With the additional re-
quirements K = n and non-singularity of U , consider the secondary variables

z(p′) = U−1x(p′)− p′, p′ ∈ [−p̂, p̂]. (22)

Replacing x(p′) form (21) in z(p′) we obtain

z(p′) = U−1x̌+ p′ − p′ (23)

= U−1x̌. (24)

Due to the multiple occurrence of the parameters p′ in z(p′) and according
to Remark 1, interval enclosure of the variables z should be obtained as a
natural interval extension of z(p′) in (22) or in (23) but not by z(p′) in (24),
which is not an interval function.

Remark 2. Let z(p, x(pπ′′ , g)), where x(pπ′′ , g)) is obtained by Theorem 4,
be z(p, x(pπ′′ , g)) = Bx(pπ′′ , g) = Bx(p), where x(p) is the function in (11).
Denote V = CLD|y−t|. Then, the natural interval extension of

Bx(p) = Bx̌+ (BCF ) pπ′′ + (BV ) g(pπ′)

is equal to the range of

Bx(pπ′′ , g) = Bx̌+ (BCF ) pπ′′ + (BV ) g.

Example 5. Consider the system from Example 3 and the obtained two pa-
rameterized solution enclosures x′(p, l) and x′′(p, g). Find interval enclosures
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of the secondary variables z = Bx, where x is every one of the two parame-

terized solution enclosures, and B =





1 2 3
3/2 1 2
1/2 1/2 1



. With x′(p, l) in (19)

and the notation (4), we obtain

z (B, x′(p, l)) = Bx̃+ (BV )p′ + (Bl̂)l

∈ z′ = ([−1.2667226, 4.6000559], [−1.0233198, 3.02331978],

[−.38004820, 1.3800482])⊤ .

With x′′(p, g) in (20) we obtain

z (B, x′′(p, g)) ∈ z′′ = ([−1.0222306, 4.3555640],

[−.69090480, 2.6909048], [−.27465195, 1.2746520])⊤ .

The percentage by which z′ overestimates4 z′′ is (8, 16, 12)⊤%.

In what follows we consider finite element (FE) models in linear elastic
structural mechanics involving interval uncertainties in material and load
parameters. The interval models are based on classical interval arithmetic.
While various methods and techniques are devised for obtaining very sharp
(even the exact) bounds for the unknowns (e.g., displacements, called pri-
mary variables) of an interval parametric linear system, obtaining sharp en-
closure of the so-called derived (secondary) variables (as axial forces, strains
or stresses) is referred in [14] as a challenging problem. Secondary (derived)
variables are functions of the primary variables or of both primary variables
and the initial interval model parameters. Due to the dependency, the derived
quantities are obtained with significant overestimation. Some special tech-
niques are usually applied to decrease the overestimation in the secondary
quantities. In [14] a new mixed formulation of interval finite element method
(IFEM) is proposed, where both primary and derived quantities of interest
are involved as primary variables in an expanded interval parametric linear
system. In this section we propose an alternative approach based on the
newly proposed parameterized solution. The new approach requires that the
interval enclosure of the primary variables is obtained as a parameterized so-
lution. Thus, interval estimation of the secondary variables reduces to range

4For x′ ⊇ x
′′, the percentage by which x

′ overestimates x′′ is 100(1− x̂′′/x̂′).
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enclosure of the expressions representing secondary variables as functions of
the initial interval model parameters. In formal notations the approach we
propose, based on the new parameterized solution of primary variables, is
presented as follows.

Let A(p)u = a(p), p ∈ p, be an interval parametric linear system for
the primary variables u and p ∈ p be the interval model parameters. For
simplicity of the presentation we assume that the coefficient matrices of all
interval parameters have rank one and the system for the primary variable
can be solved by Theorem 3. Depending on which material parameters are
considered as interval ones, an element secondary variable is usually pre-
sented as v = pib

⊤u, where pi is one of the interval material parameters and
b is a numerical vector. Algorithm 1 presents the new approach based on
the newly proposed parameterized enclosure of the displacements as primary
variables.

Algorithm 1. Interval enclosure of the secondary variable v obtained by the
new parameterized enclosure (Corollary 1) of the primary variables u.

Input: numerical matrices A0 ∈ R
n×n, L,R⊤ ∈ R

n×K, F ∈ R
n×(K−K1) and

vectors a0 ∈ R
n, t ∈ R

K providing an equivalent representation (5);
vectors b ∈ R

n and p ∈ IR
K .

Output: interval v = [v−, v+] for the unknown secondary variable.

1. Obtain the new parameterized interval enclosure of the primary vari-
ables by Corollary 1

u(p′) = u0 + Up′, p′ ∈ [−p̂, p̂], u0 ∈ R
n, U ∈ R

n×K .

There is a flexibility in the implementation of this step of the algorithm,
which is discussed in [8].

2. Generate p′ = [−p̂, p̂], v′ = (p̌i + p′
i)
(

b⊤u0 + (b⊤U)p′
)

.

3. Since v′(p′) is a quadratic function of p′i, v
′ may overestimate the true

range �{v′(p′) | p′ ∈ p′}. To reduce the overestimation we may prove if
this range is attained at some endpoints of p′

i. To this end we evaluate

∂v′(p′)

∂p′i
= b⊤u(p′) + pib

⊤∂u(p
′)

∂p′i
∈
(

b⊤u0 + (b⊤U)p′
)

+ pi

(

b⊤U•i

)

.

Evaluate v1 = [v−1 , v
+
1 ] = b⊤u0 + (b⊤U)p′ and v2 = pi(b

⊤U•i).
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3.1 If 0 ∈ v−1 + v2, then v− = (v′)−

else s1 = sign(v−1 + v2) ∈ {−1, 1};
(p′)i = −s1p̂i;
v− = (p̌i − s1p̂i)(b

⊤u0 + (b⊤U)p′);

3.2 If 0 ∈ v+1 + v2, then v+ = (v′)+

else s2 = sign(v+1 + v2) ∈ {−1, 1};
(p′)i = s2p̂i;
v+ = (p̌i + s1p̂i)(b

⊤u0 + (b⊤U)p′);

4. Return v = [v−, v+].

Lemma 1. Let f(x) : x ⊂ IR
m → IR

n be an interval function such that each
component fi(x) : x ⊂ IR

m → IR is a linear function of all interval variables
except one xji and the interval variables xi, i 6= ji appear only once in the
expression of fi(x). Then, for every x̃ ∈ x and every 1 ≤ i ≤ n there exist
x′
ji
, x′′

ji
∈ xji such that

fi(x
′) ≤ fi(x̃) ≤ fi(x

′′), (25)

where x′
i = x′′

i = xi, i 6= ji, x
′
ji
= x′

ji
, x′′

ji
= x′′

ji
.

Theorem 7. Algorithm 1 provides interval enclosure of a secondary variable
v with quality, which is not worse than the quality of the enclosure of primary
variables u obtained by Corollary 1 (Theorem 3) if steps 3.1 and 3.2 go to
their else-clause.

Proof. It is obvious that the natural interval extension v′ = v′(p′) of v′(p′) =
(p̌i + p′i)

(

b⊤u0 + (b⊤U)p′
)

contains the true range of the secondary variable
v. Basing on Lemma 1, steps 3.1 and 3.2 of the algorithm try to prove if
some endpoint of p′

i generates the lower, respectively the upper, endpoint of
the true range of v′(p′). Then, the sign of the intervals v−1 + v2, respectively
v+1 + v2, will determine that. Let step 3 of the algorithm give the true range
of v′(p′) on p′ ∈ p′, that is [v−, v+] = �{v′(p′) | p′ ∈ p′}. We have that
v′(p′) is a function of u(p′) and u(p′) is an outer interval enclosure of u(p′),
p′ ∈ p′, obtained by some numerical method. Therefore, [v−, v+] is an outer
interval enclosure of the secondary variable v and the quality of this enclosure
depends of the quality of the enclosure u(p′).

For enclosing the derived variables considered in IFEMs of mechanical
structures it is essential that the parameterized representation of the primary
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variables involves only the initial interval parameters and their number is
less than the number of interval parameters in the parameterized solutions
x(p, l). In Section 5.1, the parameterized solution obtained by Theorem 2
is representative of all parameterized solutions x(p, l) ([1]–[6]) which satisfy
Theorem 6.

5.1. Truss Example 1

Consider a 6-bar truss structure as presented in Fig. 3 after [16]. The
structure consists of 6 elements. The crisp values of the parameters of the
truss are presented in Table 1.

Figure 3: A 6-bar truss structure after [16].

The traditional finite element method (FEM) for this structure leads to
a linear system

K(E,A, L)u = f(Q),

where K(E,A, L) is the reduced stiffness matrix depending on the structural
parameters (modulus of elasticity E, cross sectional area A, length L) for each
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Parameter Value
Modulus of elasticity for all elements
Ei, i = 1, . . . , 6 (kN/m2) 2.1× 108

Cross sectional area
A1, A2, A3, A4 (m2) 1.0× 10−3

Cross sectional area
A5, A6 (m2) 1.05× 10−3

Load Q (kN) 20.5

Length of the first and second element
L1, L2 (m) 0.6
Length of the third and fourth element
L3, L4 (m) 0.8
Length of the fifth and sixth element
L6, L6 (m) 1

Table 1: Crisp values of the parameters for the 6-bar truss structure.

element, f(Q) is the load vector and u is the displacement vector. Namely,

K(E,A, L) =








E1A1

L1

+ 0.36E5A5

L5

−0.48E5A5

L5

−E1A1

L1

0

−0.48E5A5

L5

E3A3

L3
+ 0.64E5A5

L5
0 0

−E1A1

L1
0 E1A1

L1
+ 0.36E6A6

L6
0.48E6A6

L6

0 0 0.48E6A6

L6

E4A4

L4
+ 0.64E6A6

L6









,

f(Q) = (Q, 2Q, 2.5Q,−1.5Q)⊤, u = (ux2, uy2, ux3, uy3)
⊤. (26)

Let the load parameter Q be unknown-but-bounded in the interval Q =
[20, 21]kN and the cross sectional areas A5, A6 be also uncertain varying
in the intervals [1.008, 1.092] × 10−3 m2, [1, 1.1] × 10−3 m2, respectively.
The aim is to obtain interval enclosure for the displacements (as primary
variables depending on interval model parameters) and for the element ax-
ial forces (as secondary variables). Axial forces are quantities of practi-
cal interest in design. For the considered example, the global force vector
F = (Fe1, Fe3, Fe4 , Fe5, Fe6)

⊤ is determined by F = DvTu, where Fei are the
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corresponding element5 forces and

v =

(

E1A1

L1
,
E3A3

L3
,
E4A4

L4
,
E5A5

L5
,
E6A6

L6

)⊤

, T =













−1 0 1 0
0 1 0 0
0 0 0 1

− 6
10

8
10

0 0
0 0 8

10
6
10













.

Above, the displacements u = u(A5, A6, Q) (as primary variables), the vector
v = v(A5, A6) and the secondary variables – element axial forces Fei , i =
1, 3, 4, 5, 6 – are functions of the interval model parameters A5, A6, Q.

First, we find interval enclosures for the displacements as parameterized
solutions to the interval parametric linear system K(A5, A6)u = f(Q). Ap-
plying Theorem 2 we obtain

104u′(A5, A6, Q, l) ≈








8.5846− 2153.0A5 − 2134.2A6 + .41896Q+ 10−326.693l1
3.2669 + 491.791A5 − 559.409A6 + .15937Q+ 10−36.6039l2
8.9579− 1876.6A5 − 2449.5A6 + .43727Q+ 10−326.952l3

−3.1109 + 491.80A5 − 559.420A6 + .15176Q+ 10−36.6017l4









,

where Ai ∈ [−Âi, Âi], i = 5, 6, Q ∈ [−Q̂, Q̂], li ∈ [−1, 1], i = 1, . . . , 4. Its
interval hull is

104u′(A5,A6,Q, l) ⊂

([8.151, 9.018], [3.131, 3.402], [8.511, 9.405], [−3.242,−2.979])⊤ .

With the crisp values from Table 1, the optimal equivalent rank one
representation of the system (26) is (A0 + LDgR)u = f(Q), where g =
(A5, A6)

⊤ and

10−5A0 =









7
2

0 −7
2

0
0 21

8
0 0

−7
2

0 7
2

0
0 0 0 21

8









, 10−5L =









756 0
−1008 0

0 756
0 1008









, R⊤ =









1 0
−4

3
0

0 1
0 4

3









.

5Finite elements are denoted by ei.
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The application of Corollary 1 to the above system yields the parameterized
solution

104u′′(A5, A6, Q) ≈









8.5846 + 2306.60A5 + 2285.45A6 − .41876Q
3.2669− 527.104A5 + 599.307A6 − .15936Q
8.9579 + 2010.11A5 + 2622.56A6 − .43697Q
−3.1109− 527.104A5 + 599.307A6 + .15175Q









,

where Ai ∈ [−Âi, Âi], i = 5, 6, Q ∈ [−Q̂, Q̂]. Its interval hull is

104u′′(A5,A6,Q) ⊂ ([8.164, 9.006], [3.135, 3.399],

[8.523, 9.392], [−3.239,−2.982])⊤ .

It is readily seen that u′′(A5,A6,Q) provides sharper interval enclosure to
the displacements than u′(A5,A6,Q, l). Percentage by which the latter over-
estimates the former is (2.95, 2.32, 2.87, 2.39)⊤. This implies that the newly
proposed parameterized solution u′′(A5, A6, Q) will provide a sharper enclo-
sure of the element axial forces.

For the particular example we have

10−5DvT = 10−5Dv′T
′

= 10−5Dv′













−7
2

0 7
2

0
0 21

8
0 0

0 0 0 21
8

−1260 1680 0 0
0 0 1680 1260













, v′ =













1
1
1
A5

A6













,

which shows that the element axial forces Fei, i = 1, 3, 4, are linear functions
of the interval model parameters A5, A6, Q, while the axial forces Fe5 , Fe6 are
quadratic functions of the interval parameters A5, A6, respectively. In what
follows, in particular Table 2, we use the notation

u′(A5, A6, Q, l) = x′
0 +B′(A5, A6, Q)⊤ + C ′l, l ∈ l = ([−1, 1], . . . , [−1, 1])⊤,

u′′(A5, A6, Q) = x′′
0 +B′′(A5, A6)

⊤ + C ′′(Q),

u′ = u′(A5,A6,Q, l), u′′ = u′′(A5,A6,Q),

F′ = Dv′(T ′u′), F′′ = Dv′(T ′u′′), [∓â] = [−â, â],

F ′(A5,A6,Q, l) = Dv′

(

T ′x′
0 + (T ′B′)([∓Â5], [∓Â6], [∓Q̂])⊤ + T ′l

)

,

F ′′(A5,A6,Q) = Dv′

(

T ′x′′
0 + (T ′B′′)([∓Â5], [∓Â6])

⊤ + (T ′C ′′)([∓Q̂])
)

,
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where x′
0, B

′, C ′ are numerical vector and matrices presented in u′(A5, A6, Q, l)
above, and x′′

0, B
′′, C ′′ are numerical vector and matrices presented in the nu-

merical expression of u′′(A5, A6, Q, l) above. Table 2 presents and compares
interval enclosures of the element axial forces F′,F′′, obtained via direct in-
terval computation, and the enclosures F ′(A5,A6,Q, l), F ′′(A5,A6,Q), ob-
tained via the two kinds parameterized solutions u′(A5, A6, Q, l) and u′′(A5, A6, Q),
respectively.

F′ = F′′ F ′′(A5,A6,Q)
F ′(A5,A6,Q, l)

e1 [-17.740, 43.875] [-16.843, 42.978] [11.722, 14.412]
e3 [82.215, 89.298] [82.297, 89.216] [82.297, 89.216]
e4 [-85.102, -78.218] [-85.020, -78.300] [-85.019, -78.300]
e5 [-66.621, -45.919] [-66.388, -46.135] [-62.365, -49.848]
e6 [102.13, 132.51] [102.39, 132.23] [104.86, 129.51]

Table 2: Interval enclosures for the element axial forces in the 6-bar truss structure ob-
tained via the two kinds of parameterized solutions.

Due to u′′ ⊂ u′, it is clear that F′′ ⊂ F′ and the latter overestimation
is (2.9, 2.3, 2.4, 2.2, 1.8)⊤%. Note that the enclosures F′,F′′ are so bad that
the sign of Fe1 cannot be determined. Note also that F ′(A5,A6,Q, l) = F′.
The latter means that Kolev-style parameterized solution was not able to
improve the bounds F′. Intervals F′′ overestimate intervals F ′′(A5,A6,Q)
by (95.5, 0, 0, 38.2, 17.4)⊤%, respectively. Since Fei(A5, A6, Q), i = 5, 6, are
quadratic polynomials of the interval parameters A5, A6, (represented by a
v′ in Algorithm 1) respectively, their interval values presented in Table 2,
in general, may not be equal to the corresponding ranges. Evaluating par-
tial derivatives as presented in Algorithm 1, we prove that F ′′

e5
(A5, A6, Q) is

monotonic decreasing on A5, while F
′′
e6
(A5, A6, Q) is monotonic increasing on

A6. Thus F
′′(A5,A6,Q) presented in Table 2 are the exact ranges of the cor-

responding expressions of v′ and the quality of the enclosures F ′′(A5,A6,Q)
is the same as the quality of the enclosures u′′. Note that neither u′′ nor
F ′′(A5,A6,Q) are the exact ranges of the corresponding unknowns, see the
proof of Theorem 7. In order to demonstrate the quality of the enclosures
F ′′(A5,A6,Q) we give below the corresponding exact ranges rounded out-
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wardly

F ∈ ([11.8215, 14.3755], [82.4287, 89.1673], [−84.9499,−78.4121],

[−58.9591,−53.0358], [109.960, 123.970])⊤ .

5.2. Truss Example 2

Consider a finite element model of a one-bay 20-floor truss cantilever
presented in Fig. 4, after [17]. The structure consists of 42 nodes and 101

Figure 4: One-bay 20-floor truss cantilever after [17].

elements. The bay is L = 1m, every floor is 0.75L, the element cross-sectional
area is A = 0.01 m2, and the crisp value for the element Young modulus is
E = 2× 108kN/m2. Twenty horizontal loads with nominal value P = 10 kN
are applied at the left nodes. The boundary conditions are determined by the
supports: at A the support is a pin, at B the support is roller. It is assumed
10% uncertainty in the modulus of elasticity Ek of each element (∓5% from
the corresponding mean value) and 10% uncertainty in the twenty loads. The
goal is to obtain bounds for the axial force (F40) in element 40.

Exactly this problem is used in [14] as a benchmark problem for the ap-
plicability, computational efficiency and scalability of the approach proposed
therein for structures with complex configuration and a large number of in-
terval parameters. The aim of using this example in the present work is
similar: to check these properties for the newly proposed Algorithm 1 based
on the new parameterized solution. In addition, the interval result obtained
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by the approach proposed here will be compared to the results obtained by
various other approaches considered in [14, Example 2].

Table 3 presents intervals for the axial force F40 in element 40, which are
obtained by:

• the special expanded finite element formulation, proposed in [14], (F40);

• the newly proposed parameterized solution and step 2 of Algorithm 1,
(F ′

40(E,P));

• the newly proposed parameterized solution and step 3 of Algorithm 1,
(F ′′

40(E,P)).

F40 by [14] F ′
40(E,P) F ′′

40(E,P)
[60.652, 98.991] [55.729, 106.03] [61.595, 98.639]

Table 3: Axial force F40 (kN) in element 40 of the cantilever truss obtained by various
approaches.

Interval values for the axial force F40, obtained by Pownuk’s “gradient-
free” method [18] and by the Neumaier’s enclosure z2(u) [13, Eqn. (4.13)],
are presented in [14] and can be compared.

It should be mentioned that the coefficient matrices of all interval param-
eters in the linear system for the displacements have rank one. Therefore,
there are no exceed interval parameters in the parameterized solution en-
closure for the displacements. The symbolic expression of F40(E, P ) is a
quadratic function of the interval parameter E40. Applying step 3 of Algo-
rithm 1 we prove numerically that both the lower and the upper bounds of
F40(E, P ) are attained at the upper bound of E40. Note that this does not
mean monotonic dependence of E40. Note also that the above proof is very
easy compared to proving monotonic dependence of the displacements on the
interval parameters. Step 3 in Algorithm 1 costs nothing compared to step 2
of the algorithm. Thus, we obtain an improvement F ′′

40(E,P) of the bounds
F ′
40(E,P) in Table 3. Interval F ′′

40(E,P) is sharper than the interval F40,
obtained by the approach of [14], which shows the efficiency of the newly
proposed approach based on the new parameterized solution. It should be
also mentioned that the interval axial force z2(u), showed in [14, Table 4]
and obtained by the Neumaier’s approach [13, Eqn. (4.13)], is the same as
the interval F ′

40(E,P) in Table 3.
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6. Conclusion

We presented a new kind of parameterized solution to interval parametric
linear systems. It is based on optimal rank one representation of the param-
eter dependencies. This representation determines the number of interval
parameters in the parameterized solution, as well as, whether the new pa-
rameterized solution will have better properties than the Kolev-style param-
eterized solutions. The new parameterized solution possesses similar com-
putational complexity as the corresponding numerical method of Theorem
3. Comparing to some parameterized solutions based on the weaker condi-
tion (3), the price we pay for a better solution depends on the difference
between a matrix inversion, O(s3), when solving equation (8) of dimension s
and the matrix inversion, O(n3), related to most of the other methods. Note
that in practical applications, where the new solution is most efficient, the
dependencies have rank one structure and s = K1. The newly proposed pa-
rameterized solution does not require affine arithmetic as most of the param-
eterized solutions considered in [5]. The required rank one representation of
the parameter dependencies is usually inherited by the corresponding model
in an application domain, see, e.g., [13]. Otherwise, one can use the matrix
full rank factorization utilities provided by many general purpose computing
environments.

The major advantage of the newly proposed parameterized solution is for
interval parametric linear systems involving rank one uncertainty structure.
Such systems appear often in various domain-specific models, cf., [12]. A gen-
eral application direction is presented in this article and illustrated by some
numerical examples originated from worst-case analysis of truss structures in
mechanics.

While bounding secondary variables by the approach of [14] requires a
dedicated IFEM formulation for each particular problem and the system to
be solved is expanded by the number of derived quantities, the approach
based on the new parameterized solution of primary variables does not de-
pend on the IFEM formulation, does not require solving an expanded interval
parametric linear system, and provides sharp bounds for the derived quan-
tities by a simple interval evaluation. The proposed new approach could be
applied for enclosing secondary variables in various other domains where the
uncertainties have rank one structure.
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