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Abstract

We define the d-defective incidence chromatic number of a graph, generalizing the notion of in-

cidence chromatic number, and determine it for some classes of graphs including trees, complete bi-

partite graphs, complete graphs, and outerplanar graphs. Fast algorithms for constructing the optimal

d-defective incidence colorings of those graphs are presented.
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1 Introduction

The incidence coloring of graphs, introduced by Brualdi and Quinn Massey [7] in 1993, has been attract-
ing attention of many researchers (see an online survey of Sopena [15] for the recent progresses of the
study of the incidence coloring). This coloring has many applications in theoretical computer science and
information science as it can model the multi-frequency assignment problem where each transceiver can
be simultaneously in sending and receiving modes [6].

Formally, let G be a graph with vertex set V(G) and edge set E(G). An incidence of G is a vertex-edge
pair (v, e) such that the vertex v is incident with the edge e. For a vertex u ∈ V(G) and its neighbor v in G
(say v ∈ NG(u)), the incidence (u, uv) is a strong incidence of u, and the incidence (v, uv) is a weak incidence
of u. We use Iu and Au to denote the set of strong incidences and weak incidences of u, respectively.

Brualdi and Quinn Massey [7] defined two adjacent incidences as (u, e) and (w, f ) such that u = w or
uw ∈ {e, f } (it may happen that e = f ). They also defined the following.

Definition 1. A proper incidence k-coloring of G is a mapping ϕ from the set I(G) of all incidences of G
to the set [k] := {1, 2, . . . , k} of integers in such a way that two adjacent incidences receive different colors.
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We think about the proper incidence coloring in another view of point, by giving an equivalent defini-
tion as follows.

Definition 2. A proper incidence k-coloring of G is a mapping ϕ : I(G) −→ [k] such that the following
conditions hold for every u ∈ V(G):

(a2) ϕ(u, uv) , ϕ(u, uw) for any two distinct vertices v, w ∈ NG(u);

(b2) every color in ϕ(Iu) := {ϕ(u, uv) | v ∈ NG(u)} does not appear among Au.

We similarly define ϕ(Au) := {ϕ(v, uv) | v ∈ NG(u)} and ϕ(Iu ∪ Au) := ϕ(Iu) ∪ ϕ(Au), which will be
frequently used throughout this paper.

The incidence chromatic number of G, denoted by χi(G), is the minimum integer k such that G has
a proper incidence k-coloring. From either Definition 1 or Definition 2, one can easily see that χi(G) ≥
∆(G) + 1 for every graph G. The best known upper bound for χi(G) is ∆(G) + 20 log ∆(G) + 84, due to
Guiduli [10], who disproved a conjecture of Brualdi and Quinn Massey [7] that χi(G) ≤ ∆(G)+2 for every
graph G. This upper bound is also asymptotically sharp [1, 10].

There are many interesting variations of incidence coloring of graphs, including incidence list coloring
[5], incidence game coloring [2, 3], interval incidence coloring [11], fractional incidence coloring [17],
and oriented incidence coloring [9].

Motivated by Definition 2, we introduce the defective incidence coloring of graphs in this paper.

Definition 3. A d-defective incidence k-coloring of G is a mapping ϕ : I(G) −→ [k] such that the following
conditions hold for every u ∈ V(G):

(a3) ϕ(u, uv) , ϕ(u, uw) for any two distinct vertices v, w ∈ NG(u);

(b3) ϕ(u, uv) , ϕ(v, uv) for every v ∈ NG(u);

(c3) every color in ϕ(Iu) appears at most d times among Au.

The minimum number of colors used among all d-defective incidence colorings of a graph G, denoted
by χd

i (G), is the d-defective incidence chromatic number.
Comparing Definition 2 with Definition 3, one can easily see that the 0-defective incidence coloring is

coincide with the proper incidence coloring, and thus χ0
i (G) = χi(G). Moreover,

χ0
i (G) ≥ χ1

i (G) ≥ χ2
i (G) ≥ · · · ≥ ∆(G). (1.1)

This motivates us to define the incidence defectivity defi(G) of a graph G. Formally, we let

defi(G) = min{k | χk
i (G) = ∆(G)}.

This paper is organized as follows.
In Section 2, we show that the d-defective incidence chromatic number of a tree or a complete bipartite

graph is its maximum degree whenever d ≥ 1. Moreover, we construct linear-time algorithm to compute a
d-defective incidence ∆-coloring for every such graph with maximum degree ∆. In Section 3, we establish
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an interesting relationship between the 1-defective incidence colorings of the complete graph Kn and the
n × n Latin squares, and then prove that Kn has a d-defective incidence (n − 1)-coloring for every integer
d ≥ 1 whenever n , 2, 4. Thereafter, based on our new results on Latin squares, a quadratic-time algorithm
is designed for constructing a d-defective incidence (n − 1)-coloring of Kn with n , 2, 4. In Section 4, we
move our attention to the class of outerplanar graphs, a special graph class with bounded treewidth. We
show that every outerplanar graph with maximum degree ∆ ≥ 4 admits a 1-defective incidence ∆-coloring,
and this bound for ∆ is sharp. Furthermore, we prove that every outerplanar graph with maximum degree
∆ admits a d-defective incidence ∆-coloring whenever d ≥ 2, unless the graph is isomorphic to disjoint
copies of K1 and K2. All colorings mentioned above can be constructed in polynomial time according to
the proofs in Section 4.

2 Trees and complete bipartite graphs

It is easy to observe that every path and every cycle has 1-defective incidence chromatic number exactly
2, as we can color its incidences alternately by two colors following a fixed direction. Hence we have the
following.

Theorem 2.1. If n ≥ 3 is an integer, then χd
i (Pn) = 2 and χd

i (Cn) = 2 for every integer d ≥ 1. �

A rooted tree is a connected acyclic graph with a special vertex that is called the root of the tree and
every edge directly or indirectly originates from the root. In a rooted tree, every vertex v, except the root,
has exactly one parent vertex u, which is the first vertex traversed on the path from v to the root. The vertex
v is called a child of u. We use Par(v) to denote the parent vertex of v in a rooted tree. An ordered tree is
a rooted tree in which an ordering is specified for the children of each vertex [4]. The depth of a vertex in
an ordered tree is the length of the (unique) path from the root to the vertex. Note that the root has depth
0.

Theorem 2.2. If T is a tree , then χd
i (T ) = ∆(T ) for every integer d ≥ 1.

Proof. It is sufficient to show that χ1
i (T ) = ∆(T ). Assume that T has already been embdded as an ordered

tree whose root r has the maximum degree ∆. We construct an incidence ∆-coloring ϕ of T as follows.
First of all, for each child ui of r, let ϕ(r, rui) = i − 1 (mod ∆) and ϕ(ui, rui) = i (mod ∆), where ui

denotes the i-th child of r, And then for each vertex u at depth ` ≥ 1, let ϕ(u, uwi) = ϕ(u, uv) + i (mod ∆)
and ϕ(wi, uwi) = ϕ(v, uv) + i (mod ∆), where wi is the i-th child of u and v is the parent of u.

We show that this incidence coloring of T is 1-defective. Clearly, (a3) and (b3) by the construction
of the coloring, and one can see that every two incidences of Au for any u ∈ V(T ) are colored distinctly.
Hence (c3) with d = 1 holds naturally. �

Below we release a linear-time algorithm to construct a 1-defective incidence ∆(T )-coloring of T based
on the proof of Theorem 2.2. Figure 1 shows an instance of Algorithm 1 on how to construct a 1-defective
incidence 3-coloring of a given tree with maximum degree three.
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Fig. 1: Constructing a 1-defective incidence 3-coloring using breadth-first search

Algorithm 1: 1-defective incidence coloring of T

Input: A tree T with maximum degree ∆.
Output: A 1-defective incidence coloring of T using ∆ colors.

1 Find a vertex r of maximum degree in T
2 Root T at r using breadth-first search so that r has a labelling f (r) = (0) and each vertex u at

depth ` ≥ 1 has a labelling with an (` + 1)-array (x0, . . . , x`−1, x`) such that (x0, . . . , x`−1) is the
labelling of the parent of u and u is the (x` + 1)-th child of its parent
/* p(u) denotes below the last entry of the labelling of u. */

3 for ` = 0 to Dep(T ) do
4 if ` = 0 then
5 for each child u of r do
6 ϕ(r, ru)← p(u) (mod ∆)
7 ϕ(u, ru)← p(u) + 1 (mod ∆)

8 else
9 for each vertex u at depth ` do

10 v← Par(u)
11 for each child w of u do
12 ϕ(u, uw)← ϕ(u, uv) + p(u) + 1 (mod ∆)
13 ϕ(w, uw)← ϕ(v, uv) + p(u) + 1 (mod ∆)
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Theorem 2.3. χd(Km,n) = max{m, n} = ∆(Km,n) for every integer d ≥ 1.

Proof. Let {u1, u2, . . . um} and {v1, v2, . . . vn} be the bipartition of Km,n. Assume, without loss of generality,
that m ≥ n. We construct an incidence m-coloring m of Km,n by coloring (vi, u jvi) with i + j − 1 (mod m),
and (u j, u jvi) with i + j (mod m) for each i ∈ [n] and j ∈ [m]. Now we prove that this incidence coloring is
1-defective.

Clearly, (a3) and (b3) hold by the construction of ϕ.
For each vertex vi with i ∈ [n] and for each color ` ∈ ϕ(Ivi), if ` ∈ ϕ(Avi), then by the construction of ϕ,

there is a vertex uk with k ∈ [m] such that ϕ(uk, ukvi) = ` = i + k (mod m). Since k ∈ [m], k = ` − i (mod
m). This implies that the vertex uk is uniquely determined. Hence the color ` appears exactly once among
Avi .

On the other hand, for each vertex u j with j ∈ [m] and each color ` ∈ ϕ(Iu j), there is a vertex vi with
i ∈ [n] such that ϕ(u j, u jvi) = ` = i + j (mod m) by the construction of ϕ. If ` ∈ ϕ(Au j), then by (b3), there
is a vertex vk with k ∈ [n] \ {i} such that ϕ(vk, u jvk) = ` = k + j−1 (mod m). This implies k−1 = i (mod m).
Since 1 ≤ k ≤ n ≤ m, k = i + 1 (mod m). Hence the vertex uk is uniquely determined if it exists (note that
it may happen that i = m − 1 and n < m, and thus there is no solution for k). Hence the color ` appears at
most once among Au j .

Therefore, (c3) holds in each case, and thus m ≥ χd(Km,n) ≥ ∆(Km,n) = m for every integer d ≥ 1. �

Note that the proof of Theorem 2.3 naturally yields a linear-time algorithm to construct a 1-defective
incidence coloring of Km,n using ∆(Km,n) colors.

We conclude the following from Theorems 2.1, 2.2, and 2.3.

Corollary 2.4. defi(G) = 1 if G is a path, a cycle, a tree, or a bipartite graph.

Algorithm 2: 1-defective incidence coloring of Km,n

Input: Integers m and n with m ≥ n ;
Output: A 1-defective incidence coloring of Km,n using colors m.

/* {u1, u2, . . . um} and {v1, v2, . . . vn} are the bipartition of Km,n. */
1 for i = 1 to n do
2 for j = 1 to m do
3 ϕ(vi, u jvi)← i + j − 1 (mod m)
4 ϕ(u j, u jvi)← i + j (mod m)

3 Complete graphs and Latin squares

Lemma 3.1. ϕ is a 1-defective incidence (n − 1)-coloring of Kn if and only if every two strong incidences
and every two weak incidences of any vertex are colored differently under ϕ, and (u, uv) and (v, uv) receive
distinct colors for each pair of vertices u and v.
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Proof. The sufficiency is obvious since (a3), (b3), and (c3) with d = 1 hold trivially. For the necessary, we
know that every two strong incidences of any vertex are colored differently under ϕ by (a3), and (u, uv) and
(v, uv) receive distinct colors for each pair of vertices u and v by (b3). For each vertex v, since ϕ(Iv) = [∆],
there is no color appearing twice on Av by (c3) with d = 1. Since |Av| = n − 1 and ϕ has exactly n − 1
colors, every two weak incidences of v are colored differently under ϕ. �

A Latin square is an n × n square matrix whose entries consist of n symbols such that each symbol
appears exactly once in each row and each column. An intercalate in a Latin square L is a 2 × 2 Latin
subsquare, that is, two rows and two columns whose intersection includes only two symbols. A principal
intercalate in a Latin square L is an intercalate obtained by striking out from L the same rows as columns.

Lemma 3.2. Kn has a 1-defective incidence (n − 1)-coloring if and only if there is an n × n Latin square
without principal intercalates whose entries at the main diagonal are the same.

Proof. Let L be an n×n Latin square without principal intercalates whose entries on the main diagonal are
the same. Permute (if necessary) the symbols 0, 1, . . . , n − 1 of L so that the entries at the main diagonal
are 0. Clearly, the resulting Latin square L̃ still has no principal intercalates.

Let v1, v2, . . . , vn be vertices of Kn. We color the incidence (vi, viv j) with the entry L̃(i, j) of the Latin
square that appears at row i and column j, and denote this coloring by ϕ. Now for each vertex vi, ϕ(Ivi) =

{L̃(i, j) | j ∈ [n] \ {i}} = [n − 1] and ϕ(Avi) = {L̃( j, i) | j ∈ [n] \ {i}} = [n − 1], since L̃ is a Latin square
with L̃(i, i) = 0 for each i ∈ [n]. This implies that every two strong incidences and every two weak
incidences of vi are colored differently under ϕ. For each pair of vertices vi and v j, ϕ(vi, viv j) = L̃(i, j) and
ϕ(v j, viv j) = L̃( j, i). Since L̃(i, i) = L̃( j, j) = 0 and L̃ has no principal intercalates, L̃(i, j) , L̃( j, i), and thus
ϕ(vi, viv j) , ϕ(v j, viv j). By Lemma 3.1, ϕ is a 1-defective incidence (n − 1)-coloring of Kn.

In the other direction, if ϕ is a 1-defective incidence n-coloring of Kn, then we construct an n× n Latin
square L whose entry L(i, j) at row i and column j with i , j is ϕ(vi, viv j), and entries at the main diagonal
are all n. Since for each pair of i and j, L(i, j) = ϕ(vi, viv j) , ϕ(v j, viv j) = L( j, i) and L(i, i) = L( j, j) = 0, L
has no principal intercalates. �

Lemma 3.3. [12–14] There exist n × n Latin squares with no intercalates if and only if n , 2, 4,

Lemma 3.4. A 4 × 4 Latin square with same entries at the main diagonal has no intercalate if and only if
it has no principal intercalate.

Proof. The necessary is trivial so we prove the sufficiency. Suppose for a contradiction L has an intercalate
appearing at the intersection of rows i, j (i < j) and columns m, n (m < n). Assume that L(i,m) = L( j, n) =

a and L(i, n) = L( j,m) = b. Since this intercalate is not principal, L(1, 1) < {a, b}. It follows that i < {m, n},
j < {m, n} and thus {i, j,m, n} = [4]. Therefore, L(i, j) = L( j, i) and thus there is a principal intercalate
appearing at the intersection of rows i, j and columns i, j, a contradiction. �

Theorem 3.5.

χ1(Kn) =

 n − 1 if n , 2, 4,
n otherwise.
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Proof. First, it is trivial χ1(K2) = 2. If n , 2, 4, then there exists an n×n Latin square L with no intercalates
by Lemma 3.3. Permute (if necessary) the rows of L so that the entries at the main diagonal are the same.
One can easily observe that the resulting Latin square L̃ does not has any intercalate either, and thus has
no principal intercalates. Hence Kn has a 1-defective incidence (n − 1)-coloring by Lemma 3.2. It follows
that ∆(Kn) ≤ χ1(Kn) ≤ n − 1 = ∆(Kn).

If K4 has a 1-defective incidence 3-coloring, then by Lemma 3.2, there is a 4×4 Latin square L without
principal intercalates whose entries at the main diagonal are the same, contradicting Lemma 3.4. Hence
χ1(K4) ≥ 4. On the other hand, one can easily construct a 1-defective incidence 4-coloring of K4, implying
χ1(K4) ≤ 4. �

To construct a 1-defective incidence coloring of Kn (n = 3 or n ≥ 5) with n − 1 colors, we need by
Lemma 3.2 to generate an n × n Latin square without principal intercalates whose entries at the main
diagonal are the same. Lemma 3.3 guarantees the existence of such an Latin square.

In the following, we discuss the recursive construction of such Latin squares and design a quadratic-
time algorithm to generate an n × n Latin square satisfying those properties for every n , 2, 4.

An n × n matrix M = (mi j) is a circulant if it has the form mi j = a j−i for some a0, a1, . . . , an−1, where
the subscript j − i is taken modulo n. In this paper we denote such a matrix by (a0, a1, . . . , an−1)circ.

Lemma 3.6. Every n×n circulant matrix with n being odd is a Latin square without principal intercalates.

Proof. Let M = (a0, a1, . . . , an−1)circ where n is odd. Clearly, mii = a0 for each 1 ≤ i ≤ n. It is sufficient to
check that ai j , a ji if i > j. Since n is odd, j − i , n + i − j. This implies mi j = a j−i , an+i− j = m ji. �

Lemma 3.7. For a positive even integer n that is not a power of 2, there exists an odd m ≥ 3 such that the
quotient of n divided by m is a positive power of 2

Proof. Let t be the largest integer such that 2t | n and let n = 2t ·m. If m is even then 2t+1 | n, contradicting
the choice of t. If m = 1, then n = 2t, contradicting the choice of n. Hence m ≥ 3 is an odd. �

Let A be an n × n matrix and let

A∇A =

[
A A + nJ
B A

]
,

where

B = (A + nJ)T

[
0 En−1

1 0

]
and J is an n × n matrix in which each element is 1.

We use A(0∇) and A(1∇) to denote A and A∇A, respectively. By A(t∇) with integer t ≥ 2, we denote
A((t−1)∇)∇A((t−1)∇). Clearly, A(t∇) is a 2tn × 2tn matrix.

Lemma 3.8. If A is a Latin square without principal intercalates, then so does A(t∇) for each t ≥ 1.
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Proof. It is sufficient to show that A∇A is a Latin square without principal intercalates.
Let A = (ai j)n×n and A∇A = (mi j)2n×2n. According to the construction of A∇A,

mi j =



ai j if 1 ≤ i ≤ n and 1 ≤ j ≤ n;
ai, j−n + n if 1 ≤ i ≤ n and n + 1 ≤ j ≤ 2n;
an,i−n + n if n + 1 ≤ i ≤ 2n and j = 1;
a j−1,i−n + n if n + 1 ≤ i ≤ 2n and 2 ≤ j ≤ n;
ai−n, j−n if n + 1 ≤ i ≤ 2n and n + 1 ≤ j ≤ 2n.

To complete the proof, we show that mi j , m ji for each pair of i and j with i , j.
If 1 ≤ i ≤ n and 1 ≤ j ≤ n, then mi j = ai j and m ji = a ji. Since A is a Latin square without principal

intercalates, ai j , a ji. It follows that mi j , m ji.
If 1 ≤ i ≤ n and n + 1 ≤ j ≤ 2n, then mi j = ai, j−n + n, m ji = ai−1, j−n + n if i , 1, and m ji = an, j−n + n if

i = 1. Since ai, j−n and ai−1, j−n (resp. a1, j−n and an, j−n) are in the same column and not in the same row of A,
they are not equal and thus mi j , m ji.

If n + 1 ≤ i ≤ 2n and n + 1 ≤ j ≤ 2n, then mi j = ai−n, j−n , a j−n,i−n = m ji, since A is a Latin square
without principal intercalates.

Hence in each case we have mi j , m ji, as desired. �

The following Algorithm 3 outputs in O(n2) time an n× n Latin square L without principal intercalates
whose entries at the main diagonal are 0 whenever we input an integer n , 2, 4. It works by Lemmas 3.6,
3.7, and 3.8. Afterwards, by Lemma 3.2, we can construct a 1-defective incidence coloring of Kn using
colors from {1, 2, . . . , n} according to Algorithm 4, which also runs in O(n2) time.

To close this section, we present the following.

Theorem 3.9. χd(Kn) = n − 1 for every integer d ≥ 2 and n , 2.

Proof. Theorem 3.5 and (1.1) imply the result for n , 1, 4. The case of n = 1 is trivial and a 2-defective
3-coloring of K4 can be easily constructed. Hence χd(K4) = 3 for every integer d ≥ 2. �

Combining Theorems 3.5 with 3.9, we conclude the following.

Corollary 3.10.

defi(Kn) =


1 if n , 2, 4,
2 if n = 4,
∞ if n = 2.

Note that χd(K2) = 2 for every integer d ≥ 1.
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Algorithm 3: LATIN-SQARE(n)

Input: An integer n , 2, 4;
Output: An n× n Latin square L without principal intercalates whose entries at the main diagonal

are 0.

1 if n is odd then
2 L← (0, 1, . . . , n − 1)circ

3 else
4 if n = 2t for some integer t ≥ 3 then

5 A←



0 1 2 3 4 5 6 7
2 0 7 4 5 3 1 6
3 6 0 7 2 1 4 5
4 5 6 0 3 2 7 1
7 4 5 1 0 6 3 2
1 2 4 6 7 0 5 3
5 3 1 2 6 7 0 4
6 7 3 5 1 4 2 0


6 L← A((t−3)∇)

7 else
8 Find the largest integer t such that 2t | n and let m = n/2t

9 A← (0, 1, . . . ,m − 1)circ

10 L← A(t∇)

Algorithm 4: COLOR-COMPLETE-GRAPH(n)

Input: An integer n , 2, 4;
Output: A 1-defective incidence coloring of Kn using colors from {1, 2, . . . , n}.

/* The set of vertices of Kn is {v1, v2, . . . , vn}. */
1 L← LATIN-SQARE(n)
2 for i = 1 : n do
3 for j = 1 : n and j , i do
4 Color the incidence (vi, viv j) with L(i, j)
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4 Outerplanar graphs

Definition 4. A conditional incidence ∆-coloring of G is an incidence ∆-coloring such that

(a4) (u, uv) and (v, uv) receive distinct colors for each edge uv;

(b4) each color appears at most once among Au for each vertex u;

(c4) each color appears at most once among Iu for each vertex u;

(d4) each color appears at least once among Au ∪ Iu for each vertex u with degG(u) ≥ ∆ − 1.

Observation 1. Any conditional incidence ∆-coloring of G is a 1-defective incidence coloring. �

An outplanar graph is a graph that can be embedded in the plane in such a way that all vertices lie on
the outer face. In this section we show the following theorem.

Theorem 4.1. If G is an outerplanar graph with ∆(G) ≤ ∆ and ∆ ≥ 4, then G has a conditional incidence
∆-coloring.

Combining Observation 1 and Theorem 4.1, we immediately obtain the following.

Theorem 4.2. χ1(G) = ∆(G) if G is an outerplanar graph with ∆(G) ≥ 4. �

Remark 1. The bound 4 in Theorems 4.1 and 4.2 are both sharp. To see this, we look at the outerplanar
graph H derived from a cycle uxvy of length four via adding an edge uv and a pendant edge xz. It has
maximum degree 3. Suppose that H has a 1-defective incidence 3-coloring ϕ. Assume by symmetry that
ϕ(u, ux) = 1, ϕ(u, uv) = 2 and ϕ(u, uy) = 3. It follows that ϕ(v, uv) , 2. If ϕ(v, uv) = 1, then ϕ(x, xv) = 1,
ϕ(y, uy) = ϕ(v, vy) = 2, and ϕ(x, ux) = ϕ(v, vx) = ϕ(y, vy) = 3, which forces ϕ(x, xz) = ϕ(z, xz) = 2.
If ϕ(v, uv) = 3, then ϕ(y, uy) = ϕ(v, vy) = ϕ(x, vx) = 1, ϕ(v, xv) = ϕ(x, ux) = 2, and ϕ(y, vy) = 3,
forcing ϕ(x, xz) = ϕ(z, xz) = 3. Each case contradicts (b3) of Definition 3. Hence there exist outerplanar
graphs with maximum degree 3 that are not 1-defectively incidence 3-colorable, and thus not conditionally
incidence 3-colorable.

A graph H is a minor of a graph G if a copy of H can be obtained from G via repeated edge deletion
and/or edge contraction. Chartrand and Harary [8] first pointed out that a graph is outerplanar if and only
if it is {K4,K2,3}-minor-free. The following classic structural theorem on outerplanar graphs were applied
in quite a lot of papers.

Lemma 4.3. [16] Every outerplanar graph G contains one of the following configurations

(C1) a vertex of degree at most 1;

(C2) an edge uv with degG(u) = degG(v) = 2;

(C3) a triangle uvw with degG(u) = 2 and degG(v) = 3;

(C4) two intersecting triangle uvx and uwy such that degG(u) = 4 and degG(v) = deg(w) = 2.
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In the following, we show a series of self-contained lemmas that not only support the proof of Theorem
4.1 but also can be applied in other places.

A familyG of graphs is hereditary (resp. minor-closed) if every subgraph (resp. minor) H of each graph
G ∈ G belongs to G. A graph G is ρ-∆-critical (resp %-∆-critical) if ∆(G) ≤ ∆ and G has no conditional
incidence ∆-coloring but every subgraph (resp. minor) H of G does. Since every subgraph is a minor, we
have the following.

Lemma 4.4. A %-∆-critical graph is definitely ρ-∆-critical. �

Lemma 4.5. If G is a ρ-∆-critical graph, then G is connected.

Proof. If G has two components G1 and G2, then G1 and G2 are conditionally incidence ∆-colorable.
Combining the conditional incidence ∆-colorings of them, we obtain a conditional incidence ∆-coloring
of G, contradicting the fact that G is ρ-∆-critical. �

Lemma 4.6. If G is a ρ-∆-critical graph, then δ(G) ≥ 2.

Proof. Suppose for a contradiction that G has a vertex v of degree at most 1. By Lemma 4.5, we may
assume NG(v) = {u}. Since G is ρ-∆-critical, G′ = G − v admits a conditional incidence ∆-coloring ϕ′.

We extend ϕ′ to a conditional incidence ∆-coloring ϕ of G as follows.
If ϕ′(Iu ∪Au) = [∆], then ϕ′(Iu) \ϕ′(Au) , ∅ and ϕ′(Au) \ϕ′(Iu) , ∅, since degG′(u) ≤ ∆(G)− 1 ≤ ∆− 1.

Hence we can color (u, uv) with a ∈ ϕ′(Au) \ ϕ′(Iu) and (v, uv) with b ∈ ϕ′(Iu) \ ϕ′(Au) to complete ϕ.
If |ϕ′(Iu ∪ Au)| < ∆, then degG′(u) ≤ ∆ − 2. If degG′(u) < ∆ − 2, then color (u, uv) with a ∈ [∆] \ ϕ′(Iu).

and (v, uv) with b ∈ [∆] \ (ϕ′(Au)∪ {a}). If degG′(u) = ∆ − 2, then [∆] \ ϕ′(Iu) = {a, b} has one element, say
b, that does not appear in ϕ′(Au). Hence we can color (u, uv) with a and (v, uv) with b to complete ϕ. Note
that this extension guarantees ϕ(Iu ∪ Au) = [∆]. �

Remark 2. If G is an outerplanar graph with ∆(G) ≤ ∆ such that G has no 1-defective incidence ∆-
coloring but every subgraph H of G does, then the idea of proving Lemma 4.6 cannot be applied to prove
δ(G) ≥ 2. Actually, if G has an edge uv with degG(v) = 1 and degG(u) = ∆, then G − v has a 1-defective
incidence ∆-coloring ϕ′ by the minimality of G. However, it may happen that ϕ′(Iu) = ϕ′(Au) = [∆ − 1]
and thus we have to color both (u, uv) and (v, uv) with ∆ while extending ϕ′ to G and then return a failure.
This is indeed the reason why we introduce the notion of conditional incidence coloring and then prove
Theorem 4.1 instead of proving Theorem 4.2 directly.

Lemma 4.7. If G is a ρ-∆-critical graph, then G does not contain an edge uv with degG(u) = 2 and
degG(v) ≤ ∆ − 2.

Proof. Suppose for a contradiction that G has such an edge uv. By Lemma 4.6, we have 2 ≤ degG(v) ≤
∆ − 2 and thus ∆ ≥ 4. Let w be the other neighbor of u besides v. Since G is a ρ-∆-critical, G′ = G − uv
admits a conditional incidence ∆-coloring ϕ′.

Assume ϕ(w, uw) = a and ϕ(u, uw) = b. Since degG′(v) ≤ (∆ − 2) − 1 ≤ ∆ − 3, we are able to color
(v, uv) with a color a′ ∈ [∆] \ (ϕ′(Iv)∪{a}) and (u, uv) with a color from [∆] \ (ϕ′(Av)∪{a′, b}). This extends
ϕ′ to a conditional incidence ∆-coloring of G. �
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Lemma 4.8. If G is a ρ-∆-critical graph and ∆ ≥ 4, then G does not contain a vertex with degG(u) = 2
such that NG(u) = {v, w} and degG(v) = degG(w) = ∆ − 1.

Proof. Suppose for a contradiction that G contains such a vertex. Since G is ρ-∆-critical, G′ = G − uw
has a conditional incidence ∆-coloring ϕ′. Assume ϕ′(v, uv) = a, ϕ′(u, uv) = b, [∆] \ ϕ′(Iw) = {a′, c′}, and
[∆] \ ϕ′(Aw) = {b′, d′}. We extend ϕ′ to an incidence ∆-coloring ϕ as follows.

Case 1. {a′, c′} ∩ {b′, d′} = ∅

Since degG′(w) = ∆−2, ϕ′(Iw∪Aw) = [∆] under this case. So we color (w, uw) with a color in {a′, c′}\{a}
and (u, uw) with a color in {b′, d′} \ {b} to complete ϕ. It is easy to see that ϕ is a conditional incidence
∆-coloring of G.

Case 2. a ∈ {a′, c′} ∩ {b′, d′}.
Assume, without loss of generality, that a′ = b′ = a. Coloring (u, uw) with a and (w, uw) with c′, we

obtain a conditional incidence ∆-coloring ϕ of G as ϕ(Iw ∪ Aw) ⊇ ϕ′(Iw) ∪ {a, c′} = ϕ′(Iw) ∪ {a′, c′} = [∆],
ϕ(u, uw) = a , b = ϕ(u, uv), and ϕ(w, uw) = c′ , a′ = a = ϕ(v, uv).

Case 3. a < {a′, c′} ∩ {b′, d′} , ∅.
Assume, without loss of generality, that a′ = b′ , a.
Subcase 3.1. b , d′.
We color (w, uw) with a′ and (u, uw) with d′. This extended coloring ϕ of G satisfies ϕ(Iw ∪ Aw) ⊇

ϕ′(Aw) ∪ {a′, d′} = ϕ′(Aw) ∪ {b′, d′} = [∆], ϕ(w, uw) = a′ , a = ϕ(v, uv), and ϕ(u, uw) = d′ , b = ϕ(u, uv),
and thus is a conditional incidence ∆-coloring of G.

Subcase 3.2. a , c′.
We color (w, uw) with c′ and (u, uw) with b′. This extended coloring ϕ of G satisfies ϕ(Iw ∪ Aw) ⊇

ϕ′(Aw) ∪ {b′, c′} = ϕ′(Aw) ∪ {a′, c′} = [∆], ϕ(w, uw) = c′ , a = ϕ(v, uv), and ϕ(u, uw) = b′ , b = ϕ(u, uv).
It follows that ϕ is a conditional incidence ∆-coloring of G.

Subcase 3.3. b = d′ and a = c′.
This is equivalent to say [∆] \ ϕ′(Iw) = {a, a′} and [∆] \ ϕ′(Aw) = {b, a′}.
Erase the colors of (u, uv) and (v, uv). Now we have two ways to transfer ϕ′ to a conditional incidence

∆-coloring of G′′ = G−uv. The first way is to color (w, uw) with a′ and (u, uw) with b, while the second way
is to color (w, uw) with a and (u, uw) with a′. We denote by ϕ1 and ϕ2 be those two colorings respectively.

Assume [∆] \ ϕ1(Iv) = {a, c′′} and [∆] \ ϕ1(Av) = {b, d′′}. Using the same proof strategies in Cases 1
and 2 and Subcases 3.1 and 3.2, one can find that the only obstacle while extending ϕ1 to a conditional
incidence ∆-coloring of G is the case that [∆] \ ϕ1(Iv) = {a′, e} and [∆] \ ϕ1(Av) = {b, e} for some e ∈ [∆].
In particular, since a , a′, we deduce e = d′′ = a and a′ = c′′.

Therefore, [∆] \ ϕ2(Iv) = [∆] \ ϕ1(Iv) = {a′, a} and [∆] \ ϕ2(Av) = [∆] \ ϕ1(Av) = {a, b} if ϕ1 is not
extendable. However, we earn chance to extend ϕ2 now. This can be done by coloring (u, uv) with a and
(v, uv) with a′. Since the resulting coloring ϕ satisfies ϕ(Iv ∪ Av) ⊇ ϕ2(Iv) ∪ {a, a′} = [∆], ϕ(u, uv) = a ,
a′ = ϕ2(u, uw), and ϕ(v, uv) = a′ , a = ϕ2(w, uw), ϕ is a conditional incidence ∆-coloring of G. �
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Fig. 2: The configuration T1, where xy is a non-edge and we may have {x1, x2} ∩ {y1, y2} , ∅, and the
operation T1 − {v, w} + xy.

Lemma 4.9. If G is a ρ-∆-critical graph and ∆ ≥ 4, then G does not contain a triangle uvw with degG(u) =

2, degG(v) = 3 and degG(w) = 4.

Proof. Suppose for a contradiction that such a triangle exists in G. By Lemma 4.7, we have ∆ = 4.
Since G is ρ-4-critical, G−uv has a conditional incidence 4-coloring ϕ′. Let NG(v) = {u, w, x} and NG(w) =

{u, v, y, z}. Assume the colors on (v, vx), (x, vx), (v, vw), (w, vw), (w, uw) and (u, uw) are 1, a, 2, b, c, d, (a , b,
a , 1, b , 2, b , c, c , d and d , 2) respectively.

If |{1, 2} ∪ {a, b}| = 2, then a = 2 and b = 1. If d < {1, 2}, say, d = 3, then c , 3 and thus we can color
(u, uv) with 4 and (v, uv) with 3. If d ∈ {1, 2}, then d = 1 and color (v, uv) with a′ ∈ {3, 4} \ {c} and (u, uv)
with b′ ∈ {3, 4} \ {a′}.

If |{1, 2} ∪ {a, b}| = 3, then assume, without loss of generality, that 4 < {1, 2} ∪ {a, b}.
If a = 3, then b = 1. If c = 4, then d , 4, and we color (u, uv) with 4 and (v, uv) with color 3. If c , 4,

then we are able to color (u, uv) with 2 as d , 2 and (v, uv) with color 4.
If b = 3, then a = 2. If c = 4, then d , 4, and we color (u, uv) with 4 and (v, uv) with color 3. If c , 4

and d , 1, then we color (u, uv) with 1 and (v, uv) with color 4. If c , 4 and d = 1, then c = 2 and we can
color (u, uv) with 4 and (v, uv) with 3.

If |{1, 2} ∪ {a, b}| = 4, then assume by symmetry that a = 3 and b = 4. Since d , 2, we are able to color
(u, uv) with 2 and (v, uv) with a color in {3, 4} \ {c}.

In each of the above cases, the resulting extended coloring is a conditional incidence 4-coloring ϕ of
G as the property that ϕ(Iv ∪ Av) = [4] is satisfied throughout the extension. �

In the following, we use T1 to stand for the configuration as shown by the left picture of Figure 2.

Lemma 4.10. If G is a %-∆-critical graph and ∆ ≥ 4, then G does not contain the configuration T1.
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Proof. Suppose to the contrary that G contains a copy of T1. By Lemmas 4.7 and 4.8, we have ∆ = 4.
Since G is %-4-critical and G′ = G − {v, w} + xy is a minor of G, G′ has a conditional incidence 4-coloring
ϕ′. The right picture of Figure 2 shows a partial coloring of ϕ′.

The idea of the proof is to restrict ϕ′ to a partial coloring of G − {u, v, w} and then extend it to G by
coloring the remaining 12 incidences using colors t1, t2, . . . , t12 as shown by the first picture of Figure 2. In
order to make the extended coloring being a conditional incidence 4-coloring of G, we need choose each
ti carefully from [4] such that

Ω =

12∏
i=1

∏
λ∈Λi

(ti − λ) , 0,

where Λ1 = {t2, t5, t10, c, d}, Λ2 = {t3, t6, t9, t12}, Λ3 = {t4, t7, t9, t12}, Λ4 = {t8, t11, g, h}, Λ5 = {t6, t9, a, b},
Λ6 = {t7, t10, t11}, Λ7 = {t8, t10, t11}, Λ8 = {t12, e, f }, Λ9 = {t10, t12, a, b}, Λ10 = {t11, c, d}, Λ11 = {t12, g, h},
and λ12 = {e, f }. If such ti’s exist, then we say that (a, b, c, d, e, f , g, h) is extendable.

We traverse all cases of (a, b, c, d, e, f , g, h) and check whether all of them are extendable by computer
assistance. Algorithm 5 defined a function CHECK(a,b,c,d,e, f ,g,h). This function returns a non-zero vector
if and only if we input integers a, b, c, d, e, f , g, h ∈ [4] such that (a, b, c, d, e, f , g, h) is extendable.

Assume a = 1 and b = 2. We run Algorithm 6 on a usual personal computer using MATLAB. It returns
a zero matrix M in less than one minute. Since (a, b, c, d, e, f , g, h) comes from the conditional incidence
4-coloring ϕ′, it naturally holds that c < {1, d}, d , 2, g < {e, h}, and f < {e, h}. So lines 1–10 of Algorithm
6 returns a matrix such that if (a, b, c, d, e, f , g, h) is not extendable then it is coincide with some row of
this matrix. Since Algorithm 6 finally returns a zero matrix, we conclude that if (a, b, c, d, e, f , g, h) is not
extendable then either

• {1, 2} = {e, f }, |{c, d} ∩ {g, h}| = 1 and ({c, d} ∩ {g, h}) ∩ {1, 2} = ∅, or

• {1, 2} = {e, f }, |{c, d} ∩ {g, h}| = 1, ({c, d} ∩ {g, h}) ∩ {1, 2} , ∅ and ({c, d} ⊕ {g, h}) ∩ {1, 2} = ∅, or

• {c, d} = {g, h}, |{1, 2} ∩ {e, f }| = 1 and ({1, 2} ∩ {e, f }) ∩ {c, d} = ∅, or

• {c, d} = {g, h}, |{1, 2} ∩ {e, f }| = 1, ({1, 2} ∩ {e, f }) ∩ {c, d} , ∅ and ({1, 2} ⊕ {e, f }) ∩ {c, d} = ∅.

Here ⊕ is the operation of symmetric difference.
We look back at the conditional incidence 4-coloring ϕ′.
If the first case occurs, then assume, without loss of generality, that e = 1, f = 2, and c = g = 3. It

follows 3 < {s5, s6} and thus s5 = s6 = 4, a contradiction.
If the second case occurs, then assume, without loss of generality, that e = d = h = 1, f = 2, c = 3,

and g = 4. It follows s1 = s2 = 2, a contradiction.
Similarly, we still have contradiction if we meet the third or the fourth case.
Hence every valid (a, b, c, d, e, f , g, h) is extendable. �

We denote by T2 the configuration described by the picture of Figure 3.
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Algorithm 5: CHECK(a,b,c,d,e, f ,g,h)

Input: Integers a, b, c, d, e, f , g, h ∈ [4]
Output: A solution matrix A

1 for t1 = 1 to 4 do
2 for t2 = 1 to 4 do
3 for t3 = 1 to 4 do
4 for t4 = 1 to 4 do
5 for t5 = 1 to 4 do
6 for t6 = 1 to 4 do
7 for t7 = 1 to 4 do
8 for t8 = 1 to 4 do
9 for t9 = 1 to 4 do

10 for t10 = 1 to 4 do
11 for t11 = 1 to 4 do
12 for t12 = 1 to 4 do
13 if Ω , 0 then
14 A← [t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11, t12]
15 return

16 A← [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

Fig. 3: The configuration T2, where we may have x1 = y1.
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Algorithm 6: REDUCIBILITY-INSPECTION()

Input: Null
Output: An inspection matrix M

1 i← 1
2 for c = 1 to 4 do
3 for d = 1 to 4 do
4 for e = 1 to 4 do
5 for f = 1 to 4 do
6 for g = 1 to 4 do
7 for h = 1 to 4 do
8 if c < {1, d}, d , 2, g < {e, h}, f < {e, h}, and

CHECK(1, 2, c, d, e, f , g, h) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0] then
9 M(i, :) = [1, 2, c, d, e, f , g, h]

10 i = i + 1

11 s← the number of rows of M
12 for j = 1 to s do
13 c← M( j, 3)
14 d ← M( j, 4)
15 e← M( j, 5)
16 f ← M( j, 6)
17 g← M( j, 7)
18 h← M( j, 8)
19 if {1, 2} = {e, f } and |{c, d} ∩ {g, h}| = 1 then
20 if ({c, d} ∩ {g, h}) ∩ {1, 2} = ∅ or ({c, d} ⊕ {g, h}) ∩ {1, 2} = ∅ then
21 M( j, :)← [0, 0, 0, 0, 0, 0, 0, 0]

22 if {c, d} = {g, h} and |{1, 2} ∩ {e, f }| = 1 then
23 if ({1, 2} ∩ {e, f }) ∩ {c, d} = ∅ or ({1, 2} ⊕ {e, f }) ∩ {c, d} = ∅ then
24 M( j, :)← [0, 0, 0, 0, 0, 0, 0, 0]
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Fig. 4: The configuration T3, where max{degG(x), degG(y)} ≤ 5.

Lemma 4.11. If G is a ρ-∆-critical graph and ∆ ≥ 4, then G does not contain the configuration T2.

Proof. Suppose for a contradiction that G contains a copy of T2. By Lemmas 4.7 and 4.8, we have ∆ = 4.
Since G is ρ-4-critical, G − {u, v, w} has a conditional incidence 4-coloring ϕ′. Assume ϕ′(x, xx1) = 1,
ϕ′(x1, xx1) = 2, ϕ′(y, yy1) = c, and ϕ(y1, yy1) = d. We are to extend ϕ′ to G by coloring the remaining
14 incidences as marked in the picture with colors t1, t2, . . . , t14. Below we distinguish six non-isomorphic
cases and show what those ti’s are. Let T = [t1, t2, . . . , t14].

If c = 1 and d = 2, then choose T = [3, 1, 4, 1, 4, 2, 3, 2, 2, 1, 4, 3, 3, 4].
If c = 1 and d = 3, then choose T = [3, 1, 4, 1, 4, 3, 2, 3, 3, 1, 4, 2, 2, 4].
If c = 2 and d = 1, then choose T = [3, 4, 3, 4, 4, 3, 4, 3, 2, 1, 2, 1, 3, 4].
If c = 2 and d = 3, then choose T = [1, 2, 1, 4, 4, 3, 2, 1, 3, 4, 1, 4, 2, 3].
If c = 3 and d = 2, then choose T = [1, 3, 1, 4, 2, 4, 2, 1, 4, 3, 1, 2, 3, 4].
If c = 3 and d = 4, then choose T = [3, 4, 2, 1, 4, 2, 4, 2, 3, 1, 3, 1, 2, 4].
One can check that the resulting coloring in each case is a conditional incidence ∆-coloring of G. �

We denote by T3 the configuration described by the picture of Figure 4.

Lemma 4.12. If G is a ρ-∆-critical graph and ∆ ≥ 5,then G does not contain the configuration T3.

Proof. Suppose for a contradiction that G contains a copy of T3. By Lemma 4.7, we have ∆ = 5. Since G
is a ρ-5-critical graph, G − uv has a conditional incidence 5-coloring ϕ′. Figure 4 shows a partial coloring
of ϕ′.

If {c, d, e} = {1, 2, 3}, then we can color (u, uv) with a′ ∈ {4, 5} \ {a} and (v, uv) with b′ ∈ {4, 5} \ {a′}
to complete a conditional incidence 5-coloring of G provided b < {4, 5}. Hence b ∈ {4, 5}. Assume by
symmetry that b = 4. It follows that a , 4 and thus we are able to color (u, uv) with 4 and (v, uv) with 5 to
finish a conditional incidence 5-coloring of G.

If |{1, 2, 3} ∪ {c, d, e}| = 4, then assume by symmetry that 4 ∈ {c, d, e} and 5 < {c, d, e}. If a = 5, then
b , 5 and we can color (u, uv) with 4 and (v, uv) with 5 and obtain a conditional incidence 5-coloring of
G. Hence a , 5. If we are able to color (u, uv) with a′ ∈ {4, 5} \ {a} and (v, uv) with b′ ∈ [5] \ {b, c, d, e, a′}
such that 5 ∈ {a′, b′}, then we obtain a conditional incidence 5-coloring ϕ of G as ϕ(Iu ∪ Au) = [5]. If this
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is impossible, then a = 4 and {b, c, d, e} = [4]. It follows that b, c < {4, 5}. Recolor (u, ux) with 5 and color
(u, uv) with 1 and (v, uv) with 5. This completes a conditional incidence 5-coloring of G.

If |{1, 2, 3} ∪ {c, d, e}| = 5, then color (u, uv) with a′ ∈ {4, 5} \ {a} and (v, uv) with b′ ∈ [5] \ {b, c, d, e, a′}.
This is possible as if {b, c, d, e, a′} = [5] then a′ < {c, d, e}, which contradicts the assumption that {4, 5} ⊆
{c, d, e}. �

The proof of Theorem 4.1. Suppose for a contradiction that G is a minimal outerplanar graph in terms
of |V(G)| + |E(G)| with ∆(G) ≤ ∆ such that G is not conditional incidence ∆-colorable. It follows that G
is a %-∆-critical graph. As an outerplanar graph, G contains one of the four configurations among (C1),
(C2), (C3), and (C4) by Lemma 4.3. However, G does not contain (C1) by Lemmas 4.4 and 4.6, (C2) by
Lemmas 4.4 and 4.7, (C3) by Lemmas 4.4, 4.7, 4.8 and 4.9, or (C4) by Lemmas 4.4, 4.6, 4.9, 4.10, 4.11
and 4.12. This contradiction completes the proof. �

To close this section, we prove the following.

Theorem 4.13. χd(G) = ∆(G) for every integer d ≥ 2 if G is an outerplanar graph with ∆(G) ≥ 2.

Proof. It is sufficient to prove χ2(G) ≤ 3 for every subcubic outerplanar graph by (1.1) and by Theorems
2.1 and 4.2. Suppose for a contradiction that G is minimal counterexample in terms of |V(G)| + |E(G)| to
this result. Clearly, G is connected, so by Lemma 4.3, G contains a vertex u of degree at most 2.

If degG(u) = 1, then assume NG(u) = {v}. By the minimality of G, G − u has a 2-defective incidence 3-
coloring ϕ′. We extend ϕ′ to a 2-defective incidence 3-coloring of G by coloring (v, uv) with a ∈ [3]\ϕ′(Iv)
and (u, uv) with b ∈ [3] \ (S ∪{a}), where S is the set of colors used at most twice among Av under ϕ′. This
is possible as |ϕ′(Iv)| = degG(v) − 1 ≤ 2 and |S | ≤ 1.

If degG(u) = 2, then assume NG(u) = {v, w}. By the minimality of G, G−uv has a 2-defective incidence
3-coloring ϕ′. Since |ϕ′(Iv)| = degG(v) − 1 ≤ 2, we are able to color (v, uv) with a ∈ [3] \ ϕ′(Iv). If
a ∈ ϕ′(Av), then color (u, uv) with b ∈ [3] \ {ϕ′(u, uw), a} to complete a 2-defective incidence 3-coloring of
G. If a < ϕ′(Av), then |ϕ′(Av)| = 2 and therefore we are still able to color (u, uv) with b ∈ [3] \ {ϕ′(u, uw), a}
to compelte the desired coloring. �

Remark 1 implies that the condition of d ≥ 2 in Theorem 4.13 is necessary. Combining Theorems 2.1,
4.2, and 4.13 together, we deduce the following.

Corollary 4.14.

defi(G) =


1 if ∆ , 1, 3,
2 if ∆ = 3,
∞ if ∆ = 1.

if G is an outerplanar graph with maximum degree ∆.

Remark 3. Since the proofs in this section are all constructive, they yield a polynomial-time algorithm
for outputting a d-defective incidence ∆-coloring whenever we input an outplanar graph with maximum
degree ∆ and an integer d such that ∆ ≥ 4 and d ≥ 1, or ∆ ∈ {2, 3} and d ≥ 2.
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We leave an open problem to close this paper.

Problem 4.15. Does every bridgeless subcubic outerplanar graph has a 1-defective incidence 3-coloring?

It would be interesting to point out that not every bridgeless subcubic graph is 1-defectively incidence
3-colorable. In the literature, a snark is a simple, connected, bridgeless cubic graph with chromatic index
equal to 4. There are many well-known snarks including the Petersen graph, which is the smallest snark.
We claim that χ1(S ) ≥ 4 for every snark S .

Suppose for a contradiction that S admits a 1-defective incidence 3-coloring ϕ. For every edge uv, let
c(uv) := ϕ(u, uv) + ϕ(v, uv) (mod 3). For every two edges ux and uy incident with u, if c(ux) = c(uy), then
{ϕ(u, ux), ϕ(x, ux)} = {ϕ(u, uy), ϕ(y, uy)}, which implies ϕ(u, ux) = ϕ(y, uy), ϕ(u, uy) = ϕ(x, ux), and thus
ϕ(u, uz) = ϕ(z, uz) for the third neighbor z of u, a contradiction. Hence the images under c of every two
adjacent edges of S are distinct and thus the mapping c : E(S ) −→ {0, 1, 2} is a proper edge 3-coloring of
S , contradicting the fact that the chromatic index of S is 4.

Note that this argument cannot return a negative answer to Problem 4.15, as every subcubic outerplanar
graph has chromatic index 3.
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