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Abstract

We evaluate the performance of novel numerical methods for solving one-dimensional nonlinear frac-

tional dispersive and dissipative evolution equations. The methods are based on affine combinations

of time-splitting integrators and pseudo-spectral discretizations using Hermite and Fourier expan-

sions. We show the effectiveness of the proposed methods by numerically computing the dynamics

of soliton solutions of the the standard and fractional variants of the nonlinear Schrödinger equation

(NLSE) and the complex Ginzburg-Landau equation (CGLE), and by comparing the results with

those obtained by standard splitting integrators. An exhaustive numerical investigation shows that

the new technique is competitive when compared to traditional composition-splitting schemes for

the case of Hamiltonian problems both in terms accuracy and computational cost. Moreover, it is

applicable straightforwardly to irreversible models, outperforming high-order symplectic integrators

which could become unstable due to their need of negative time steps. Finally, we discuss potential

improvements of the numerical methods aimed to increase their efficiency, and possible applications

to the investigation of dissipative solitons that arise in nonlinear optical systems of contemporary

interest. Overall, the method offers a promising alternative for solving a wide range of evolutionary

partial differential equations.
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1. Introduction

Nonlinear partial differential equations play an essential role as mathematical devices to describe

and analyze complex phenomena that depend continuously on space and time. In the last decades,

many scientific and technological problems have prompted the investigation of relevant nonlinear

models, like the nonlinear Schrödinger equation (NLSE) for the study of quasi-monochromatic light

propagation in nonlinear optical media and the dynamics of water and plasma waves [1, 2, 3, 4];

the closely related Gross-Pitaevskii equation (GPE) for the quantum description of Bose-Einstein

condensation [2, 5, 6]; and the complex Ginzburg-Landau equation (CGLE) for non-equilibrium

phenomena in hydrodynamics, chemical reactions and dissipative optics [7, 8]. While rigorous

theoretical results for various instances of these models have been established on solid bases, and

many of its experimental consequences verified in the laboratory, numerical methods continue to

play a crucial role by bridging the gap between theory and experiments, facilitating the devel-

opment of analytical results and suggesting experimental pathways through computer simulations.

Among the various numerical techniques employed, time-splitting methods [9, 10, 11, 12, 13, 14, 15]

combined with pseudo-spectral space discretizations [16, 17, 18, 19, 20, 21, 22] have been widely

utilized to solve many cases of the aforementioned models due to their versatility and remarkable

accuracy. For instance, the split-step Fourier method was successfully applied to the NLSE in

[23, 24, 25, 26], while the GPE has been solved using second- and fourth-order split-step Fourier

and Hermite pseudo-spectral schemes by Bao et al. [5, 6], to mention only some of the pioneering

works. The geometric preserving properties of the time-splitting schemes are particularly useful

due to the existence of conserved quantities in these models. In this regard, Antoine et al. [27]

have done an extensive review of the various numerical methods, devoting particular attention to

the conservation of dynamical invariants at the discrete level.

On the other hand, complex Ginzburg-Landau equations (CGLE) with cubic and cubic-quintic

nonlinearities –which can be considered generalizations of the NLSE that account for linear and

nonlinear dissipative effects– were investigated both theoretically and numerically by Akhmediev

et al. [28, 29] in the context of nonlinear dissipative optics phenomena. By means of extensive nu-

merical simulations based on low-order split-step Fourier schemes they identified and characterized

many kinds of stable localized solutions called dissipative solitons [30, 31, 32, 33], anticipating the

experimental observations made years later in mode-locked lasers [34].
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More recently, there has been a growing interest in generalizations of the previous models by

incorporating non-local effects, in particular fractional dispersion and diffusion in space [35, 36,

37, 38, 39, 40, 41, 42, 43, 44]. The investigation of these fractional generalizations is an ongoing

endeavor and many open questions remain to be answered, therefore the construction of robust and

dependable numerical schemes to strengthen this research line is of utmost relevance.

While standard time-splitting methods possess many desirable properties, namely preservation

of geometric invariants, those of order greater than two unavoidably require negative time steps

[45, 46], a fact that makes them unsuitable in irreversible problems due to possible unstable be-

havior, for the backward evolution is ill-posed. In a recent paper, De Leo et al. [47] introduced

a novel numerical technique based on affine combinations of Lie-Trotter integrators which retain

the benefits of the splitting strategy while using only positive time steps and thus allowing for

the application of high-order schemes to irreversible equations. Their paper is mainly devoted to

prove rigorously the convergence order of the proposed schemes, which the authors claim to be well-

suited for the solution of irreversible pseudo-differential problems, the fractional CGLE (fCGLE)

being a paradigmatic example. Although they suggest that the new schemes’ performance could

be comparable to standard splitting methods without the associated drawbacks, this claim is not

systematically explored. Therefore, the present article aims to thoroughly evaluate the efficiency

and accuracy of the high-order affine-splitting schemes introduced in [47] and assess their effective-

ness for solving the NLSE and CGLE in both the standard and fractional cases. As a byproduct of

our investigation, we also obtain new numerical results on the fCGLE that have not been reported

elsewhere.

The structure of the article is the following: in Section 2 we introduce the problems that

will be addressed and the methods used to numerically solve them, while in Section 3 we show and

discuss the obtained results for the investigated models. Section 4 summarizes the main conclusions

and perspectives for further developments and applications. In Appendix A we briefly describe the

pseudo-spectral discretization, and in Appendix B we include some analytical results and additional

details for the numerical implementation.
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2. Numerical methods

In this paper, we will be concerned with the numerical solution of one-dimensional initial value

problems (IVP) of the form
i∂t u(x, t) = Au(x, t) +B(u(x, t)), x ∈ R, t ≥ 0,

u(x, 0) = u0(x),
(1)

where A is a linear Fourier multiplier (a pseudo-differential operator) with symbol A(k) ∈ C,

Âu(k, t) = A(k) û(k, t), (2)

defined by means of the unitary Fourier Transform (FT) in x

û(k, t) := F
{
u(x, t)

}
=

1√
2π

∫
R
u(x, t) e−ikx dx, (3)

and B is a possibly nonlinear operator acting on u. The general conditions that u0, A and B

must fulfill in order for the numerical methods to be applicable are detailed in reference [47], but

suffice to say here that the framework is sufficiently general to encompass a vast array of evolution

equations including diffusion, reaction-diffusion, linear and nonlinear Schrödinger, Gross-Pitaevskii

and complex Ginzburg-Landau models. For example, we get the one-dimensional Gross-Pitaevskii

equation with a potential V (x) when A(k) = 1
2 |k|

2 and B(u) = V (x)u − |u|2u. In this work we

consider u0 ∈ L2(R).

By virtue of the possibly non-local character of linear operator A, defined in frequency space

by equation (2), we resort to pseudo-spectral methods for the space discretization of states and

operators. These methods approximate the solution globally by means of an expansion in orthogonal

functions that satisfy appropriate boundary conditions. Even though their applicability is generally

restricted to problems in simple geometries, they are nonetheless well suited for the problems

addressed in this paper, standing out for having excellent convergence properties –especially when

the solutions are highly regular– and for requiring less computational resources than finite difference

methods for achieving a given numerical precision [16, 17, 18, 19, 20, 21, 22]. On the other hand, we

approximate the evolution in time by means of time-splitting methods. In what follows, we briefly

summarize the various splitting schemes used in this work, particularly those introduced in [47],

which will form the basis of the proposed numerical methods. The details of the pseudo-spectral

discretization are deferred to Appendix A for the interested reader. Note that while alternative
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discretizations and higher dimensional problems can be addressed along with the presented splitting

schemes, in this paper we will stay within the context of one-dimensional problems to highlight

the basic structure of numerical methods in their most elementary form. Results concerning the

generalizations mentioned above will be presented elsewhere.

Evolution in time: operator-splitting methods

Operator-splitting methods (also called time-splitting, split-step or fractional-step methods) have

a long history in the solution of IVP for ordinary and partial differential equations, with origins

in problems of celestial mechanics, molecular dynamics, particle accelerators and fluid mechanics.

They are an instance of the old divide-and-conquer strategy and rely on the splitting of the IVP (1)

into two partial initial value subproblems

i∂tu(x, t) = Au(x, t), u(x, 0) = u0(x), (4)

i∂tu(x, t) = B(u(x, t)), u(x, 0) = u0(x), (5)

which are in some sense easier or more convenient to solve than the complete problem, allowing for

the application of a specialized solver for each subproblem to exploit and/or preserve some aspect of

its particular structure (e.g. qualitative properties). The splitting criteria can stem from a physical

(different phenomena), dimensional (different coordinates) and/or mathematical (linear-nonlinear

separation) rationale. Once obtained, either in exact or approximate form, the partial solutions are

appropriately combined to give an approximate solution of the complete problem. Building upon

this basic idea numerous schemes had been constructed, and there exists an ample bibliography, so

we give here only a brief account of their main features [9, 10, 11, 12, 13, 14, 15].

If ϕ(t) is the flow associated with the IVP (1), namely if u(x, t) = ϕ(t)(u0(x)) is its solution, a

first order approximation to ϕ by means of operator splitting is given by the Lie–Trotter propagator

ΦLT(∆t) = ϕB(∆t) ◦ ϕA(∆t) = ϕ(∆t) +O(∆t2), (6)

where ϕA and ϕB are the flows associated with the partial subproblems (4) and (5), respectively.

Another popular method is the Strang-Marchuk second-order scheme

ΦSM(∆t) = ϕA(
1

2
∆t) ◦ ϕB(∆t) ◦ ϕA(

1

2
∆t) = ϕ(∆t) +O(∆t3). (7)
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In general, similar composition-based splittings can be cast in the form

ΦSymp(∆t) = ϕB(bs∆t) ◦ ϕA(as∆t) ◦ · · · ◦ ϕB(b1∆t) ◦ ϕA(a1∆t), (8)

where s is the number of stages, a1 + · · · + as = b1 + · · · + bs = 1, and the coefficients are chosen

to achieve the desired order of convergence q. Within this framework, a third-order scheme was

proposed by Ruth [48] with coefficients

b3 =
7

24
, a3 =

2

3
, b2 =

3

4
, a2 = −2

3
, b1 = − 1

24
, a1 = 1,

and Neri [49] devised an efficient fourth-order scheme using

a1 = a4 =
1

2(2− 21/3)
, a2 = a3 = − 21/3 − 1

2(2− 21/3)
, b1 = b3 = 2a1, b2 = −21/3b1, b4 = 0. (9)

Even-order composition methods can be obtained in a systematic fashion by means of the con-

struction technique introduced by Yoshida in [50], where in particular an eight-stages sixth-order

(s = 8, q = 6) method is reported (which we call Yoshida6 in what follows). A valuable practical

resource for these and other composition splittings is [51], where coefficients and references of many

schemes can be found.

It is well known that schemes of the form (8) require some of the coefficients ai, bi to be negative

when the order is greater than two [45, 46], so their stability is not guaranteed in irreversible

problems which are ill-posed when integrated backwards in time. In order to overcome this drawback

while still retaining the versatility and accuracy of high-order splitting schemes, De Leo et al.

[47] have introduced a new type of additive schemes based on affine combinations of Lie-Trotter

propagators that avoid negative steps, called affine time-splitting methods. The construction of

affine schemes proceed as follows: given the partial propagators ϕA, ϕB, define the pair of adjoint

Lie–Trotter propagators as

Φ+
1 (∆t) = ϕB(∆t) ◦ ϕA(∆t), (10)

Φ−
1 (∆t) = ϕA(∆t) ◦ ϕB(∆t), (11)

and recursively construct the compositions

Φ±
m(∆t) = Φ±

1 (∆t) ◦ Φ
±
m−1(∆t), m = 2, 3, . . . (12)
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Then, the following symmetric affine combinations are introduced, involving only positive time

steps: 1

Φs
SA(∆t) =

s∑
j=1

γj

(
Φ+
j

(∆t
j

)
+Φ−

j

(∆t
j

))
. (13)

It is proved rigorously in [47] that, under appropriate hypothesis on the operators and initial data,

the flow defined by (13) converges with order q = 2n to the exact flow ϕ(∆t), if and only if the set

of coefficients γj satisfy the consistency and order conditions

s∑
j=1

γj =
1

2
, (14)

s∑
j=1

γj
j2k

= 0, 1 ≤ k ≤ n− 1. (15)

As discussed in the reference, the method is highly parallelizable, with the most consuming (last)

stage requiring the calculation of 2s Lie-Trotter evolutions. Besides, as pointed out in [52], high

order methods embed trivially (with different coefficients γj) the lower order ones, thus allowing

for the cheap computation of local error estimates, which in turn can be used to control the step

size for the construction of adaptive schemes.

In the present paper we give compelling numerical evidence showing that high-order affine meth-

ods, although not designed to preserve the underlying geometric structure of the models, exhibit

a competitive performance when compared with composition splittings in Hamiltonian problems.

Moreover, they are generally superior in terms of accuracy, stability and computational cost in

problems with irreversible dynamics. We show that this is the case even without additional opti-

mizations (namely parallelization and time-adaptivity), a subject we will discuss in another paper.

We concentrate mainly in schemes of order 2, 4, and 6, which are those of most practical value for

the intended applications.

3. Example models and numerical results

In this section we compare the properties and performance of numerical schemes based on

composition (Strang, Neri and Yoshida6) and symmetric affine splittings of order 2, 4 and 6, using

1Reference [47] also introduces asymmetric combinations. Given that symmetric methods outperform the asym-

metric ones, in this paper we use exclusively the former.
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Hermite and Fourier pseudo-spectral discretizations of states and operators (see Appendix A for

details). With this aim, we apply each scheme to approximate the solution of the IVP given in (1)

for several instances of the standard and fractional NLSE and CGLE. To assess quantitatively the

relative merit of each method, we define various metrics. In the first place, given a reference solution

uref(x, t) of the equation (known either exactly or numerically with high accuracy), we compute

with the chosen method the approximate numerical solution unum(xn, t) on the spatial grid xn

associated with the pseudo-spectral discretization and obtain its absolute error with respect to the

reference solution in the discrete L∞
x -norm, i.e. at time t we compute the maximum absolute error

on the grid

E∞(t) = max
{xn}

∣∣uref(xn, t)− unum(xn, t)
∣∣. (16)

If the model possesses dynamical invariants, we also assess the quality of the numerical solutions by

computing the relative errors of the conserved quantities. This is particularly relevant since we want

to compare the performance of the proposed affine schemes with respect to geometric integrators

explicitly designed to preserve some of these quantities. To this end, we define the relative error in

the computation of the conserved quantity Q at time t as

ϵQ(t) =
∣∣∣Q(t)

Q(0)
− 1

∣∣∣. (17)

To measure the efficiency of each scheme with respect to the previous metrics, we determine the

computational cost required to achieve a given error. This cost is estimated by counting the total

number of evaluations of the propagators ϕA and ϕB, which serve as the fundamental computational

units for all the splitting schemes. It is worth noticing that symmetric affine schemes evaluate both

propagators an equal number of times at each step, but this is not the case for the even-order

composition schemes analyzed in this article. For instance, the fourth-order scheme of Neri given in

(9) requires three and four evaluations of each propagator per step, as one of its coefficients is zero.

Additionally, the cost of evaluating each propagator can differ significantly (for example, ϕA may be

implemented as an O(N2) matrix-vector product or an O(N log2N) Fast Fourier Transform, while

ϕB may require an O(N) element-wise vector-vector multiplication). Therefore, the performance

of composition schemes can be influenced by the sequence in which the propagators are computed.

To conduct a fair comparison between the two families of splitting schemes, it would be necessary

to determine the total computing time per step for each approach. However, since this time can
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be highly dependent on factors such as implementation details, computer architecture, and soft-

ware environment, we consider more fruitful to estimate the computational cost as the number of

evaluations of the most expensive propagator. For composition schemes, this propagator is chosen

as the least invoked one, which establishes a lower bound on their computational cost, bearing in

mind that this approach may underestimate the actual cost for these schemes.

All numerical experiments were performed using both Hermite and Fourier pseudo-spectral

discretizations. When high accuracy is sought, the Fourier method achieves an absolute error E∞

lower than the Hermite method by virtue of its lower computational complexity (and thus less

round-off error), but in all cases the results are qualitatively similar and lead to identical general

conclusions. A brief account of the pseudo-spectral method is given in Appendix A. In Appendix

B we give details on the calculation of partial propagators for the various models.

The algorithms were implemented in Python 3.10.9, utilizing the numerical libraries numpy

1.22.4 [53] and scipy 1.7.3 [54], and the experiments were conducted on a laptop computer with

an Intel Core i5-10210U processor and 16 GB of RAM. The source code needed for generating the

presented results is available at the repository https://github.com/raviola/pseudosplit-paper

under a free software license [55].

3.1. The nonlinear Schrödinger equation

3.1.1. Cubic nonlinear Schrödinger equation (NLSE3)

The one-dimensional cubic nonlinear Schrödinger equation (NLSE3) is a well-known Hamilto-

nian model and thus constitutes an ideal first benchmark for the proposed schemes. The NLSE3

governs the evolution of the envelope of slowly varying quasi-monochromatic wave packets in weakly

nonlinear media with dispersion and negligible dissipation, and arises in the context of nonlinear

optics, hydrodynamics and plasma waves phenomena [1, 2, 3, 4]. It is usually given in the standard

form

i∂tu =
1

2
(−∂2x)u± |u|2u, (18)

where the minus sign corresponds to the focusing or attracting case. Its complete integrability,

obtained by the Inverse Scattering Transform (IST), implies the existence of an infinite number of

conserved quantities, among them [3]
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Figure 1: (Left) Colormap for the absolute value of the numerical solution of the NLSE3 in t ∈ [0, 10] with initial

value u0(x) = sech(x)ei
1
2
x, corresponding to a soliton with parameters η = 1, c = 0.5, ϕ0 = x0 = 0. (Right) Soliton

evolution up to t = 10.

1. the mass, particle number or energy (depending on the physical context)

M(u) =

∫
R
|u|2dx; (19)

2. the Hamiltonian or energy

H(u) =
1

2

∫
R

(
|∂xu|2 ± |u|4

)
dx. (20)

In the focusing case, the NLSE3 admits localized pulse-like waves or soliton solutions [1, 2, 3]

uNLS
sol (x, t) = η sech [η(x− ct− x0)] e

i(cx−ωsolt+ϕ0) (21)

where ωsol = (c2 − η2)/2, η and c are the arbitrary amplitude and speed of the soliton, and x0, ϕ0

are the soliton’s center position and phase at t = 0.

For the numerical example of this subsection, we chose as reference solution uref(x, t) the travel-

ing soliton given by equation (21) with parameters η = 1, ϕ0 = x0 = 0, moving with speed c = 0.5.

The discretization in space is obtained by using the Fourier pseudo-spectral method with N = 211

modes on the interval I = [−50, 50] ⊂ R (see Appendix A for details on the pseudo-spectral dis-

cretization and criteria for parameters selection). The evolution of the soliton is shown in Figure

1, as calculated with the sixth-order affine splitting with ∆t = 0.025 for t ∈ [0, 10]. It is observed
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Figure 2: (Left) Absolute error E∞ at time t = 10, as a function of the of the Fourier pseudo-spectral basis dimension

N = 2m,m = 6, . . . , 14 (in log scale), for different composition and symmetric affine time-splittings. The interval of

the Fourier basis is I = [−50, 50]. (Right) Absolute error as a function of the dimension of the Hermite basis (in

linear scale). The scaling parameter of the basis is s = 1.25. In both cases, the error is computed against an exact

reference soliton 21 with parameters η = 1.0, c = 0.5, ϕ0 = x0 = 0, and the time step is ∆t = 0.025.

the expected result, namely, the soliton moves without changing its shape and its center position

goes from x0 = 0 to x = 5 at t = 10.

The experiments that follow were conducted using both the Fourier and Hermite pseudo-spectral

methods with similar results, but some minor differences between both discretizations are worth

discussing. To this end, in Figure 2 we compare the behavior of the pseudo-spectral approximations.

The left panel of this figure shows the max-norm error of the numerical solution E∞ at t = 10 as

a function of the Fourier basis dimension N , while the right panel gives the same information for

the Hermite basis using a scaling factor s = 1.25 (this last value was selected empirically to get the

best results, see [18, 56, 57, 58] for a discussion). Spectral convergence can be clearly appreciated

for both methods (as expected owing to the infinite smoothness of the solution) up to the point

where the error in time or round-off dominate the total error. Comparison of left and right panels

reveals that, for a given splitting scheme and time step ∆t, both discretizations yield very similar

errors for a sufficiently large number N of basis functions, unless the main source of error is round-

off accumulation. This latter case is exemplified by the bottom (light blue) lines corresponding

to the highly accurate sixth-order affine splitting. It can be seen that the Fourier pseudo-spectral

method yields a lower error than the Hermite method, and the difference can be credited to its lower
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Figure 3: (Left) Absolute error E∞ at time t = 10 for the numerical solution of the focusing NLSE3, as a function

of the time step ∆t, for different composition and symmetric affine splittings. (Right) Absolute error E∞(t = 10)

vs. computational cost (efficiency plot) for the same splittings. The reference solution is the soliton (21) with

c = 0.5, x0 = ϕ0 = 0 and η = 1. States and operators are discretized by means of a Fourier pseudo-spectral method

with N = 211 modes over the interval [−50, 50] ⊂ R.

computational cost, which is O(N log2N) versus O(N2). Indeed, the lowest error is attained by the

Fourier method with N = 210 ≈ 103 when combined with the sixth-order affine method, while for

the Hermite method this happens with N ≈ 3×102. Then the cost of the Fourier method is O(104)

while for the Hermite case it is O(105). In conclusion, when the error is due mainly to round-off it

can be expected a greater accuracy with the Fourier method owing to its lower operations count.

In the rest of this subsection and for the sake of brevity we will only show the results of the

Fourier method, which will be described in certain detail, as a similar procedure will be used for

analyzing all the following examples.

The left panel of Figure 3 shows the numerical solution error E∞ at t = 10 as function of the

time step ∆t for the investigated splitting schemes, in log-log scale. The actual convergence order q

of each scheme can be inferred from the slope of the corresponding line in the central region of the

figure, and is consistent with the theoretical one. It is clearly seen in this figure that, except for the

second order scheme, affine schemes yield lower errors than the corresponding composition schemes

of the same order for a given step size ∆t. Notably, the difference in favor of the affine schemes

can be of more than one order of magnitude. Moreover, the efficiency plot shown in the right panel

of Figure 3 reveals that the greater accuracy of the fourth and sixth-order affine schemes is also
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Figure 4: (Left) Mass relative error ϵM at time t = 10 for the numerical solution of the NLSE3, as a function of

the time step ∆t, for different composition and symmetric affine splittings. (Right) Relative error ϵM (t = 10) as a

function of the computational cost. The parameters are those of Figure 3.

attained with lower computational cost than for composition schemes of the same order. When

the computational cost of the high-order schemes reaches approximately 104, the error then inverts

its decreasing tendency due to accumulation of round-off errors, which begin to dominate the total

error.

Next we investigate the complementary aspect of the numerical preservation of conserved quan-

tities, namely the mass (19) and Hamiltonian (20). To this end, in the left panel of Figure 4 we

plot the mass relative error ϵM at t = 10, as a function of the step size ∆t. In accordance with the

mass preservation property of composition schemes, constructed by composing propagators that

separately preserve the mass (see the computation of propagators in Appendix B), it can be seen

that these methods set the lower bound for ϵM across the entire range of explored ∆t, with the

second-order Strang scheme reaching the lowest error as a consequence of the lower operations

count per step, followed by the fourth and sixth-order composition schemes. It is also evident for

the composition schemes the almost linear monotone growth of ϵM with diminishing step size, due

to the accumulation of round-off errors as the total number of operations increases. On the other

hand, and in spite of not being designed to enforce this preservation property, high-order affine

schemes perform equivalently well (with errors near machine precision) if the step size is below a

certain threshold (about 10−1 for the sixth-order scheme and 10−2 for the fourth-order scheme).

Regarding the Hamiltonian conservation, the left panel of Figure 5 shows the good behavior of
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Figure 5: (Left) Relative error for the Hamiltonian ϵH at time t = 10, as a function of the time step ∆t, for different

composition and symmetric affine splittings. (Right) Idem for the computational cost. The parameters are those of

Figure 3.

affine schemes of order higher than two in terms of accuracy for all the explored step sizes. For

a given step size, the difference in accuracy between different types of schemes of the same order

can reach two orders of magnitude. Also, the computational cost required for a given accuracy is

lower for affine schemes than for composition schemes of equivalent order, when the relative error

is below ϵH ≈ 10−3, as can be seen in the right panel of the same figure. The sixth-order affine

scheme shows a particularly good overall performance.

To investigate whether the favorable preservation characteristics of affine methods are solely a

result of approximating the exact solution with high accuracy, we present the long-time behavior (up

to t = 105) of relative errors for both mass (left panel) and Hamiltonian (right panel) in Figure 6. In

this experiment, the interval is I = [−50π, 50π] and the soliton speed is c = 0.001, ensuring that the

numerical support of the solution remains well within the interval boundaries for all t. The choice of

the step size ∆t for each scheme aims to maintain a consistent computational cost C ≈ 4.8 · 107. In

the left panel, we observe that the mass relative error ϵM linearly grows with time for all methods

due to the accumulation of round-off errors. Composition schemes exhibit similar performance

with very low initial errors, consistent with the fact that each stage of composition is nearly mass-

preserving (subject to round-off and pseudo-spectral discretization errors). They clearly outperform

affine schemes of order 2 and 4. However, the sixth-order affine scheme yields the lowest mass error

in the most efficient manner even though it does not consist of mass-preserving propagators. On
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Figure 6: (Left) Relative error ϵM for the mass as a function of time t, for different composition and symmetric affine

splittings. (Right) Relative error ϵH for the Hamiltonian. The step size ∆t indicated for each method is selected in

order to give the same computational cost C ≈ 4.8 · 107, and t ∈ [0, 105]. The parameters for the reference solution

are η = 1, c = 0.001, x0 = ϕ0 = 0.

the other hand, the right panel shows the long-time behavior of the Hamiltonian relative error ϵH .

It is theoretically expected for composition methods that the error in the Hamiltonian remains

bounded and decreases with the order of the method [10, 15]. However, the figure shows that only

the Strang-Marchuk scheme adheres to this theoretical upper bound, and this assertion holds only

within the considered time span. All the other schemes exhibit an initially bounded error, then a

transition zone and finally a linear growth, which can be attributed to the accumulation of round-off

errors. Also in this case the sixth-order affine method emerges as the most efficient and accurate.

In summary, while composition schemes theoretically preserve the mass and the Hamiltonian for

the NLSE3, in practical (numerical) terms their exactness is limited by machine precision, so in this

regard we can consider the sixth-order affine method as highly competitive and almost-preserving

within the standard double-precision limits of typical computers. To leverage the theoretical proper-

ties of composition schemes would require to resort to computationally-demanding multi-precision

arithmetic calculations without direct hardware support (which, of course, could be justified in

certain applications, e.g. high-precision long-time simulations in celestial mechanics).
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3.1.2. Fractional cubic nonlinear Schrödinger equation (fNLSE3)

The NLSE3 has been generalized recently by defining the fractional derivative via the Fourier

multiplier

∂α/2x u = F−1
{
(i|k|)α/2Fu

}
, (22)

and introducing the fractional Laplace operator [36, 37, 39, 41, 42]

(−∂2x)α/2u(x) := F−1 (|k|αFu) = 1√
2π

∫
R
|k|αû(k)eikxdk, (23)

where 1 < α ≤ 2 is the Lévy index (the usual Laplacian corresponds to the case α = 2), giving the

fractional cubic NLSE (fNLSE3)

i∂tu =
1

2
(−∂2x)α/2u± |u|2u. (24)

In the focusing case (minus sign in the nonlinear term), the fNLSE (24) admits standing wave

solutions of the form u(x, t) = ψ(x)eiωt with ω ∈ R, where ψ(x) solves the nonlinear elliptic

equation [37, 38]
1

2

(
−∂2x

)α/2
ψ + ωψ − |ψ|2ψ = 0. (25)

For α < 2, no explicit solutions of (25) are known, so they must be found numerically. Like the

standard NLSE3, the fractional version conserves the mass and the Hamiltonian, which in this case

is given by

H(u) =
1

2

∫
R

(
|∂α/2x u|2 ± |u|4

)
dx. (26)

The fractional linear Schrödinger equation has been investigated by Laskin as a model for frac-

tional quantum mechanics [35]. Later, Longhi [40] presented a proposal for its optical implementa-

tion, which was experimentally realized by [44]. The fractional nonlinear Schrödinger equation has

been studied theoretically in [36, 37, 38] and numerically in [39, 41, 42].

Although it shares the hamiltonian character of the standard NLSE, no exact analytical solutions

are known for the fNLSE. This fact forces us to resort to numerically computed reference solutions

to test our methods. To this end, we construct standing wave solutions whose amplitude is obtained

by solving the nonlinear equation (25) with high accuracy, using the Newton-Krylov algorithm and

the LGMRES solver implemented in the scipy package of the numerical Python ecosystem [54].

The states are discretized using a Fourier pseudo-spectral method with N = 215 modes on the
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Figure 7: (Left) Absolute value of the numerically calculated standing wave solution of the fNLSE3 for various α and

ω = 1. (Right) Asymptotic spatial decay of the absolute value |ψ(x)| in log-log scale. When α = 2 (standard NLSE3)

the decay is exponential, while for α < 2 the decay is algebraic, and is faster for higher values of α. (Lower) Modulus

of Fourier coefficients of the fNLSE3 standing wave solutions in semi-log scale, which show exponential decay.

interval I = [−300, 300]. The amplitude of the standing wave is guaranteed to satisfy equation (25)

with an absolute tolerance of 10−12 in the max-norm. In Figure 7, we display the amplitude of

standing waves of the fNLSE3 (left panel) and their spatial decay (right panel) for ω = 1 and values

of the Lévy index α ranging from 1.2 to 2.0. The spatial decay clearly follows an algebraic law for

α < 2 and the decay rate slows down as the Lévy index α decreases. The case α = 2 corresponding

to the stationary state of the standard NLSE3 is included for comparison, with exponential spatial

decay. The lower panel of Figure 7, on the other hand, exhibits the modulus of the pseudo-spectral

Fourier coefficients for the same stationary states in semi-log scale, which in all cases show an

exponential decay. The decay rate is lower for higher values of α. These figures highlight that as
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Figure 8: (Left) Absolute error E∞(t = 10) for the numerical solution of the focusing fNLSE3, as a function of the time

step ∆t, for different composition and symmetric affine splittings. (Right) Efficiency plot. (Upper) α = 1.8. (Lower)

α = 1.3. Reference solution is uref(x, t) = ψ(x)eit, where ψ(x) is the numerical solution of (25). States and operators

are approximated using a Fourier pseudo-spectral method with N = 215 modes on the interval I = [−300, 300].

α→ 1, more Fourier modes and a wider interval are required to obtain an accurate pseudo-spectral

approximation of the standing wave envelope in the fractional case.

In order to test the splitting methods we take as reference solution the standing wave with

ω = 1, i.e. uref(x, t) = ψ(x)eit, where ψ(x) is obtained numerically as previously described. To

avoid redundancy, we show the results and make some general comments, since the procedure is

similar to that employed for the standard Schrödinger equation in the previous subsection. In the

left panels of Figure 8 we plot the error of the calculated solution at t = 10 as a function of the

time step ∆t for the investigated numerical schemes, while the right panels show the corresponding

efficiency plot. The upper panels correspond to α = 1.8 and the lower ones to α = 1.3. We observe
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Figure 9: (Left) Hamiltonian relative error ϵH(t = 10) for the solution of the focusing fNLSE3, as a function of

the time step ∆t, for different composition and symmetric affine splittings. (Right) Efficiency plot. The reference

solution is the same of Figure 8 for α = 1.8 (upper panels) and α = 1.3 (lower panels).

that the fourth and sixth-order affine schemes outperform composition schemes of the same order

in both metrics for α = 1.8. When α = 1.3, fourth and sixth-order affine schemes exhibit similar

efficiency when compared with the composition ones, but with lower absolute errors for identical

step sizes. Overall, our numerical investigation reveals that affine schemes of high order perform

increasingly better than composition schemes as the Lévy index grows from α = 1 to α = 2.

Moreover, affine schemes preserve the Hamiltonian better than composition ones for all values

of α and with lower computational cost, as exemplified in the right panels of Figure 9 for α = 1.8

(upper panel) and α = 1.3 (lower panel). With respect to mass conservation, the affine schemes

perform equivalently to composition ones only for step sizes lower than a specific threshold, as was

the case with the standard NLSE3. This threshold is approximately given by the step size for which
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Figure 10: (Left) Mass relative error ϵM (t = 10) for the solution of the focusing fNLSE3, as a function of the time

step ∆t, for different composition and symmetric affine splittings. (Right) Efficiency plot. The reference solution is

the same of Figure 8 for α = 1.8 (upper panels) and α = 1.3 (lower panels).

the affine scheme minimizes the absolute error E∞ of the numerical solution.

The extensive numerical evidence presented supports the conclusion that high-order affine

schemes are efficient and accurate for solving the standard and fractional cubic nonlinear Schrödinger

equations, outperforming composition schemes in most cases. In particular, the sixth-order affine

scheme shows great promise as a general-purpose solver for achieving high accuracy in all the

investigated metrics with modest step sizes and low computational cost.
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Figure 11: (Left) Absolute error E∞ as a function of time t, for different composition and symmetric affine splittings.

(Right) Computational cost. The parameters for the reference solution are α = 2.0, β = 0.5.

3.2. Fisher’s reaction-diffusion equation

In order to test the proposed methods in a non-conservative irreversible model, we resort to the

well-known reaction-diffusion equation of Fisher,

∂tu(x, t) = α∂2xu(x, t) + βu(x, t)(1− u(x, t)), x ∈ R, t > 0, (27)

where α is a non-negative diffusion coefficient and β a real parameter. This equation was pro-

posed originally as a model for gene propagation, having also applications in neutron diffusion in

nuclear reactors, combustion problems and population dynamics [59]. The diffusive character of

the equation poses a challenge for methods with negative time steps.

For the numerical experiment we take the initial state u0(x) = sech2(10x) discretized using the

Fourier pseudo-spectral method with N = 210 modes on the interval I = [−80, 80]. The parameters

for the model are α = 2.0 and β = 0.5. We solve the resulting ODE by means of the adaptive

Dormand–Prince 8(5,3) method with tolerances near machine precision and take this numerical

solution as reference for measuring the error of the splitting schemes. In Figure 11 we show the

error E∞ as function of the time step ∆t (left panel) and of computational cost (right panel). The

error for methods of the same order is similar for sufficiently small time steps, but higher-order

composition methods show instabilities for large time steps while affine methods exhibit a regular

behavior. From the point of view of computational cost, composition methods (particularly the

sixth-order Yoshida scheme) are slightly more efficient when they are stable. Additional numerical
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experiments show that the stability of high-order composition methods depends on the initial state

and deteriorates as the diffusion coefficient increases. The sixth-order affine scheme guarantees

both stability and efficiency when high accuracy is needed.

3.3. The complex Ginzburg-Landau equation

The complex Ginzburg-Landau equation (CGLE) is a canonical model for the description of light

propagation in nonlinear dissipative media, phase transitions, chemical oscillations, and pattern

formation [7, 8]. It can be seen as a generalized NLSE which includes linear and nonlinear gain/loss

and diffusion. Models with cubic and quintic nonlinearities have been studied in the last decades,

mainly in the context of nonlinear optics phenomena. Recently, these models have played a role

in the theoretical and experimental investigation of dissipative solitons, localized structures whose

dynamics and interactions exhibit a variety of interesting behavior, including pulsating, exploding

and bonding, as a consequence of the complex balance between linear, nonlinear and dissipative

effects [28, 29, 30, 31, 32, 34, 33].

Stressing the analogy with (18), we write the cubic-quintic CGLE (CGLE5) in the form com-

monly studied by the nonlinear optics community

i∂tu = (
1

2
− iβ)(−∂2x)u+ iδu+ (γ + iε)|u|2u+ (−ν + iµ)|u|4u, (28)

where β > 0 is the diffusion coefficient that accounts for spectral filtering, δ is the linear gain/loss

factor, and ε is related to nonlinear gain processes. The quintic (last) term, responsible for high-

order nonlinear effects, is essential for the existence of pulsating solutions [29, 30, 31, 32].

3.3.1. Cubic complex Ginzburg-Landau equation (CGLE3)

Although the CGLE is nonintegrable and has no known conserved quantities, some exact soliton

solutions have been found [28]. In particular, in the cubic case (µ = ν = 0) if δ = 0 there exist

stable arbitrary amplitude solitons of the form

uCGL
sol (x, t) = φ(x) exp(−iωt), (29)

with

φ(x) = φ̃(x) exp [i(ϕ0 + d ln φ̃(x))] , φ̃(x) = GF sech(Gx), (30)
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Figure 12: (Left) Absolute error E∞(t = 10) for the numerical solution of the CGLE3, as a function of the time step

∆t, for composition and symmetric splittings. (Right) Efficiency plot. The reference solution is the exact soliton (29)

of equation (28) with β = 0.25, G = 1, and ϕ0 = 0, i.e. uref(x, t) = 1.072 sech(x) exp [i (0.236 ln (1.072 sech(x))− ωt)].

States and operators are discretized using a Hermite pseudo-spectral method with N = 300 and scaling s = 1.

where G > 0, and d, ω and F are given by

λ =
√
1 + 4β2, ω = −dλ

2G2

2β
, d =

λ− 1

2β
, F =

(2 + 9β2)λ(λ− 1)

2β2(3λ− 1).
(31)

Taking this exact soliton with β = 0.25 and G = 1 as a reference solution, in Figure 12 we show

as usual the dependency of the error on the time step (left panel) and on the computational cost

(right panel), using in this case a Hermite pseudo-spectral discretization with N = 300 and s = 1.

Again, the superiority of the higher-order affine splittings is evident. Besides, if the time step is

larger than approximately ∆t = 0.025, composition methods of order 4 and 6 become unstable

and are unable to compute a solution, as expected due to the presence of the diffusive term which

renders the equation irreversible. Indeed, our numerical experiments show that the instability of

high-order composition methods worsens as β grows.

3.3.2. Fractional cubic-quintic complex Ginzburg-Landau equation (fCGLE5)

Recently, a fractional version of equation (28) has been investigated [43]. In this variant, as

with the fractional NLSE, the Laplace operator is substituted by its fractional generalization (23):

i∂tu = (
1

2
− iβ)(−∂2x)α/2u+ iδu+ (γ + iε)|u|2u+ (−ν + iµ)|u|4u. (32)

Please note that our notation differs slightly from that used in [43] and is more similar to the

one introduced in [29]. As far as we know, no exact solutions were found for this equation, so
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Figure 13: (Left) Absolute error E∞ at t = 10 of the numerical solution of fCGLE5 as a function of step size ∆t.

(Right) Efficiency plot. (Upper) α = 1.8. (Lower) α = 1.1. Model parameters are β = 0.1, γ = −1.0, δ = −0.2, ε =

1.7, ν = −0.115, µ = −1.0.

approximate and numerical methods are essential for the investigation of its properties. In this

subsection we compute the numerical solutions of the fCGLE5 (32) and compare them to a reference

solution obtained with an adaptive eighth-order Dormand-Prince 8(5,3) scheme, with tolerances

near machine precision [60] (see Appendix B for the implementation details). Given that no

explicit analytical expression can be found for the partial propagator ϕB of the nonlinear cubic-

quintic term, this propagator is also approximated by the same numerical integrator.

We take an initial state of gaussian shape u0(x) = 1.2 exp
(
−x2/2

)
and model parameters set to

β = 0.1, γ = −1.0, δ = −0.2, ε = 1.7, ν = −0.115, µ = −1.0, for it has been recently reported that

in this case the solution converges to a dissipative soliton [43].

In Figure 13 we plot the dependence of the absolute error E∞ at t = 10 on the time step ∆t (left

24



panel) and on the computational cost (right panel), in double logarithmic scale, for values of the

Lévy index α = 1.8 (upper panels) and α = 1.1 (lower panels), respectively. Regardless of the value

of the Lévy index, the figure shows that higher order affine integrators achieve lower errors than

composition schemes of the same order for identical time steps, with the exception of the symmetric

affine scheme of order two. Particularly, for α = 1.1 the difference can be as high as one order of

magnitude. It is worth noting that for time steps that are relatively long, specifically those with

∆t ≥ 5 · 10−1, the higher order composition methods display a slightly unstable behavior. This

instability is evidenced by the non-monotonic relationship between the error and the decreasing step

size. Although not depicted, the instability becomes more pronounced as the time step increases,

as a consequence of the negative fractional steps required by these methods and the ill-posedness

of the backward evolution driven by the diffusive term.

Complementary, the efficiency plots displayed in the right panels of the the same figure demon-

strate that, in general, high-order affine schemes perform similarly to composition schemes of equiv-

alent order, again with the exception of the order-two affine method. For α = 1.1, the sixth-order

composition scheme has better accuracy than the corresponding affine method for the same compu-

tational cost. However, this difference diminishes as the Lévy index increases, becoming negligible

as α → 2. It is important to recall that, as was mentioned in the introductory remarks, the com-

putational cost of composition schemes is calculated for the most favorable case, and therefore may

be underestimated. In light of this fact, affine methods results are highly competitive. On the

other hand, the affine schemes have not been subjected to any special optimizations, despite their

compatibility with time-adaptivity and parallelization. Taken together, these findings suggest that

there is significant potential for further optimization and improvement of affine methods beyond

what has been demonstrated in the present study, with the possibility of achieving even better

performance.

The actual shape of the solutions is depicted in Figure 14, as calculated by a sixth-order affine

Hermite pseudo-spectral method. The absolute value of the solution for α = 1.8 up to time t = 250

can be seen in the upper left panel, where the convergence to a stable solution is evident, while the

upper right panel shows in more detail the solution dynamics up to t = 30, revealing a pulsating

behavior prior to stabilization. The same information is conveyed in the lower panels for a lower

Lévy index α = 1.1. It can be observed that the solution stabilizes faster in the former case,
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Figure 14: (Left) Evolution of the absolute value of an initially gaussian state up to t = 250, which converges to a

dissipative soliton. (Right) Same evolution up to t = 30, showing details of the initial dynamics. The upper panels

corresponds to Lévy index α = 1.8, while the lower ones to α = 1.1. The remaining parameters are β = 0.1, γ =

−1.0, δ = −0.2, ε = 1.7, ν = −0.115, µ = −1.0. The solutions are computed by means of a sixth-order affine splitting

with step size ∆t = 0.025 using a Hermite pseudo-spectral discretization with N = 300.

and converges to a spatially wider soliton after a shorter period of oscillations. Contrarily, the

oscillations are wilder for α = 1.1. This is indeed the general trend as we decrease the Lévy index

from α = 2.0 to α = 1.0. The qualitative behavior shown complements results given in [43].
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4. Conclusions

We have demonstrated that the high-order affine splitting integrators first introduced in [47]

are competitive in terms of accuracy and efficiency when compared to numerical methods based

on composition splittings, performing better in most situations with respect to various metrics.

In particular, we have shown that the sixth-order affine splitting scheme offers remarkably good

overall efficiency across a wide range of cases when high accuracy is required, also for models

with conserved quantities. Thus, high-order affine splitting integrators can serve as an efficient

alternative of composition schemes in both Hamiltonian and irreversible problems, particularly in

the last case where composition schemes of order higher than two can become unstable due to

negative time steps.

Moreover, the combination of affine time-splitting schemes with pseudo-spectral space discretiza-

tions, based on Fourier and Hermite function expansions, yields a robust and efficient method for

solving evolutionary nonlinear partial differential equations in simple geometries. This approach

is effective also for non-local fractional models. Indeed, a wide variety of interesting cases have

been successfully addressed in the present paper. Through extensive numerical simulations, we

have provided evidence of the effectiveness of these methods in solving one-dimensional nonlinear

Schrödinger, reaction-diffusion, and complex Ginzburg-Landau equations, including cases with frac-

tional Laplacian operators which are of contemporary theoretical and experimental interest in the

fields of nonlinear optics, fractional quantum mechanics and anomalous diffusion. As a byproduct

of our simulations, we have found some interesting qualitative relationships between the Lévy index

and properties of dissipative solitons of the fCGLE5, which as far as we know were not reported

elsewhere. While this paper addressed exclusively one-dimensional problems, the proposed meth-

ods admit generalizations to higher dimensions by using tensor product pseudo-spectral bases in

problems posed on sufficiently simple geometries. In more complex geometries, affine splittings can

also be combined with other space discretizations, like finite-elements, finite-differences and radial

basis functions.

Finally, while not explored in this paper, it is worth noting that the possibility of time adaptivity

in affine splitting schemes opens a promising avenue for future improvements. Particularly, the pair

of fourth and sixth-order affine integrators offers a potentially efficient way to estimate the local

error and to adjust the time step in order to achieve even better accuracy with equivalent or
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lower computational cost. It is true that adaptivity is also available for some pairs of composition

schemes, as reported in [51, 61, 62] where schemes up to order q = 6 are constructed, but the special

structure of affine schemes makes them particularly attractive for the straightforward construction

of adaptive schemes of any order. Affine splitting schemes are also parallelizable, which could

significantly reduce the computational time required for large-scale simulations. The combination

of time adaptivity and parallelization presents exciting opportunities for advancing the field of

splitting methods for partial differential equation solvers, and we are currently pursuing these

options.

Appendix A. Pseudo-spectral methods

In what follows we give the general approach for the discretization of functions and operators

using the pseudo-spectral method [16, 17, 18, 19, 20, 21, 22].

If H is a Hilbert space and u : Ω → C ∈ H, we can expand u in an orthonormal basis {φj}∞j=0

u(x) =
∞∑
j=0

ûjφj(x), (A.1)

where the basis functions satisfy an orthogonality condition with respect to a weight function w(x)

(
φj , φk

)
=

∫
Ω
w(x)φj(x)φ

∗
k(x)dx = δjk∥φj∥2, (A.2)

and the spectral coefficients ûj are given by the inner products

ûj =
(
u,

φj

∥φj∥2
)
=

∫
Ω
w(x)u(x)

φ∗
j (x)

∥φj∥2
dx. (A.3)

In the pseudo-spectral method, u is approximated by truncating the expansion (A.1) to N terms

u(x) ≈
N−1∑
j=0

ũjφj(x), (A.4)

and approximating the spectral coefficients by means of a suitable numerical quadrature formula,

obtaining the pseudo-spectral coefficients

ũj :=

N−1∑
n=0

wnu(xn)
φ∗
j (xn)

∥φj∥2
. (A.5)
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The values wn, xn are, respectively, the weights and nodes of the quadrature formula, defined to

exactly compute the inner product (A.3) when u is a linear combination of {φj}N−1
j=0 , which also

implies the collocation condition

un := u(xn) =
N−1∑
j=0

ũjφj(xn). (A.6)

Formulas (A.5) and (A.6) are called forward and backward discrete transforms, respectively, and

constitute the fundamental operations of pseudo-spectral methods. In what follows we denote by

u the vector whose components are un, and by ũ the vector with components ũj .

Fourier pseudo-spectral method

For problems posed on a bounded interval I = [a, b] ⊂ R with periodic boundary conditions, it is

natural to chose a basis of complex exponentials φj(x) := exp
(
ikjx

)
with kj := 2πj/|I|, j ∈ Z; and

to use a trapezoidal quadrature formula with xn = a+n(b−a)/N and wn = (b−a)/N, n = 0, . . . , N−

1, for approximating the inner products (A.3). In this case, the pseudo-spectral coefficients are given

by the Discrete Fourier Transform

ũj =
1

N

N−1∑
n=0

une
−i 2π

N
jn, j = −N

2
, . . . ,

N

2
− 1, (A.7)

and can be computed by the Fast Fourier Transform (FFT) with complexity O(N log2N). Con-

versely, the inverse FFT allows to obtain the values un from the pseudo-spectral coefficients ũj

un =

N/2−1∑
j=−N/2

ũje
i 2π
N

jn. (A.8)

Remark 1. If the problem is posed on R and u decays rapidly as |x| → ∞, the Fourier pseudo-

spectral method can also be applied by truncating this unbounded domain to a sufficiently large

interval I, in such a way that the value of the function is negligible (i.e. near machine precision) at

the interval boundaries and outside it. An adequate selection of the interval length |I| and number

of modes N is crucial to correctly resolve the function in both space and frequency. In the examples

considered in this paper, these parameters have been suggested by numerical experimentation.

Hermite pseudo-spectral method

For problems posed on unbounded domains Ω = R, Hermite functions are frequently chosen for

the expansion (A.1) [6, 18, 42, 56, 57, 63, 64, 65, 66]. They are given by

φj(x) = cje
−x2

2 Hj(x), (A.9)
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where Hj(x) is the j-th order Hermite polynomial and cj =
(
2jj!

√
π
)−1/2 are normalization con-

stants such that
∫
R φj(x)φk(x)dx = δjk and ∥φj∥ = 1. These functions can be evaluated stably by

the three-term recursion2

φ0(x) = π−1/4e−
x2

2 , φ1(x) = π−1/4
√
2e−

x2

2 x, (A.10)

φj(x) =

√
2

j
x φj−1(x)−

√
j − 1

j
φj−2(x), j ≥ 2. (A.11)

An important and useful property of Hermite functions is that they are eigenfunctions of the Fourier

Transform

F
{
φj

}
= φ̂j = (−i)j φj , (A.12)

and also of the quantum harmonic oscillator.

With this basis, the quadrature formula (A.5) requires the nodes xn to be the zeros of the N -th

order Hermite polynomial, while the weights are given by

wn =
1

Nφ2
N−1(xn)

, 0 ≤ n ≤ N − 1. (A.13)

In practical problems it is usually useful to translate and scale the spatial coordinate by the

affine transformation x′ = sx + c, defining the modified basis functions φs,c
j (x′) = φj(

x′−c
s ). Then

the pseudo-spectral coefficients ũj are given by (A.5) but the function u has to be evaluated on

a grid of modified nodes x′n = sxn + c, i.e. un = u(sxn + c). s is the scaling factor and c is the

center of the modified basis. It is known that an adequate selection of the scaling factor s allows to

improve the rate of convergence of the series expansion in some situations [18, 56, 57]. Also, scaling

and translating is required for implementing adaptive schemes [65, 66].

Under these conditions, the forward discrete Hermite transform (A.5) is a matrix-vector product

ũ = H+ u, (A.14)

with the matrix H+ given by

H+ = φ · diag(w0, w1, . . . , wN−1). (A.15)

2In order to overcome the pitfalls related to double-precision arithmetic when evaluating Hermite functions of

high-order for |x| ≥ 38.6, we implemented the strategy given in Appendix A of [67], where also an efficient algorithm

is presented.
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φ is the matrix whose rows are the values of Hermite functions evaluated on the quadrature nodes

φjn = φj(xn), ũ is the vector of pseudo-spectral coefficients ũj , and u is the vector of approximations

un of u on the grid x′n. Conversely, the backward discrete Hermite transform (A.6) is given by

u = H− ũ, (A.16)

with H− = φT. Both transforms can be implemented with cost O(N2).

Appendix B. Computation of propagators

Linear propagator

The linear propagator ϕA solves the linear subproblem (4), which after a Fourier Transform

reads

i∂tû(k, t) = Âu(k, t) = A(k)û(k, t). (B.1)

Formally, we have the solution

û(k, t+∆t) = exp
(
− i∆tA(k)

)
û(k, t) = ϕA(∆t)û(k, t), (B.2)

where the symbol is A(k) = 1
2 |k|

α for the fNLSE, A(k) = −i(αk2 − β) for Fisher’s equation,

and A(k) = (1/2 − iβ)|k|α + iδ for the fCGLE (notice that the interpretation of parameters α, β

and δ depends on each specific model). Particularly, A(k) is real for the fNLSE3 so we have∫
R|û(k, t+∆t)|2dk =

∫
R|û(k, t)|

2dk, and by the unitarity of the FT the mass is conserved under the

linear evolution (this fact is essential for the mass-preservation property of composition schemes).

The numerical computation of the linear propagator ϕA is basis-dependent and in what follows we

describe it using Fourier and Hermite methods, respectively.

Fourier method

Using the Fourier pseudo-spectral discretization, the time evolution of pseudo-spectral coeffi-

cients is approximated by

ũj(t+∆t) = exp
(
− iA(kj)∆t

)
ũj(t), j = −N

2
, . . . ,

N

2
− 1. (B.3)

In vector form

ũ(t+∆t) = exp
(
− i∆tA(k)

)
⊙ ũ(t), (B.4)
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where ⊙ denotes element-wise multiplication of vectors, exp is the vectorized exponential function

and A(k) is the vector whose components are the values of the symbol A at wave-numbers kj . The

approximation ΦA of the linear propagator ϕA by the Fourier pseudo-spectral method is thus given

by

ΦA(∆t)u(t) := u(t+∆t) = F−1
N

(
exp

(
− i∆tA(k)

)
⊙ FNu(t)

)
, (B.5)

where FN denotes the Discrete Fourier Transform for N points.

Hermite method

For the Hermite method, we approximate u by its projection on the linear subspace spanned

by the first N Hermite functions {φj}N−1
j=0 , equation (A.1). The action of the linear operator A on

this subspace is completely determined by the matrix of inner products

Âmn =
(
Aφm, φn

)
=

(
Âφn, φ̂m

)
= (−i)n−m

∫
R
A(k)φm(k)φn(k)dk, 0 ≤ m,n ≤ N − 1, (B.6)

where we used the definition of A as a Fourier multiplier (2), the unitarity of the FT (3) and the

eigenfunction property (A.12) of Hermite functions. Given that is generally not possible to exactly

calculate the integral (B.6), we resort to a Gauss-Hermite quadrature with N ′ points

Âmn ≈ Ãmn := (−i)n−m
N ′−1∑
j=0

wjA(kj)φm(kj)φn(kj), 0 ≤ m,n ≤ N − 1. (B.7)

The quadrature is exact if exp
(
k2
)
A(k)φp(k)φq(k) = A(k)Hp(k)Hq(k) is a polynomial of order

2N ′ − 1 or less, namely if A(k) is a polynomial of order not higher than 2(N ′ − N) + 1. This

condition is fulfilled in all the non-fractional models considered in this paper by selectingN ′ = N+1,

for the symbol is a complex polynomial of degree not higher than two. For models with fractional

Laplacians, more quadrature points are needed in order to give an accurate Hermite pseudo-spectral

representation of the linear operator. However, this is not particularly troublesome since the matrix

must be calculated only once and this can be done with any required precision without an essential

penalty on performance. The pseudo-spectral coefficients of Au in the Hermite basis are then(
Ãu

)
m

=

N−1∑
n=0

Ãmnũn, (B.8)

and the Hermite pseudo-spectral discretization of A thus transforms the infinite-dimensional partial

linear subproblem (4) into a finite-dimensional system of ODE

i∂tũm =

N−1∑
n=0

Ãmnũn, m = 0, . . . , N − 1, (B.9)
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that in matrix form reads

i∂tũ = Ãũ. (B.10)

Its solution is

ũ(t+∆t) = exp
(
−i∆tÃ

)
ũ(t). (B.11)

The matrix exponential is computed via the expm function in scipy [54]. To obtain the discrete

approximation ΦA of the propagator ϕA in grid space we apply the forward and backward discrete

Hermite transforms

ΦA(∆t)u(t) := u(t+∆t) = H− exp
(
−i∆tÃ

)
H+u(t), (B.12)

and thus the action of the discrete propagator ΦA(∆t) on the discretization of u obtained by the

Hermite pseudo-spectral method can be computed as a matrix-vector product with cost O(N2).

Nonlinear propagator

For all the models considered, the nonlinear propagator ϕB is diagonal in space. In what follows,

we give analytical solutions for the nonlinear propagators of all models investigated in this paper,

which can be numerically computed by means of an element-wise function evaluation on the grid

points xj with cost O(N).

The nonlinear sub-problem for the cubic nonlinearity of the fNLS3 and CGLE3 models is

i∂tu(x, t) =
(
γ + iϵ

)
|u(x, t)|2u(x, t), (B.13)

and has the solution

u(x, t) = u(x, 0) exp
(
(ϵ− iγ)

∫ t

0
|u(x, t)|2dt

)
, (B.14)

which can be obtained exactly by taking into account that

∂

∂t
|u|2 = 2Re

{
∂u

∂t
u∗

}
= 2Re

{
−i

(
γ + iϵ

)
|u|4

}
= 2ϵ|u|4. (B.15)

In particular, for the fNLSE3, ϵ = 0 and γ = ±1, and thus

u(x, t) = u(x, 0) exp
(
± i|u(x, 0)|2t

)
=: ϕB(t)

(
u(x, 0)

)
, (B.16)

so the nonlinear evolution conserves the mass M =
∫
R|u|

2dx. For the CGLE3, in general ϵ ̸= 0 and

|u(x, t)|2 = |u(x, 0)|2

1− 2ϵ|u(x, 0)|2t
, (B.17)
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so the exact solution for the nonlinear subproblem is

u(x, t) = u(x, 0) exp
(
− 1

2

(
1− i

γ

ϵ
) ln

(
1− 2ϵ|u(x, 0)|2t

))
= ϕB(t)

(
u(x, 0)

)
. (B.18)

From (B.17) it is evident that in this case necessarily

t <
1

2ϵ|u(x, 0)|2
, (B.19)

otherwise the solution blows up. This condition imposes an upper bound on the step size for the

nonlinear propagator, that depends on ϵ and on the maximum modulus of the solution.

For a quintic nonlinearity, it can be found an exact solution in an analogous way (although this

case was not explored in the present paper).

For the cubic-quintic nonlinearity of the fCGLE5 model, it is not possible to find an explicit

exact solution, so we resort to a numerical propagator computed using the adaptive Dormand-Prince

8(5,3) scheme implemented in scipy [54].

For Fisher’s equation, the nonlinear subproblem is i∂tu(x, t) = −βu2(x, t), so the nonlinear

propagator ϕB is given by the analytical expression

ϕB(∆t)u(x, t) := u(x, t+∆t) =
u(x, t)

1 + u(x, t)β∆t
. (B.20)
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