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ABSTRACT

Heart disease is one of the significant challenges in today’s world and one of the leading causes of
many deaths worldwide. Recent advancement of machine learning (ML) application demonstrates
that using electrocardiogram (ECG) and patients’ data, detecting heart disease during the early stage
is feasible. However, both ECG and patients’ data are often imbalanced, which ultimately raises
a challenge for the traditional ML to perform unbiasedly. Over the years, several data level and
algorithm level solutions have been exposed by many researchers and practitioners. To provide
a broader view of the existing literature, this study takes a systematic literature review (SLR)
approach to uncover the challenges associated with imbalanced data in heart diseases predictions.
Before that, we conducted a meta-analysis using 451 reference literature acquired from the reputed
journals between 2012 and November 15, 2021. For in-depth analysis, 49 referenced literature
has been considered and studied, taking into account the following factors: heart disease type,
algorithms, applications, and solutions. Our SLR study revealed that the current approaches encounter
various open problems/issues when dealing with imbalanced data, eventually hindering their practical
applicability and functionality.

Keywords Deep learning · ECG · Heart disease · Imbalanced data · Literature review · Machine learning

1 Introduction

Cardiovascular diseases (CVD) are one of the leading causes of death globally [1]. Some of the most known CVD
includes coronary heart disease, cerebrovascular disease, peripheral arterial disease, rheumatic heart disease, and
congenital heart disease. According to the world health organization (WHO), around 17.9 million people die every
year due to heart-related complications and heart disease. More than four out of five CVD deaths are due to heart
attack and strokes. Unhealthy diets, low physical activity, alcohol abuse, and tobacco use are some of the potential risk
factors that accelerate heart-related complications. As a result, intermediate-risk factors such as blood pressures, high
blood glucose levels, extreme blood lipids, overweight, and obesity are observed among the individuals [2]. However,
identifying those at high risk of CVD at the early stages and providing appropriate treatments can prevent unexpected
and premature deaths.
More than three-quarters of all deaths from cardiovascular disease (CVD) are in low- and middle-income nations [2].
With the growing population and number of heart disease patients, it is becoming more challenging to provide individuals
affordable diagnoses in a less developed country like Bangladesh, India, and some African nations, where proper
screening procedures for patients with heart disease symptoms are still questionable due to financial crisis, less access
to adequate and equitable health care equipment and facilities [3, 4]. Additionally, with existing facilities, it is not
affordable for the general people to take the opportunity to diagnosis heart disease.
Electrocardiogram (ECG) is employed to diagnose CVD. However, visually identifying long-term ECG abnormalities
takes time and effort. With the advent of machine learning (ML) applications in the medical domain, many researchers
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and practitioners found machine learning-based heart disease diagnosis (MLBHDD) systems as cheap and flexible
approaches [5, 6, 7]. As a consequence, several studies proposed MLBHDD using different heart disease datasets [5, 8,
9]. For instance, Bashir et al. (2016) used various machine learning approaches such as Naive Bayes (NB), Decision
Tree (DT) based on Gini index, DT based information gain, instance-based learner, and Support Vector Machines
(SVM) to develop an ensemble-based model to focus on prediction and analysis of heart patients and achieved an
accuracy of 87.37% [10]; Daraei and Hamidi (2017) presented an ML-based Myocardial infarction (MI) prediction
model using J48 algorithms and reported 82.57% accuracy [11]. Recently, Deep Learning (DL) added an additional
layer and demonstrated the benefit of developing data-driven heart disease diagnosis approaches with an accuracy close
to 100%. A Convolutional Neural Network (CNN) based coronary heart disease diagnosis model by Dutta (2020) [12],
Deep Neural Network (DNN) based model, named CraftNet by Li et al. (2020) [13] are some of the examples out of
many proposed DL based heart disease diagnosis model.
One of the potential drawbacks of machine learning (ML) and the DL-based solution is that in many cases, there is no
proper explanation of the models’ behaviors during the final predictions [14]. For instance, a Deep Learning-based
model contains several hidden layers, but it is difficult to interpret how each layer contributes during the final prediction,
in most cases [15]. Apart from this, the biased performance of ML algorithms towards the majority class is another
potential challenge. A majority class occurs when a data set contains maximum value in one class compared to other
classes, also known as the imbalanced dataset [16]. Therefore, questions remain regarding the ML-based models’
performance in terms of biasness, fairness, and interpretability [14]. Thus, there is a need to identify the recent trend,
techniques, gaps, and future opportunities related to ML-based heart disease diagnosis.
Table 1 presents an overview of some of the previously published literature reviews on heart disease diagnosis using
ML approaches. From Table 1, it can be observed that most of the referenced literature emphasizes machine learning
approaches while the systematic literature review (SLR) is mostly ignored. For instance, Benhar et al. (2020) published
an SLR whose primary concern was different ML algorithms and data preprocessing techniques used in heart disease
diagnosis [17]. However, most of the existing heart disease dataset contains imbalanced data; therefore, the performance
of ML on imbalanced heart disease data is also required to be analyzed; some of the studies conducted the traditional
literature review that did not follow the proper SLR process [18, 19]. Additionally, many studies did not provide the
time periods of the considered literature [20, 21]. Therefore, with the rising of ML-based diagnosis, it is necessary to
conduct an SLR that may bridge the gap between existing surveys by providing SLR with meta-analysis.

Table 1: Related research

Paper title Time pe-
riod

Study focus Algorithms Imbalance
chal-
lenges

Evaluation
metrics

Meta
analy-
sis

Content
analy-
sis

SLR

Data preprocessing for heart disease
classification: A systematic litera-
ture review [17]

2000-
2019

Data preprocessing X X X X X

Effective prediction of heart dis-
ease using data mining and machine
learning: a review [20]

Not spec-
ified

Data mining and Algorithm
techniques

X X

Machine learning based heart dis-
ease diagnosis using non-invasive
methods: a review [21]

Not spec-
ified

Features, samples, algorithms X X

Diagnostic accuracy of machine
learning models to identify con-
genital heart disease: a meta-
analysis [19]

Until
march
31, 2020

Estimating diagnostic accu-
racy of machine learning mod-
els

X X X X

An exhaustive review of machine
and deep learning-based diagnosis
of heart disease [18]

Not spec-
ified

kinds of test data, characteris-
tics, retrieved signals from pa-
tients, sources of standardized
data sets, feature extraction
and feature reduction tech-
niques

X X X

Our study 2012-
2021

Machine learning application
in heart disease diagnosis

X X X X X X

In light of the rising number of articles published in MLBHDD, it is important to devise new insights and research
directions based on the current body of knowledge. As a result, a systematic literature review (SLR) is carried out
using 451 research papers that have been pooled from the Scopus database. Initially, collected 451 papers were used to
conduct metadata analysis, and among them, 49 papers are being used for in-depth analysis. The fundamental goal of
the metadata analysis is to address the following research questions: what are the top contributing countries, institutions,
and subject areas? Who are the potential authors? How much research is incorporated with fundings? The in-depth
analysis of 49 papers addressed the following research questions: What are the current machine learning and deep
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learning-based approach used in heart disease diagnosis? What are the current strategies to handle datasets containing
an imbalance class ratio?
The end goal of the SLR is to serve as a reference point for both theorists and practitioners, not only providing an
overview of recent trends and techniques but also by identifying the research gap that might help in developing an
advanced MLBHDD model. The following section rest of the paper is organized as follows: in Section 2 the SLR
methodology is briefly explained, followed by the observations and findings in Section 3. Finally, Section 4 summarize
our findings, followed by the identification of opportunities for future work in Section 5.

2 Methods

A systematic literature review (SLR) is a review in which questions are formulated and systematic and explicit
procedures are used to find, select, and critically appraise relevant research in order to gather and evaluate data from
the studies included in the review [22]. This method is chosen because it provides an accurate and reliable manner to
synthesize academic literature and is widely accepted in many research domains. The SLR is reported in accordance
with the Preferred Reporting Information for Systematic Reviews and Meta-Analysis (PRISMA) recommendations.
This study does not need ethical approval. Even though PRISMA is not a quality assessment approach, it is acceptable in
the research domain due to its 27-evidence based checklist and four-phase analysis, ultimately providing the opportunity
of clarity and transparency of any systematic literature reviews (SLR) [23].

2.1 Identification of the data

A comprehensive search study was executed using Scopus integrated database, including all major publishers such as
Emerald, Taylor and Francis, Springer, IEEE, and Willey. Scopus database has been considered a reliable database by
many researchers to conduct SLR due to high-quality indexing contents [24, 25]. The search spans from 2012 through
November 15, 2021, and includes all relevant publications published within this period. When searching for relevant
publications, we have used keywords like "heart," "machine learning," "imbalance," "diagnostic," and "deep learning.
To broaden the search area, the Boolean operators are used along with different keywords.
The search method was created and implemented by one investigator (M.A.) with the help of another investigator (Z.S.).
Controlled vocabulary and related keywords are strictly followed to narrow down the search radius appropriately. The
overall search strategy is demonstrated in Fig. 1.

2.2 Screening initial data and determining eligibility

Using selected keywords, the initial search in the Scopus database displayed 5055 articles. Once the year limit was
applied from 2012 to November 15, 2021, the number of articles was reduced to 2710. Given the restriction of document
type, language, filter by subject area, filter by keywords limits the total number of articles to 468. After using keywords,
search procedure, 468 articles were identified for the title and abstract screening. Resulted of 468 article information
was imported by one investigator (Z.S.) as excel CSV data for future investigation. Duplicates were identified and
removed using excel duplicate functions. Then the remaining unique 451 articles titles and abstracts were screened for
further inclusion. Two reviewers (M.A. and Z.S.) independently screened 451 articles titles and abstracts and used a
standard extraction form. Conflicts were resolved by discussion. The study that is not relevant to machine learning but
related to heart disease or vice-versa was excluded.
Additionally, reviews, non-human studies, and book chapters were also excluded from this study. After title and abstract
screening total of 49 articles were read in full-text, and all 49 articles met all inclusion criteria. Fig. 1 presents the
exclusion and inclusion procedures used during this study. There were several reasons for excluding the article for the
full-text screening:

1. Not containing imbalance data analysis methods

2. Only focused on models’ performance instead of the possible limitations

3. Not a peer review journal article

4. Full-text inaccessibility

3 Observations and findings

The results of the metadata analysis and insights are presented in the following section. The findings were based on a
content analysis of 49 publications and a metadata study of 451 selected papers.
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Figure 1: Flow diagram of the PRISMA approach utilized in this research

3.1 Metadata analysis

The metadata study included 451 papers organized by year, journals, authors, countries, subject areas, funding, and
institution.

3.1.1 Publication by year

Fig. 2 shows the number of papers published on heart disease using ML approaches over the past ten years based
on our selected 451 papers. From 2012 to 2020, the steady growth of the publication is observed, while there is an
exponential growth in 2021. For instance, the number of papers published in 2020 was around 48, while in 2021, it
is 92. Moreover, over time it can be seen that the importance of imbalance classification problem in heart disease
diagnosis gets much attention. The number of papers published in 2021 is significantly higher than in any previous year.
As a result, increased attention and concern are being dedicated to heart disease diagnosis with imbalance classification
problems, parallel with other data-driven challenges.

3.1.2 Scholarly journal articles published between 2012 and 2021

Fig. 3 indicates that of the 451 publications, the most were published in Scientific Reports, with eight. This equates
to 1.77 percent of the total. However, considering ten years of publications, MLBHDD papers in scientific Report is
relatively low. For instance, among 451 papers, the number of published articles for Journal of Critical Care Medicine
and International Journal of Intelligent Engineering and Systems are just 3, even though they are the top ten journals in
terms of a maximum number of papers published.
Thus, it can be assumed that publications by journals are very diverse, and no single Journal dominates this field in
terms of published articles in heart disease diagnosis. Among all the Journals, the Critical Care Medicine Journal has
the highest impact factors (7.598), and Scientific Report is the second-best Journal with impact factors of 5.133, as
shown in Table 2.

3.1.3 Publication by authors

According to Fig. 4, Mahek Shah has published the most publications on MLBHDD (6 out of 451). Simultaneously,
Javier Ripollés-Melchor and Gopal Krushna Pal ranked second by publishing five articles. 14 authors, on the other
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Figure 2: Publications of ML-based heart disease diagnosis (MLBHDD) by year

Figure 3: Publications by Journals
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Table 2: Top ten Journals with impact factor
Journals Impact

factor (2021)

Scientific Reports 5.133
Computers in Biology and Medicine 4.589
Biomedical Signal Processing and Control 3.137
Pediatric Nephrology 3.174
Pace - Pacing and Clinical Electrophysiology 1.156
International Journal of Intelligent
Engineering and Systems 1.17
Frontiers in Physiology 4.134
BMC Medical Informatics
and Decision Making 2.796
Critical Care Medicine 7.598
American Journal of Medicine 4.76

Figure 4: Top 10 authors in heart disease analysis

hand, published three papers over the years and were all listed among the top ten authors. Despite this, the number of
individual published articles is relatively low when compared to the ten years of analysis.

3.1.4 Publication by citations

More often, citation of the papers also provides a schematic view of the influential authors in the relevant domains.
Table 3 presents the ten most cited articles in the Scopus database until November 2021. However, the number of
citations may differ slightly with google scholar due to their different indexing procedure and time. From Table 3, it can
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Table 3: Top 10 cited papers published in MLBHD between 2012-2021

Author Paper title Total citations Total citation/year

Acharya et al. (2017) [26] A deep convolutional neural network model to classify heartbeats 448 89.6
Nahar et al. (2013) [5] Computational intelligence for heart disease diagnosis:

a medical knowledge driven approach 155 17.222
Plawiak et al. (2020) [27] Novel deep genetic ensemble of classifiers for

arrhythmia detection using ECG signals 103 51.5
Novikov et al. (2018) [28] Fully Convolutional architectures for

multiclass segmentation in chest radiographs 92 23
Rajesh et al. (2018) [29] Classification of imbalanced ECG beats using

re-sampling techniques and AdaBoost ensemble classifier 63 7
Yang et al. (2018) [30] Automatic recognition of arrhythmia based on

principal component analysis network
and linear support vector machine 61 15.25

Sellami et al. ( 2019) [31] A robust deep convolutional neural network
with batch-weighted loss for
heartbeat classification 57 19

Awad et al. (2019) [32] Early hospital mortality prediction of
intensive care unit patients using an
ensemble learning approach 51 10.2

Sakr et al. (2017) [33] Comparison of machine learning techniques
to predict all-cause mortality using fitness
data: the Henry ford Exercise testing (FIT) project 32 6.40

Awan et al. (2012) [34] Machine learning-based prediction
of heart failure readmission or death:
implications of choosing the right model
and the right metrics 28 9.33

be observed that the paper published by Acharya et al. in 2017 received the maximum number of citations (448) and
89.6 citations per year [26]. Table 3 shows that all of the authors referred between 28 and 448 times that considered
MLBHDD between 2012 to 2021.

3.1.5 Publication by countries

Fig. 5 showed that the United States published the most publications in MLBHDD, up to 16% of the total 451 referenced
literature. Respectively, China and India are placed 2nd and 3rd by publishing 41 (9.1%) and 24 (5.0%) papers. It has
become clear that the USA dominates in this research field by publishing 16% of the papers while Asian countries
like China, India, and Japan’s combined publication is around 17%. Thus, it could be concluded that researchers and
practitioners in the USA emphasized more on MLBHDD related papers than any other nation.

3.1.6 Most frequently words used in the titles and keywords

Table 4 presents the most frequent single, double and triple keywords that appeared in the titles of the papers. The
most frequently used keywords are determined using the R-software tool. Even though our primary objective was to
identify and analyze the article that solely focused on the terms like machine learning, deep learning, imbalance class,
heart disease, surprisingly, we found that for single keywords, only "heart" and "disease" placed among the top most
used words by the authors in the titles. For instance, "heart" is the most used single keyword (115), "heart failure" (38)
as double keywords, and "heart rate variability" (17) as triple keywords have appeared as the most frequently used
keywords in the titles.
However, we found interesting results when we focused on authors’ keywords in keyword sections of the papers. Table 5
shows the most frequently used words in keyword sections of the papers. "heart failure" and "heart rate variability" is
the most common word used in keywords (35 times), followed by "machine learning" (27) and "deep learning" (17),
which are 2nd and 3rd most common words chosen by the authors in the keyword sections.

To find the most prevalent terms in a complicated setting, a word cloud is a simple way to detect the common themes
and keywords that are utilized in the referenced articles. Software generated word clouds are shown in Fig. 6, with
larger and bolder fonts showing the most often used words and smaller and more common fonts highlighting the less
frequently used phrases.
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Figure 5: Top ten countries that contributed to MLBHDD literature

Table 4: Most frequent single, double and triple keywords from the titles

Unigrams Frequency Bigrams Frequency Trigrams Frequency

Heart 115 Heart failure 38 Heart rate variability 17
Patients 98 Heart rate 25 Coronary artery disease 7
Cardiac 87 Heart disease 20 Acute kidney injury 6
Disease 40 Myocardial infarction 17 Chronic heart failure 6
Failure 40 Rate variability 17 Coronary heart disease 6
Study 38 Cardiac Surgery 15 Heart failure patients 6
Autonomic 32 Fluid overload 12 Intensive care unit 6
Surgery 32 Left ventricular 12 Convolutional neural network 5
Learning 28 Machine learning 12 Heart disease prediction 5
Cardiovascular 27 Coronary artery 11 Acute myocardial infarction 4

Table 5: Most frequently utilized words in keyword sections
Terms Frequency

Heart failure 35
Heart rate variability 35
Machine learning 27
Deep learning 17
Myocardial infarction 13
Classification 12
Cardiopulmonary bypass 10
Mortality 10
Stroke 10
Autonomic nervous system 9
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Figure 6: Word cloud for most frequently used keywords in MLBHDD publications

3.1.7 Publication by institutions

Fig. 7 illustrates leading publications by author’s affiliation. The Figure shows that Fukushima Medical University, Japan
published the highest number of papers in MLBHDD literature. The institutes published 27 articles, approximately 6%
of the total 451 published papers. University of Oxford, England, is the second institution with the highest number of
papers published, followed by the University of São Paulo Medical School, Brazil. It is interesting to observe that, even
though the USA is the top country considering the publications, USA-based University, The University of Texas Md
Anderson cancer center institute placed 4th. On the other hand, while Japan placed 9th out of the top ten countries in
terms of institutions, Japan-based University, Fukushima Medical University, positioned 1st. Thus, it could be assumed
that the authors from Fukushima Medical University are more active than any other institution in terms of collaborative
works.

3.1.8 Contribution by subject area

Fig. 8 demonstrates that multiple domains published heart disease diagnosis-related literature. However, Medicine is the
most dominated subject area where pooled literature is around 55%. The second most researched subject is computer
science (11.10%), followed by biochemistry (10.30%). Apart from this, other disciplines such as engineering, health
professionals, and decision sciences also published several research papers, indicating the growing interest in heart
disease-related research in multi-discipline.

3.1.9 Publication by funding

Fig. 9 demonstrates the number of research papers related to funded projects. The number of articles published between
2012 to 2018 fluctuated in terms of funding sources. However, from 2019 to 2021, exponential growth is observed,
indicating that the MLBHDD draws attention to researchers, practitioners, and the funder, ultimately reflected by the
increase of funded and published research.
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Figure 7: Top ten institutions based on number of publications

Figure 8: Maximum number of publications based on subject areas
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Figure 9: Number of papers incorporated with funding sources over the times

3.2 Insights of MLBHDD

This section examines 49 studies that focus on imbalanced data, heart disease, and machine learning. The objective is to
conduct an in-depth analysis of those 49 publications in terms of concept, technique, trends, and future scopes that may
provide insights to theorists and practitioners.

3.2.1 Disease types

With the advancement of ML-based approaches, researchers and practitioners adopted data-driven approaches to
diagnose heart-related disease using electrocardiogram (ECG) signals. However, the patients face problems like delayed
diagnosis due to the undergo of different routine tests and consult a doctor only after the symptoms become severe. In
contrast, ML-based approaches allow early-stage diagnosis, which can be conducted by the subject himself on a routine
basis utilizing low-cost and compact sensors [10].
Heart disease can be identified at an early stage by analyzing heartbeat rhythms. Heartbeat can be divided into five
categories: non-ectopic, supraventricular ectopic, ventricular ectopic, fusion, and unknown beats. The occurrence
of abnormal heartbeat is also known as arrhythmia. Among the selected 49 literature, at least 13 papers considered
arrhythmia due to its fatal consequences. It is one of the primary causes of morbidity and mortality among cardiac
patients [30]. Therefore, early diagnosis is essential to provide adequate treatment and medication for patients suffering
from cardiac arrhythmia. For instance, Yang et al. (2018), developed a novel heart disease recognition method using a
Linear Support Vector machine to detect arrhythmia and achieved around 97.77% accuracy for the imbalance data and
97.08% accuracy for the noise-free ECGs [30]. Romdhane et al. (2020) proposed a CNN-based heartbeat segmentation
approach to identify arrhythmia and achieved an accuracy of 98.41% [35]. Both studies were carried out using the
MIT-BIH arrhythmia heart disease open repository dataset. On the other hand, Che et al. (2021) utilized a CNN-based
approach to extract ECG signal temporal information using real-world data [36].
Most of the researcher uses the tabular dataset to detect different types of heart disease using machine learning
approaches. Instead of specifying the disease, most authors used heart disease as a general term. For instance, Nahar et
al. (2013) [5] and Gan et al. (2020) [37] both studies reported their result considering heart disease using the Cleveland
dataset. The dataset contains 13 attributes to detect whether the patients have heart disease or not instead of any specific
heart disease.
Fig. 10 illustrates the most frequently heart-related disease reported by the referenced literature. From the Figure, it can
be seen that “heart arrhythmia” and “cardiovascular disease” is the biggest cluster considering any other heart-related
disease in terms of the number of papers. For instance, Minou et al. (2020) developed a classification technique
using Random Forest (RF) and Decision Trees (DT) to detect cardiovascular disease [38]. Kumar and Ramana (2021)
proposed NN-based approaches to diagnosis the prognosis and severity of patients with cardiovascular disease [39].
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Figure 10: Illustration of most frequently heart-related disease reported by the reference literature (developed by
VOSviewer software)

Apart from this, some other studies reported cardiac arrest [40, 7], coronary heart disease [9, 12], and Myocardial
infarction (MI) [9, 41] taking into account the MLBHDD approaches.

3.2.2 Machine learning algorithms

From Table 6, it can be easily understood that, over the years, researchers and practitioners displayed more interest on
DL algorithms instead of traditional ML in developing MLBHDD models. Among 49 studies, at least 27 adopted a
DL-based approach to developing a heart disease diagnosis model. For instance, Awan et al. (2019) used Multi-layer
Perceptron (MLP) to predict heart failure patients’ readmission within 30 days. Preliminary computational results show
that, the proposed model can detect the heart failure patients with 48% sensitivity and 70% specificity [34]. Li et al.
(2020) proposed a Deep Neural Network (DNN)-based model named craftNet to accurately recognize the handcraft
features to detect cardiovascular disease and achieved accuracy between 86.82% to 89.25% [13]. Dixit and Kala (2021)
introduced 1D CNN model in order to detect heart disease patients in the early stage using cost-effective and compact
ECG sensor. Their primary result shows that, with 300 actual patients’ data, model is capable of detecting heart disease
patients 93% of the time accurately [42].
The second most adopted algorithm by the researcher is Support Vector Machines (SVM). For instance, Liu et al. (2012)
used SVM to develop intelligent scoring systems for predicting cardiac arrest within 72 hours [7]. Shah et al. (2020)
tested SVM along with Random Forest (RF), Ordinal Regression, Logistic Regression (LR), and NB on the Cleveland
dataset to detect heart disease patients. Among all algorithms, SVM demonstrated the best performance by achieving an
accuracy of 95% [43]. Apart from SVM and CNN based approaches, other algorithms such as ensemble learning [44],
k-Nearest Neighbors (kNN) [41], DT [38], linear Discriminant Analysis (LDA) [45], Bayesian Networks (BN) [8] are
quite a few among many ML-based algorithms that are adopted by the researchers in developing MLBHDD model.
However, recently, many researchers show that, for balance and imbalance datasets, in both cases, Generative Adversarial
Network (GAN) performed better than any existing methods. In consequence, some of the published literature in 2021
proposed GAN based model [46, 18, 47]. For instance, Wang et al. (2021) proposed a novel GAN-based approach
called CAB that can handle imbalance-related problems, and classification accuracy is around 99.71% for arrhythmia
patients [46]. Rath et al. (2021) proposed a model combination of Long Short Term Memory (LSTM) and GAN that
can accurately detect heart disease patients from the MIT-BIH dataset up to 99.4% [18]. Fig. 11 displayed the most
used algorithms based on selected 49 referenced literature. The Figure shows that CNN is the most widely adopted
algorithm by researchers and practitioners, followed by SVM.
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Figure 11: Most frequent Machine learning algorithms used in referenced literature

3.2.3 Imbalance challenges

At the beginning of the study, one of the main goals was to identify the heart disease-related literature that considered
imbalance data. However, after screening through most of the articles, it was observed that, the maximum study either
uses actual data or adopted data from different open sources and in both cases, datasets were imbalanced. Therefore,
during the quality assessment, it was identified that all 49 articles contained experimental results that are derived from
the imbalanced dataset. However, not all of the studies deemed imbalanced data as a potential challenge. Most of the
earlier studies were unaware of the impact of imbalanced data on model performances, which was addressed by many
recent referenced literature. In that sense, different authors use different approaches to handle the imbalance issues. For
instance, while Exarchos et al. (2015) [8], Bashir et al. (2016) [10], and Acharya et al. (2017) [26] rely on data level
solutions, studies conducted by Yang et al. (2018) [30], Sellami and Hwan (2019) [31], Lopez et al. (2020) [48], and
Gu and Cai (2021) [49] utilized algorithm level solutions to handle imbalanced data problems. From this observation, it
was also understood that many recent researchers prefer algorithm-level solutions instead of data-level solutions due to
their low time complexity issues. Among all of the existing data level solutions, Synthetic Minority Over-Sampling
Techniques (SMOTE) is most widely used, as shown in Fig. 12. For instance, Krishnan et al. (2021) proposed Recurrent
Neural Network (RNN) and LSTM-based approaches to detect heart patients using the Cleveland dataset, where
SMOTE is applied to balance the data, and the overall model accuracy was around 98.5% [50]. Rai and Chatterjee
(2021) used SMOTE-TomekLink along with CNN and LSTM to detect MI [51]. Apart from SMOTE, other data level
approaches such as Under-Sampling [52] and Random Over-Sampling [43] is also adopted by few studies.
Among all of the algorithm-level solutions, DL-based solutions are widely utilized by the researchers [13, 35, 49]. For
instance, Lu et al. (2021) developed a CNN model named Depth wise separable CNN with focal loss (DSC-FL-CNN)
to detect arrhythmia [53]. The focal loss (FL) is used to deal with the imbalanced ECG data. Using the MIT-BIH
dataset, the authors show that the proposed model can reach an overall F1-score of 0.79 for arrhythmia classification.
On the other hand, some study uses the GAN model to augment the ECG data to reduce data scarcity [46, 18, 47].
For example, Wang et al. (2021) utilized a Gan-based approach to handle the imbalance problem and achieved an
accuracy of 99.71% in detecting arrhythmia patients [46]. Puspitasari et al. (2021) proposed a Time Series Generative
Adversarial Networks (TSGAN) to analyze the fetal heart rate (FHR) signal data. Their preliminary computational
results show that GAN-based approaches increased the quality index of 3%-44% from other models [47].
Apart from algorithm and data level solutions, few studies also considered cost-sensitive approaches to handle the
imbalanced data problem associated with the heart disease-related dataset [11, 37]. Daraei and Hamidi (2017) applied
the Metacost classifier to the imbalance dataset. Metacost made a cost sensitive J48 model by assigning different costs
ratios for misclassified cases; including 1:10, 1:50, 1:100, 1:150, and 1:200. With a cost ratio of 1:200, the model
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Figure 12: Most frequent approaches to solving imbalanced class problems, adopted by the referenced literature

outperformed other models that did not use feature selection. The model has a sensitivity of 86.67%, an F1-score
of 80%, and an accuracy of 82.67% [11]. Gan et al. (2020) suggest that a cost-sensitive approach is more effective
than searching for an excellent classifier to maximize classification accuracy. In this regard, the authors proposed an
integrated TANBN with a cost-sensitive classification algorithm (AdaC-TANBN) to handle the class imbalance problem
with the Cleveland dataset [37].
The approaches to handle the imbalanced data problems addressed in this review are quite a few among many other
existing techniques. However, all solutions are still just the improvised version of data level, algorithm level, or
cost-sensitive levels solutions.

4 Discussions

To get the insights of current trends and techniques used in heart disease diagnosis using an imbalanced dataset, in-depth
analysis is carried out using 49 referenced literature. The overall in-depth analysis considered the following factors:
heart disease type, applications, ML algorithms, and imbalance solution.
Based on the overall analysis, it can be assumed that arrhythmia is the most widely studied heart disease in terms of
Machine Learning-based heart disease diagnosis (MLBHDD). At the same time, some other studies also considered
cardiac arrest [7], Myocardial infarction (MI) [11], and so on. Note that, Cardiac arrest is still one of the major issues in
intensive care units with low survival rates. It is often challenging to screen accurately using DL and traditional ML
approaches due to the low sensitivity and high false alarm rates [40]. Therefore, researchers and practitioners need to
draw attention to all types of heart disease instead of emphasizing arrhythmia.
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Most of the ML-based model is developed to detect heart disease patients focusing on feature selections, image
segmentation, and classification. Most researchers considerd two popular datasets: Cleveland data and MIT-BIH
arrhythmia, extensively due to their availability and challenges associated with data imbalance problems. However,
few studies considered real-world data [54, 55, 36] as well. Therefore, the model’s performance variability is observed
during the study results presented in terms of open repository data and real-world data. However, it can not be ignored
that the models’ performance will be more authentic when the experiment will be carried out using actual world
data. Therefore, instead of open repository data, it is necessary to use real-world data to observe the ML-based
models’ performance. One of the main reasons for the limited Clinical Decision Support Systems (CDSS) system
is the instability of the model. As clinical systems cannot rely on only old patient data, thus a continuous model
adjustment and development is necessary based on new patient data to run the CDSS system smoothly and correctly.
Data collected from real-time and training them using the ML model should be challenging in many situations, i.e.,
emergency operation theater, ICU patient care.
Several ML algorithms such as SVM, KNN, ANN, CNN, GAN are being used to develop the MLBHDD model.
However, among all of them, the CNN-based model draws more attention to researchers due to its robust performance
and capability to handle complex datasets. Additionally, GAN is recently reported by many referenced literature due to
its immense capacity to generate fake data that are very close to actual data, ultimately helping to handle the imbalance
data problem.
The imbalance data ratio problems have been addressed mostly using data level and algorithm solutions. Among
all the data level solutions, SMOTE is the most widely used and is still being used by recent referenced literature.
Additionally, the CNN-based approach has become popular among researchers as algorithm-level solutions, which are
more prominent in recently published literature. However, one of the limitations of the CNN-based approach is that
there is no explanation of how the model interprets the final predictions.
While many ML-based heart disease models demonstrated better performance under the intra-patient paradigm, the
performance of the inter-patient paradigm is still poor [56]. Additionally, it is still challenging and time-consuming to
distinguish different heartbeats from ECG as they typically contain noise [35]. Therefore, even though most of the
studies claimed their proposed model could perform well with imbalanced data, still the model would be only trusted if
the model results is presented with explainable AI.
Regarding the issues with imbalanced class, Most conventional classification models just strive for an optimal classifier to
maximize classification accuracy with a constant misclassification cost, not taking into account that the misclassification
cost might fluctuate with the sample probability distribution of the samples [37]. Additionally, most of the referenced
literature applied multiple steps such as denoising, heartbeat segmentation, feature extractions, and classifications which
are often computationally expensive [35]. Therefore, implementing such a model in the real world would be challenging
and might be an exciting topic for future research.
There is no clear common standard process that researchers and practitioners must follow, particularly for researchers
from multidisciplinary or non-medical areas. There are no precise requirements for the presentation of the study report.
For instance, some studies emphasize their study result based on accuracy [8, 26], while some research claimed their best
model based on AUC, ROC, sensitivity, and specificity [11, 54, 34, 48]. Despite the fact that all of those performance
measuring tools are utilized to display the statistical results of the majority of the ML classifier’s performance, a correct
guideline is still necessary to report the study’s results effectively. In this regard, a new study [57] provides some
valuable advice.
Nearly all ML algorithms, particularly Deep Learning approaches, are still under investigation on how the model
arrived at its final predictions. Even though various explainable or interpretable methodologies have recently been
proposed, the ML-based model still fails to provide improved explanations for the model’s trustworthiness and
interpretation [58, 14, 59]. Unfortunately, among the pooled 451 literature none of them provided any explanation
regarding how their model is trustable in terms of predictions. Explanations for ML algorithms are vital, especially in
clinical diagnosis systems, because the model must often decide where the patient is in critical conditions such as life
and death situations [60]. It is also not surprising that many doctors, nurse practitioners, and non-experts may be in
charge of those apps, which are dangerous to use in the clinical setting without adequate model interpretation.
Secure diagnosis is one of the significant concerns of ML-based clinical diagnosis systems. Geological location, data
sample, and heart disease types are some of the elements that could affect the model’s effectiveness. For example, ML
models developed to diagnose arrhythmia disease may not function for the diagnosis of cardiac arrest. As a result,
establishing an ML-based clinical diagnosis system for each disease may necessitate distinct models, as the training data
will differ from one data source to the next. Therefore, creating a model that can provide multiple disease diagnoses in
real-time must be challenging. Another important aspect of secure diagnosis is the model’s stability when parameters
change, or models are updated depending on the user’s experience.
The overall findings of the referenced 49 literature are combined in Table 6 in order to provide a better insights of ML
based heart disease diagnosis.
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5 Conclusions

This study aims to identify the ML-based and data-driven recent trends and techniques in heart disease diagnosis with
imbalanced data. The post-analysis of this study is that to develop ML-based heart disease diagnosis systems in the
real world, and it is necessary to expand the ML-based experiments that include real-time patients’ data and proper
explanation of the final prediction using interpretable machine learning. The in-depth analysis of selected 49 papers
indicates that there is a need for future studies that must demonstrate the trustable performance in medical domains.
Deep Learning dominates this field, while for imbalanced data handling, SMOTE is still one of the popular Over-
Sampling techniques and adapted by many theorists and researchers. The rise of GAN based heart disease diagnosis
model is also identified and adapted by many researchers due to its ability to develop synthetic data, even though GAN
is computationally still expensive. Future research direction might be aligned with the ML-based limitations addressed
in the discussion sections. In any case, we expect that ML-based heart disease diagnosis with imbalanced data still has
unexplored aspects and many potentials to unlock in the coming years.

Table 6: Literature emphasized on Machine Learning based heart disease diagnosis using imbalanced data. CNN–
Convolutional Neural Network; DNN– Deep Neural network; ANN – Artificial Neural Network; Se– Sensitivity; Sp–
Specificity;Ac– Accuracy; Pc– Precision; Rc– Recall; Fc– F1-Score; PPV– Predictive Positive Value; NPV– Negative
Predictive Value; TPR– True Positive Rate; TNR– True Negative Rate

Author(s) Heart
disease
type

Application ML-
Algorithms

Imbalance
solutions

Approach Evaluations Data

Liu et al.
(2012) [7]

Cardiac ar-
rest

Intelligent scoring sys-
tem for the prediction
of cardiac arrest within
72h

SVM Data level Under sam-
pling

Se-78.8%,Sp-
62.3%,PPV-
10%,NPV-98.2%

1386
patients
data

Sree et al.
(2012) [6]

Cardiac ar-
rhythmias

Analyzed HRV signal
abnormalities to deter-
mine and classify ar-
rhythmias

Probabilistic
neural net-
work
(PNN)

Ac-80%, Se-
82%,Sp-85.6%

90 patients
data

Nahar
et al.
(2013) [5]

Heart
disease
(general)

Investigates a number
of computational intelli-
gence techniques in the
detection of heart dis-
ease

NB, IBK
and SMO

Data level Medical
knowledge
driven
feature
selection
process
(MFS)

Ac- 83%-97.05% Cleveland
dataset

Exarchos
et al.
(2015) [8]

Heart
disease
(general)

Model the progression
of atherosclerosis
(ATS)

Bayesian
networks

Data level SMOTE Ac-83%-93% 39 patients
data

Bashir
et al.
(2016) [10]

Heart
disease
(general)

Focuses on prediction
and analysis of heart
disease (general)

Ensemble
ap-
proach(NB,
DT based
Gini in-
dex, DT
informa-
tion gain,
instance-
based
learner, and
SVM)

Data level Tenfold
cross-
validation

Ac-87.37%,
Se-93.75%,
Sp-92.86%, F-
measure -82.17%

UCI reposi-
tory dataset

Wilharto
et al.
(2016) [9]

Coronary
heart
disease

An intelligence systems
to diagnosis coronary
heart disease

K-star algo-
rithms

Data level SMOTE Se-80.1%, Sp-
95%, Fc- 80.1%

Cleveland
dataset

Acharya
et al.
(2017) [26]

Arrhythmia
diagnosis

Automatically identify
5 different categories of
heartbeats

CNN Data level Data aug-
mentation

Ac-94% (balance
data), Ac-89.07%
(imbalance data)

MIT-BIH
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Author(s) Heart
disease
type

Application ML-
Algorithms

Imbalance
solutions

Approach Evaluations Data

Daraei
and
Hamidi
(2017) [11]

Myocardial
infarction
(MI)

MI prediction model
data mining

J48 Cost sensi-
tive

Metacost Se- 86.7%, Fc-
80%, Ac- 82.57%

455 healthy
and 295
myocardial
infarction
cases

Yang
et al.
(2018) [30]

Arrhythmia Heartbeat recognition
method is presented

SVM Algorithm
level

Principal
component
analysis
network
(PCANet)

Ac- 97.77%
(imbalance data),
Ac- 97.08%(
noise-free ECGs)

MIT-BIH

Polat
et al.
(2018) [45]

Heart
disease
(general)

A new data preprocess-
ing method

LDA, KNN,
SVM, and
RF

Data level Random
sub-
sampling

Ac- 84%-97% UCI ma-
chine
learning
repository

Rajesh
and
Dhuli
(2018) [29]

Arrhythmia Predict the presence of
arrhythmia

AdaBoost
ensemble
classifier

Data level Re-
sampling,
SMOTE,
Distri-
bution
based data
sampling

Se - 96.5%,
Sp- 99.1%,
ROC-99.5%, Ac-
98.6%

MIT-BIH

Sellami
and
Hwan
(2019) [31]

Abnormal
heart
rhythm

Heartbeat classification CNN Algorithm
level

Batch-
weighted
loss func-
tion

Ac- 99.48%,
PPV- 98.83%,
Se- 96.97%,
Sp-99.87%

MIT-BIH

Awan
et al.
(2019) [34]

Heart
failure

Predict 30 day HF read-
mission or death

MLP Algorithm
level

MLP-based
approaches

AUC- 0.62, Se-
48%, Sp- 70%

Western
Australian
patients
(2003-
2008)

Salman
(2019) [55]

Acute my-
ocardial in-
farction

Hospital mortality for
patients

CNN Algorithm
level

Chow–Liu
and tree-
augmented
naive
Bayesian

Ac- 99.79% Real data of
about 787
patients

Lopez
et al.
(2020) [48]

Hypertensive Estimate the association
among gender, race,
BMI, age, smoking, kid-
ney disease and dia-
betes in hypertensive
patients

ANN Data level SMOTE Se- 40%, Sp-
87%, Pc- 57.8%
and AUC- 0.77

National
health and
nutrition
examina-
tion survey
(2007-
2016)

Dutta
et al.
(2020) [12]

Coronary
Heart
Disease

Classify significantly
class-imbalanced
clinical data

CNN Algorithm
level

Ac-79.5% National
health and
nutritional
examina-
tion survey
(NHANES)

Ebiaredoh
and
Esenogho
(2020) [61]

Heart
disease
(general)

A new model for pre-
dicting chronic kidney
disease, cervical cancer,
and heart disease

Enhanced
sparse au-
toencoder
(SAE) and
Softmax
regression

Algorithm
level

Ac- 91% Framingham
Heart Study
Dataset
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Author(s) Heart
disease
type

Application ML-
Algorithms

Imbalance
solutions

Approach Evaluations Data

Li et al.
(2020) [13]

Cardiovascular
diseases

Accurately recognizing
the handcraft features

DNN CraftNet Algorithm
level

Ac– (86.82%-
89.25%)

MIT-BIH

Romdhane
et al.
(2020) [35]

Arrhythmia
detection

An algorithm for heart-
beat segmentation

CNN Algorithm
level

Focal loss Ac- 98.41%,
Fc- 98.38%, Pc-
98.37%, Rc-
98.41%

MIT-BIH
and IN-
CART

Wang
et al.
(2020) [44]

Heart
disease
(general)

Accurate left ventricle
landmark localization

CNN Algorithm
level

Focal loss Ac- 95.82% Cardiac at-
las project
(CAP) data
set

Minou
et al.
(2020) [38]

Cardiovascular
diseases

Build and compare clas-
sification techniques for
CVD

RF, DT Data level SMOTE Ac- 68%-91%,
Pc-0-79%, Rc-0-
82.6%, Fc-0-81%

4270
patients
data

Gan et al.
(2020) [37]

Heart
disease

Overcome the imbal-
ance problem

AdaC-
TANBN

Cost sensi-
tive

TANBN
with cost-
sensitive
classifi-
cation
(AdaC-
TANBN)

Ac-
0.80±0.371,AUC-
0.8887±0.0268

Cleveland
dataset

Sharma
and
Sunkaria
(2020) [41]

Myocardial
Infarction

Present a technique for
MI detection and local-
ization

KNN Data level Adaptive
synthetic
(ADASYN)
Ac- 99.76%

Physikalisch-
Technische
Bundesanstalt
(PTB) database

Shah
et al.
(2020) [43]

Heart
disease
(general)

Predict heart disease at
the earliest, help prior-
itize hospital consulta-
tions

SVM, RF,
Ordinal
Regression,
LR and NB

Data level Sampling Ac- 95% (using
SVM)

Cleveland
dataset

Wang
et al.
(2020) [62]

Heart
failure

Mortality rate of patient Multi-view
ensemble
learning
algorithm
based on
empirical
kernel
mapping(
MVE-EK)

Data level Under-
Sampling

TPR- 81.07%,
TNR- 77.35%,
AUC-89.64%

Shanghai
Shuguang
Hospital
data

Krishnan
et al.
(2021) [50]

Heart
disease
(general)

Heart disease prediction RNN+
LSTM

Data level SMOTE Ac- 98.5% Cleveland
dataset

Plati et al.
(2021) [63]

Chronic
heart
failure (HF)

Investigated the incre-
mental value of each
feature

DT, RF,
rotation for-
est (ROT),
NB, KNN,
SVM, logis-
tic model
tree (LMT),
and Bayes
network
(BN)

Data level Under-
Sampling

Ac -91.23%, Se–
93.83%, Sp–
89.62%

487 patient
data
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Author(s) Heart
disease
type

Application ML-
Algorithms

Imbalance
solutions

Approach Evaluations Data

Baral
et al.
(2021) [40]

Cardiac ar-
rest

Early prediction of car-
diac arrest in Sepsis pa-
tient

MLP and
enhanced
Bidirec-
tional
LSTM

Data level SMOTE Accuracy-92.6%,
Sc– 94.3%, Sp-
93.6%, AUC-
0.94

Medical in-
formation
mart for in-
tensive care
(MIMIC-
III)
database

Dixit
and Kala
(2021) [42]

Heart
diseases

Early detection of heart
diseases using a low-
cost compact ECG sen-
sor

1D CNN Data level Over-
Sampling

Ac- 93% 300 partici-
pants data

Lu et al.
(2021) [53]

Arrhythmia Automated arrhythmia
classification

Depth wise
separable
convo-
lutional
neural
network
with focal
loss (DSC-
FL-CNN)

Algorithm
level

Focal loss Fc- 0.79 MIT-BIH

Wang
et al.
(2021) [46]

Arrhythmia Classifying arrhythmia
using imbalanced data

GAN-
based deep
learning
framework
(called
CAB)

Data level Data aug-
mentation
using GAN

Ac- 99.71% MIT-BIH

Rezaei
et al.
(2021) [52]

Heart
arrhythmia

Heart arrhythmia de-
tection with imbalance
data

XGBoost
Classifier

Data level Under-
Sampling

Fc- 87.22%,
Se- 88.55%, Sp-
85.95%

UK
Biobank
dataset

Ammar
et al.
(2021) [64]

Heart
disease

Automatic cardiac cine
MRI segmentation

CNN Data level Data aug-
mentation

Ac- 92% 150 pa-
tients data
from Dijon
Hospital

Zhu et al.
(2021) [65]

Coronary
heart
disease

Segmentation of Coro-
nary Arteries Images

Spatio-
temporal
feature
fusion
network
with combo
loss

Algorithm
level

Loss func-
tion

Ac- 87%, Coro-
nary artery CTA
image data

Rai and
Chat-
terjee
(2021) [51]

MI Automatic and accurate
prognosis of MI using
ECG

Hybrid
CNN-
LSTM

Data level SMOTE-
Tomek
Link

Ac- 99.88% MIT-BIH

Puspitasari
et al.
(2021) [47]

Fetal heart
rate

Unbalanced fetal heart
rate signal classification

Time series
generative
adversarial
networks
(TSGAN)

Data level Data aug-
mentation

Ac- 71.08%,
Se- 67.64%,
Sp- 71.97%,
QI-69.77%

CTU–
UHB Intra-
partum Car-
diotocog-
raphy
Database

Ketu and
Mishra
(2021) [66]

Arrhythmia Heart disease diagnosis
on imbalance dataset

SVM,
KNN, RF,
ET,DT, LR,
and AB

Data level SMOTE Ac- 92%-99% MIT-BIH
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Author(s) Heart
disease
type

Application ML-
Algorithms

Imbalance
solutions

Approach Evaluations Data

Khdair
and
Dasari
(2021) [67]

Coronary
Heart
Disease

Predict the occurrence
of CHD events from
clinical data

LR, SVM,
KNN, and
MLP-NN

Data level SMOTE Ac-72.7%-
73.8%, Pc-
63.3%-70%, Rc-
39.4%-50.6%,
Fc- 50.4%-
56.3%, Sp-
84.4%-91.1%

South
African
heart
disease data

Waqar
et al.
(2021) [68]

Heart
attack

Predict the heart disease ANN Data level SMOTE Ac- 96%, Pc-
96.1%, Rc-
95.7%, Fc-
95.7%

UCI dataset

Sharmila
(2021) [69]

Arrhythmia Multi-Class Arrhyth-
mia Detection using a
hybrid spatial-temporal
feature extraction

DNN Butter
worth filter

Algorithm
level

Ac-99.65%,Pc-
97.15%,Se-
99.34%,Sp-
99.82%,Fc-
96.59%

MIT-BIH

Yang
et al.
(2021) [56]

Arrhythmia Automatic heartbeat
classification

Ensemble
learning
and multi-
kernel
learning
baseline
removal

Algorithm
level

Ac- 98.1% MIT-BIH
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