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Abstract

Diabetes mellitus is a disease that affects to hundreds of millions of people
worldwide. Maintaining a good control of the disease is critical to avoid
severe long-term complications. In recent years, several artificial pancreas
systems have been proposed and developed, which are increasingly advanced.
However there is still a lot of research to do. One of the main problems
that arises in the (semi) automatic control of diabetes, is to get a model
explaining how glycemia (glucose levels in blood) varies with insulin, food
intakes and other factors, fitting the characteristics of each individual or
patient. This paper proposes the application of evolutionary computation
techniques to obtain customized models of patients, unlike most of previous
approaches which obtain averaged models. The proposal is based on a kind of
genetic programming based on grammars known as Grammatical Evolution
(GE). The proposal has been tested with in-silico patient data and results are
clearly positive. We present also a study of four different grammars and five
objective functions. In the test phase the models characterized the glucose
with a mean percentage average error of 13.69%, modeling well also both
hyper and hypoglycemic situations.
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1. Introduction

Diabetes mellitus is a disease caused by a defect in either the secretion
or in the action of insulin, which is essential for the control of blood glucose
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levels. Both of them cause in cells not to assimilate the sugar and, as a
consequence, there is a rise in blood glucose levels, or hyperglycemia. Several
types of diabetes differ in origin. According to the ADA (American Diabetes
Association) we can distinguish four types of diabetes:

e Type 1 Diabetes (T1DM): Cells do not produce insulin because of an
autoimmune process. Currently, requires the person to inject insulin
or wear an insulin pump.

e Type 2 Diabetes (T2DM): Results from insulin resistance, where cells
fail to use insulin properly, sometimes combined with an absolute in-
sulin deficiency.

e Gestational Diabetes: appears in the gestation period in one out of
ten pregnant women. Pregnancy is a change in the body’s metabolism,
since the fetus uses the mother’s energy for food, oxygen and others.
This causes a decrease in the secretion of insulin from the mother.

e Other Types: such as problems on 3 -cells, genetic defects affecting
insulin action, induced by drugs, genetic syndroms, etc.

In most cases, diabetic patients with long time evolution need exogenous
insulin either injected into various injection doses, or introduced by an insulin
pump. It is important to maintain good glycemic control to prevent not only
from the acute complications specific to diabetes (diabetic ketoacidosis and
hypoglycemia, defined as blood glucose value less than 70mg/dl), but also
from a set of multi-chronic complications associated with diabetic patients:
nephropathy, retinopathy, microangiopathy and macroangiopathy.

In recent years, it has been shown that a strict glycemic control in crit-
ically ill patients improves performance and reduces medical costs [I] [2].
Glucose levels control is a demanding and difficult task for both patients
and their families. To keep good levels of blood glucose, the patient must
have some capacity of prediction to know what level of glucose would have
if ingested a certain amount of food or injected with a quantity of a insulin
of a certain kind. In fact, the objective is to avoid not only long periods
of hyperglycemia (glucose levels > 120mg/dl) but also episodes of severe
hypoglycemia (glucose levels < 40mg/dl) that can lead to patient death.

One of the aspects that make it difficult to control blood glucose level is
the lack of a general model of response to both insulin and the various factors



mentioned above, due to the particularities of each patient [3]. Models in the
literature apply classical modeling techniques, resulting in linear equations,
defined profiles, or models with a limited set of inputs. Here we propose
a novel technique that involves obtaining the patient model using genetic
programming (GP). GP eliminates barriers in building the model, such as
linearity or limitations on the input parameters.

Evolutionary techniques such as GP, have certain characteristics that
make them particularly suited to address optimization problems and complex
modeling. First, they are conceptually simple in its application but have
a theoretical basis defined and widely studied. GP has demonstrated its
applicability to many real problems, and is intrinsically parallelizable to work
with a set of solutions. Furthermore, EAs have great potential to incorporate
knowledge about the domain and to incorporate other search mechanisms
(not necessarily evolutionary).

One of the best known applications of GP is symbolic regression and the
application of one of its variants, Grammatical Evolution (GE), allows to
obtain solutions that incorporate non-linear terms. GE is an evolutionary
computation technique established in 1998 by Conor Ryan’s group at the
University of Limerick (Ireland) [4]. GP aims to find an executable program
or function that respond to the reference data. The key advantage is that
GE applies genetic operators to a whole chain, which simplifies the search
application in different programming languages. In addition, there are no
memory problems, unlike with GP where the tree representation could have
the well know problem of bloating (an excessive growing of the computer
structures in memory). Hence, we propose to apply GE to find a custom
model that describes and predicts the blood glucose level in a patient. Our
method takes the historic data of a patient consisting in previous glucose
levels, ingested carbohydrates and injected insulin, and obtains an expression
that can be used to predict near future glucose values. The contributions of
this work are:

e We propose a method based on GE to obtain individualized and cus-
tomized glycemia (glucose level in blood) models in humans.

e We have tested this proposal with five in-silico patients taken from
AIDA simulator [5].

e We present a study of four different grammars and five objective func-
tions.



e We have selected the best models for each patient and run a test phase
with a new dataset. In the test phase the models characterized the
glucose with a mean percentage average error of 13.69%, reflecting also
a good representation of both hyper and hypoglycemic situations.

The rest of the paper is organized as follows. Section [2| describes the
related work. Section [3| details how grammatical evolution can be applied
to this problem. Section {4| shows the general model we propose, as well as
the grammars, particular models and objective functions we have studied for
the glucose estimation problem. Section [5| is devoted to the experimental
setup, while Section [6] presents the results obtained in both training and test
phases. Finally, Section [7| explains the conclusions and the future work.

2. Related Work

Glucose level control is a very demanding and difficult task for both pa-
tients and their families. Trying to keep a good control of blood glucose
involves tof perform blood glucose regular measurements (which involves at
least one puncture in each measure or using a continuous monitoring system
during some periods), insulin dose estimation, carbohydrates estimation, an-
alyze that information somehow and to have some capacity of prediction
that allows the patient to know what level of glucose would have if ingested
a certain amount of food or injected with a quantity of a insulin of a certain
kind.

As we have already mentioned, one of the main problems in controlling
and predicting blood glucose levels is the lack of reliable models of response
to both insulin and the various factors involved. Although there are some
general approximations, there are hardly few adapted to the particularities
of each patient [6][3]. The models in the literature apply classical modeling
techniques, resulting in linear equations defined profiles, or models with a
limited set of inputs. There are other factors that make a good control hard
to achieve [7]. For instance, we can mention that there is a significant delay
between insulin administration and the appearance of insulin in the blood
stream with the use of subcutaneous (SC) insulin. This delay time limits the
achievable control performance on subcutaneous administration of insulin.

In [6] authors propose the use of models to maintain margins of robustness
when there is a mismatch between the model and the patient. The approach
used there is personalized using information a priori known (ie, easy access)



of patients to limit conservatism. However, this model only applies to lin-
ear models and can not incorporate other factors such as exercise or stress
that clearly affect the expected levels of glucose. Models based on data for
individual subjects are often inaccurate, since clinical data in T1DM are
not extensive enough to identify the exact models [§][9]. To obtain continu-
ous series of data, glucose levels should be measured using a subcoutaneous
continuous glucose monitoring (CGM) system. To calculate the dose of in-
sulin the patient or the physician may use different mechanisms and control
algorithms. Hence, we can also find some personalized control approaches
[T0] [11][12] [13] corresponding to clinical practice. Current treatment for sub-
jects with T1DM uses rates of basal insulin delivery, insulin to carbohydrate
ratios (CHO) and individual correction factors, typically from observations
of the specialist.

There are also some models used in artificial pancreas systems or models
of closed loop control [14] [15] . The main risk is hypoglycemia as a result of
excessive insulin administration. However we know that it is possible to reach
a good control with approximate models, provided that the model is related
to the control objective [16][I7]. Again, the most important factor for the
focus of this paper is the lack of accurate individualized models. If there is
an accurate model of the subject’s response to insulin, the design of the con-
troller is relatively simple using classical control techniques. Autoregressive
models (AR) may be applied to overcome problems of identifiability[18][19],
although those are not useful for controlling since they have not an exogenous
input. Some protocols have also been proposed to improve the reliability of
the models [9][T4] [20] but the possibilities for the design of experiments
are limited due to the strict security requirements and limitations in clinical
protocols.

There have been also different approaches to facilitate the diabetes control
from commercial companies. However, most of them have been designed
only for specific glucometers and when providing insulin recommendations,
the model is not available. Glucofacts Deluze by Bayern [21], CoPilot Health
Management System by Abbot [22], and MenaDiab [23] by Menarini are some
of them.

Although there are many works that use control models, up to the date
the modeling problem has not been addressed by evolutionary computation
techniques that, as mentioned, have a high potential to incorporate to the
model factors which are difficult to quantify, in other words to collect system
dynamics. The main new aspect is the use of individualized models, i.e. we



obtain a solution of the problem for each set of data on a single patient or
individual. This approach has not been seen to date, given its complexity
with traditional methods, but affordable with evolutionary methods.

3. Evolutionary Approach

The aim of this work is to find out an expression to model the glucose
level of a diabetic patient. This expression should be obtained from pre-
vious collected data of glucose, carbohydrates and insulin. Therefore, we
deal with a kind of Symbolic Regression (SR) Problem. SR tries to obtain
a mathematical expression to reproduce a set of discrete data. Genetic Pro-
gramming GP has proven effective in a number of SR problems, although
there are some limitations, which often come in the way of representation.
such as bloating. Another point to be considered is that in GP, evolution is
produced on the phenotype of the individual and not on its representation
(genotype). During last years, variants to GP like Grammatical Evolution
(GE) appeared to propose different evaluation approaches.GE allows gener-
ation of computer programs in an arbitrary language. This is achieved by
using grammars to specify the rules for obtaining the programs. Specifically
we will use grammars expressed in Backus Naur form (BNF).

In contrast to genetic algorithms, which work with representation of solu-
tions, GE works (evolves) with a genetic code that determines the production
process of this solution. The code translation process is determined by gram-
mars represented as BNF.

BNF is a notation technique for expressing context-free grammars. The
BNF can be any specification of a complete language or a subset of a problem-
oriented language. A BNF specification is a set of derivation rules, expressed
in the form:

<symbol> ::= <expression>

The rules are composed of sequences of terminals and non-terminals.
Symbols that appear at the left are non-terminals while terminals never ap-
pear on a left side. In this case we can affirm that <symbol> is a non-terminal
and, although this is not a complete BNF specification, we can affirm also
that <expression> will be also a non-terminal since those are always en-
closed between the pair <>. So, in this case the non-terminal <symbol> will
be replaced (indicated by ::=) by an expression. The rest of the grammar
must indicate the different possibilities.
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N = { expr, op, pre_op ,var, num, dig }
T = { +’ _’ *’ /, Sin, COS’ Abs’ X', 0’ 1’ 2’ 3’ 4’ 5’ (, )"}
S = { expr }
p=4{1, II ,III ,IV ,V ,VI }
I <expr> 1:=  <expr> <op> <expr>
| <pre_op> (<expr>)
| <var>
11 <op> =+ - ox 1/
III <pre_op> = Sin | Cos | Abs
IV <var> = X | <num>
Vv <num > 1= <dig>.<dig> | <dig>
VI <dig> ;=0 | 1t | 2 | 3 | 4 | 5

Figure 1: Example of a grammar in BNF format designed for symbolic regression.

A grammar is represented by the 4-Tuple {N, T, P, S}, being N the non-
terminal set, T is the terminal set, P the production rules for the assignment
of elements on N and T, and S is a start symbol which should appear in N.
The options within a production rule are separated by a 7 |” symbol.

Figure [I represents an example of a grammar in BNF designed for sym-
bolic regression. The code that represents an expression will consist of ele-
ments of the set of terminals T. These have been combined with the rules of
the grammar, as will be explained below.

Besides, grammars can be adapted to bias the search of the evolutionary
process because there is a finite number of options on each production rule,
which limits the search space.

Mapping Process

As we have mentioned above we will use an EA to evolve genotypes, i.e.
a string of integer values. We use the individual genotype to map the start
symbol onto terminals by reading codons which, in our work, have 8-bits
length. The process is similar to the explained on the previous section, but
instead of doing random choices, we will take our decisions by reading the
individual genotype. Each codon is represented by an integer value on the



genotype, which is processed by the following mapping function:
Choice; = (CIV) MOD (# of choices;)

where Choice; is the choice selected for non-terminal 7, C'I'V is the codon inte-
ger value we are decoding, M OD is the module function, and (# of choices;)
is the number of possible choices at rule for the non-terminal 3.

The mapping function was proposed in [4] and takes the integer value of
the chromosome, computes the module function in relation to the number of
the choices of a rule, and selects the choice according to that result. Given
that the module function will return values from 0 to (# of choices;) — 1,
the first choice will correspond to the first value, 0, the second to 1, and so
on. Therefore, if a rule has only one possible choice, this choice will always
be selected because K MOD 1 = 0 for any k integer value.

We will illustrate the mapping process using the example grammar shown
in Figure [T designed for solving a symbolic regression problem, which is
indeed a possible grammar for the glucose model problems (we only need
to particularize the terminal set as it will be explained on next section).
An individual is composed of a set of integer genes. Each gene can take a
numeric value from 0 to 255 since we are working with codons of 8 bits. Let
us suppose we are mapping the following 7-genes individual:

12 —-55—-23 —47—-38 — 254 -2

The start symbol is S = { expr }, hence the solution expression will
begin with this non-terminal:

Solution = <expr>

Now, in order to obtain the phenotype, we will apply the mapping func-
tion on the first gene (CIV = 12) using the rule for first non-terminal of
the expression. At this point only one non-terminal appears, <expr>, which
corresponds to rule I of Figure [l The number of choices in that rule is 3.
Hence, the mapping is applied:

12 MOD 3 =0

so, we select the first option, <expr> <op> <expr>, and continue with the
mapping. The selected option substitutes the decoded non-terminal. As a
consequence, the current expression is the following:
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Solution = <expr> <op> <expr>

The process will continue with the next codon, 55, which is used to decode
the first non-terminal of the current expression, namely, <expr>. Again, we
apply the mapping function on rule I:

55 MOD 3 =1

the second option, <pre_op> (<expr>), is selected, and the current expres-
sion is

Solution = <pre_op> (<expr>) <op> <expr>

The next gene, 23, is now taken for decoding. Notice that in this point of
the process, the first non-terminal that appears in the expression is <pre_op>.
Therefore, we apply the mapping function on rule III, which also has 3
possible choices:

23 MOD 3 =2

Value 2 means to select the third option, the terminal symbol Abs. The
resulting expression is

Solution = Abs(<expr>) <op> <expr>
Next codon, 47, decodes <expr> with rule I:
47T MOD 3 =2
Value 2 means to select the third option, <var>. The resulting expression is
Solution = Abs(<var>) <op> <expr>
Gene 38 decodes <var> with rule IV:
38 MOD 2=0
This value selects the first option, non-terminal X.

Solution = Abs(X) <op> <expr>
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Non-terminal <op> is decoded with 254 and rule II:
254 MOD 4 =2

This value selects the third option, terminal *.

Solution = Abs(X) % <expr>
Next codon, 2, decodes <expr> with rule I:
2 MOD 3 =2

This value selects the third option, non-terminal <var>.

Solution = Abs(X) % <var>

At this point, the genotype-to-phenotype process has run out of codons.
That is, once we have used all the genes or codons we have not arrived to an
expression with terminals in all of its components.

The solution is to reuse codons starting from the first one, although this
is not usual in other EA approaches. In fact it is possible to reuse the codons
more than once. This technique is known as wrapping and mimics the gene-
overlapping phenomenon of many organisms [24]. Reusing codons it is not a
problem since in GE a codon always generates the same integer value and,
if applied to the same rule, it generates the same solutions. However, if we
use it with different rules we will obtain different phenotypes parts. What
the GE grammars should make certain is that an individual genotype will
always produce the same phenotype. In these conditions wrapping is not a
problem.

So, applying wrapping, the process go back to first gene, 12, which is used
to decode <var> with rule IV:

12 MOD 2=0

This value selects the first option, non-terminal X, giving the final expression
of the phenotype.

Solution = Abs(X) = X

In the next section we describe how the four grammars under study repre-
sent different search spaces for expressions to model the blood glucose level.
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4. Model Description

A model for glucose levels should be based on observable factors as well
as on intrinsic non-observable features of the patient’s body. Observable
factors are those data that either the patient or a measure machine can
collect, while non-observable factors should be inferred. Hence, we propose
a model that considers all these factors, applying GE to infer an expression
that characterize the behavior of the glucose in diabetic patients. In addition,
we describe in this section the different objective functions we have studied
to make GE evolve towards useful expressions for the model.

4.1. Available Data and General Glucose Model

The actual level of glucose in the patient’s blood depends on several fac-
tors, some of them intrinsic to its own organism functions [25]. The most
important among these factors are the glucose level, the carbohydrates in-
gested and the insulin injected.

These factors are considered in the datasets of our in-silico patients, which
were obtained with AIDA simulator [5]. Notice that, for real patients, these
data are easy to collect. Actual glucose values are obtained from blood ana-
lyzers, carbohydrate units ingested are calculated based on the daily meals,
and insulin injected, distinguished by insulin type, is also an information that
the patient usually knows.

Therefore, we have developed our research based on collections of data
that follow the previous idea. More precisely, our data series represent mea-
sures taken each 15 minutes along the day. Table 1| shows a 24-hours dataset
of one of our in-silico patients, named Patient 1. For each time step, repre-
sented in one line of the table, k is the actual time, GL is the actual glucose
level, C'H is the carbohydrates units ingested, 1.5 is the short effect insulin
injected and I'L is the long effect insulin injected.

In our dataset k represents the time step corresponding to a moment of
the day. Then, k = 1 represents 12:00 AM, k£ = 2 represents 12:15 AM, and
so on. As seen in the table, many of the time steps do not have any data
about carbohydrates or insulin, whereas time steps surrounding the meal
hours do provide that information. .

The model we propose provides estimated glucose values, denoted as G L.
Hence, for each time step, estimated glucose is obtained by using previous es-
timated glucose values and actual carbohydrates and insulin units. A general
form of this model should be similar to the following:
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—
03]

k
k GL 1S 1L k GL 1S

; 383;}3?2 34 | 174.09018 66 | 272.82541
3 205.79354 35 176.68898 67 271.4209
4 202.56395 36 184.17896 68 272.60383
5 199.43946 37 195.61325 69 271.58261
6 196.41567 38 209.11478 70 268.30335
7 193.49677 39 223.51534 71 263.63006
8 190.69246 40 237.54628 72 258.18738
9 188.01547 41 247.25104 73 252.2917

42 250.72465
43 251.90543
44 255.86031
45 262.91532
46 271.63911
47 277.89942
48 278.70943
49 275.38173
50 269.9759
51 264.80613
52 264.5835
53 269.03811
54 276.56921
55 286.01609
56 296.54932
57 307.58483
58 317.78442
59 322.9634
60 322.05895
61 317.01482
62 309.34854
63 300.16725
64 290.26909
65 280.21928

74 246.13977
75 240.98451
76 241.19843
7 246.19998
78 254.31449
79 264.42406
80 275.21267
81 282.61864
82 284.42698
83 282.33176
84 277.80323
85 271.88307
86 265.29768
87 258.54258
88 251.94544
89 245.71299
90 239.91877
91 234.68683
92 230.03136
93 225.93797
94 222.23379
95 218.78458
96 215.4919
97 212.29133

10 185.47971
11 183.09885
12 180.88533
13 178.84963
14 176.9999

15 175.34167
16 173.87786
17 172.60884
18 171.53263
19 170.6451

20 169.94031
21 169.41076
22 169.04771
23 168.84148
24 168.78173
25 168.85766
26 169.05827
27 169.37254
28 169.78957
29 170.29872
30 170.88974
31 171.55425
32 172.27976
33 173.05923

goooooooooocooooooooooooooooooooo%
OO0 0000000000000 00000000OOOOOH
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oooooooooooooooooooooooo%ooooooog
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COO0CO0OO0O0O0O0O0O0O0O00O0O0O0O0O0OOO0OO0O0O0O0O0O0OOOOO0
OO0 O0OO0O0O0OO0O0O0O0O0O0O0OO0OO0OO0OOOOOOOKROOOOOO

Table 1: 24-hours dataset for in-silico patient Patient 1.

GL(k+1)= f(GL,CH,IS,IL),1 < k<N (1)

where C/J\L(k‘ + 1) is the next estimated glucose value, GL corresponds to
previous estimated glucose values, C'H corresponds to previously ingested
carbohydrates and IS and IL correspond to previously injected insulin for
both types, short and long effect. Therefore, the dataset provides input
values for the variables in our glucose model proposal.

In this way, the GE engine should be able to decide how f looks like.
However, in order to guide the search of the evolutionary process, we do need
a grammar that will both limit the search space and represent the behavior
of the blood glucose level. Next, we detail the grammars that we studied in
this work.

4.2. BNF Grammars for Modelling Glucose Levels

Following the general model shown in (1]}, we have designed four gram-
mars where the estimated glucose depends on the observable factors. As
shown in [26] the incorporation of some of the problem’s knowledge into the
grammar will improve the exploration performance. Therefore, we designed
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an expression for glucose which depends on previous glucose, carbohydrates
and insulin. This expression is coded as rule I in all our grammars but, as
seen next, is surrounded by different rules that are translated into different
concrete models.

The grammars were designed by following the advice of the medical doc-
tors in our research team. According to them, the expected behavior of the
glucose depends on previous carbohydrates ingested and insulin injected, but
it may vary along the day in a different way for each patient. In addition,
glucose may be influenced at different degrees by each ingestion of carbo-
hydrates and each injection of insulin. Therefore, we selected four different
approaches that considered different degrees of influence, as well as different
influence time windows.

Grammar 1

Given that it is well known that carbohydrate ingestion rises glucose while
insulin injections lowers it, we tried a grammar with such a behavior. The
general model will be approximated with expressions similar to ([2)), where any
previous values of glucose, carbohydrates and insulin may be used. Besides,
carbohydrates are always added, while insulin values are always subtracted.

éf(k—i_l) = fgl(éz(k_m))+fclb(cH(k_m))_fin(IS(k_m)vIL(k_m))a0 <m<k (2)

The concrete form of fy, fo, and f;, will be determined by GE with the
help of the grammar that we called Grammar 1 , shown in Figure 2] The
three terms <exprgluc>, <exprch> and <exprins> correspond to fg, fen
and f;,, respectively, and they are expressions that could use prefix operands
like those in rule IX, variables for each of one the terms, or combinations of
them through operators in rule VIII.

Grammar 2

This grammar is a particularization of the previous one in the sense that it
does not allow any previous value of variables. On the contrary, the grammar
limits the values to just the two previous data in time, that is, £ and k£ — 1.
The resulting model, with the only difference of the range allowed for m, is
shown in (3)).

GL(k+1) = f(@L(k—m))+ for(CH(k—m)) — fin (IS(k—m), IL(k—m)),0 <m < 1 (3)
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N = {func, exprgluc, gluc, exprch, varch, exprins, varins, op, preop, idx,

cte, dgt}

T=4{+,-,x,/, sin, cos, tan, exp, O, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, GL, CH,
IS, IL, K}

S = {func}

p = {1, 11 ,III ,IV ,Vv ,VvI ,VII, VIII, IX, X, XI, XII}

I <func> ::= <exprgluc> + <exprch> - <exprins>
II <exprgluc> ::= <preop> (<gluc>)
| (<cte> <op> <gluc>)
|<gluc>
III  <gluc> ::= #{GL[k_<idx>]1}|#{K}
IV <exprch> ::= <exprch> <op> <exprch>
|<preop> (<exprch>)
| <varch>
U <varch> ::= #{CH[k_<idx>]}|#{K}|<cte>
VI <exprins> ::= <exprins> <op> <exprins>

|<preop> (<exprins>)
|<varins>

VII <varins> ::= #{IS[k_<idx>]}I#{IL[k_<idx>]}|#{K}|<cte>
VIII <op> ::=+|-|/1|%

IX <preop>::=sin|cos|tan|exp

X <idx> ::= <dgt><dgt>

XI <cte> ::= <dgt><dgt>.<dgt><dgt>

XII <dgt>::=0[112134|516171819

Figure 2: Grammar 1 . Any previous carbohydrates and insulin; carbohydrates are added
and insulin subtracted.

Figure |3| shows the grammar, where the indexes are limited to 00 and 01
in rules I1I, V and VII, which means the current and previous values of each
variable.

Grammar 3

In order to provide more freedom to the search, we decided to leave the
connecting operands opened to any simple arithmetic operation. Therefore,
the model changes as shown in (4)), and f corresponds to the function that
connects the three expressions.

— —

GL(k+1) = F(fu(GL(k = m)), fon (CH(k —m)), fin(IS(k —m), IL(k —m))),0<m <k  (4)
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N = {func, exprgluc, gluc, exprch, varch, exprins, varins, op, preop, cte,

dgt}

T=4{+,-,x,/, sin, cos, tan, exp, O, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, GL, CH,
Is, IL, K}

S = {func}

p = {1, 11 ,III ,IV ,Vv ,VI ,VII, VIII, IX, X, XI}

I <func> ::= <exprgluc> + <exprch> - <exprins>
II <exprgluc> ::= <preop> (<gluc>)

| (<cte> <op> <gluc>)

|<gluc>
III <gluc> ::= #{GL[k_001}|#{GL[k_011}|#{K}
IV <exprch> ::= <exprch> <op> <exprch>

|<preop> (<exprch>)

| <varch>
v <varch> ::= #{CH[k_001}|#{CH[k_01]1}|#{K}|<cte>
VI <exprins> ::= <exprins> <op> <exprins>

|<preop> (<exprins>)
|<varins>

VII <varins> ::= #{IS[k_00]}|#{IS[k_01]1}|#{IL[k_00]1}I#{IL[k_01]1}|#{K}|<cte>
VIII <op> ::=+|-|/1|%

IX <preop>::=sin|cos|tan|exp

X <cte> ::= <dgt><dgt>.<dgt><dgt>

XI <dgt>::=0111213141516171819

Figure 3: Grammar 2 . Only two previous values for carbohydrates and insulin are allowed;
carbohydrates are added and insulin subtracted.

The grammar that defines this model is Grammar 3 , which presents a
slight modification of the rule I of Grammar 1 . It consists on changing the
fixed + and — operands with the non-terminal <op>, which can be any of
the four arithmetic operands in rule VIII. Figure [] shows the grammar.

Grammar 4

The model here is the same as in Grammar 2 , but giving freedom to
operands that connect the expressions for glucose, carbohydrates and insulin,
as done in Grammar 3 . The model is shown in , where f corresponds to
the function that connects the three expressions.

— —

GL(k+1) = f(fg(GL(k —m)), fen (CH(k —m)), fin(IS(k —m), [L(k —m))),0 <m <1 (5)
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N = {func, exprgluc, gluc, exprch, varch, exprins, varins, op, preop, idx,

cte, dgt}

T=4{+,-,x,/, sin, cos, tan, exp, O, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, GL, CH,
IS, IL, K}

S = {func}

p = {1, 11 ,III ,IV ,Vv ,VvI ,VII, VIII, IX, X, XI, XII}

I <func> ::= <exprgluc> <op> <exprch> <op> <exprins>
II <exprgluc> ::= <preop> (<gluc>)
| (<cte> <op> <gluc>)
| <gluc>
III  <gluc> ::= #{GL[k_<idx>]1}|#{K}
IV <exprch> ::= <exprch> <op> <exprch>
|<preop> (<exprch>)
| <varch>
U <varch> ::= #{CH[k_<idx>]}|#{K}|<cte>
VI <exprins> ::= <exprins> <op> <exprins>

| <preop> (<exprins>)
|<varins>

VII <varins> ::= #{IS[k_<idx>]}I#{IL[k_<idx>]}|#{K}|<cte>
VIII <op> ::=+|-|/1|%

IX <preop>::=sin|cos|tan|exp

X <idx> ::= <dgt><dgt>

XI <cte> ::= <dgt><dgt>.<dgt><dgt>

XII <dgt>::=0[112134|516171819

Figure 4: Grammar 3 . Any previous carbohydrates and insulin; connector operators
selected from rule VIII.

Therefore, Grammar 4 is similar to Grammar 2 , but giving freedom to
operands in rule I. Figure 5[ shows the grammar.

Once the grammars are presented, we next describe the fitness evaluation
of an individual, as well as the different objectives studied in this work.

4.83. Fitness Fvaluation

Grammars limit the search space in GE, but fitness functions are com-
mitted to guide the evolution to a good solution. So, in order to obtain the
fitness of an individual, our evolutionary process first obtains the glucose val-
ues generated by the expression of the individual phenotype. As explained
before, these are the estimated glucose values, denoted as GL. So, for each
time step, estimated glucose is obtained by using previous estimated glucose
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N = {func, exprgluc, gluc, exprch, varch, exprins, varins, op, preop, cte,

dgt}

T=4{+,-,x,/, sin, cos, tan, exp, O, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, GL, CH,
Is, IL, K}

S = {func}

p = {1, 11 ,III ,IV ,Vv ,VI ,VII, VIII, IX, X, XI}

I <func> ::= <exprgluc> <op> <exprch> <op> <exprins>
II <exprgluc> ::= <preop> (<gluc>)
| (<cte> <op> <gluc>)
| <gluc>
III <gluc> ::= #{GL[k_001}|#{GL[k_011}|#{K}
IV <exprch> ::= <exprch> <op> <exprch>
|<preop> (<exprch>)
| <varch>
v <varch> ::= #{CH[k_001}|#{CH[k_01]1}|#{K}|<cte>
VI <exprins> ::= <exprins> <op> <exprins>

| <preop> (<exprins>)
|<varins>

VII <varins> ::= #{IS[k_00]}|#{IS[k_01]1}|#{IL[k_00]1}I#{IL[k_01]1}|#{K}|<cte>
VIII <op> ::=+|-|/1|%

IX <preop>::=sin|cos|tan|exp

X <cte> ::= <dgt><dgt>.<dgt><dgt>

XI <dgt>::=0111213141516171819

Figure 5: Grammar 4 . Only two previous values for carbohydrates and insulin are allowed;
connector operators selected from rule VIII.

values and actual carbohydrates and insulin units.

Once GL is obtained, the absolute difference between the actual and the
predicted glucose values is calculated for each time step. As in the general
symbolic regression problem, this measure is called the error. The formula
we apply is shown in (6), where GL is the actual glucose value and GL is
the glucose value that the phenotype expression generates. We have studied

five different objectives with their corresponding fitness functions, shown in
Table 2L

ex = |GL(k) — GL(K)|,1 <k <N (6)
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Objective Fitness Function
Least Squares F = fo:l e

N
Average Error =+ ek

Maximum Error | F3 = max(e;),1 <k <N

RSME Fy= /%30 e?

N e
MAD F5 - % k=1 W]Zk)

Table 2: Fitness functions for the five objectives under study. N is the total number of
measures.

5. Experimental Setup

In this section we describe the characteristics of the five in-silico patients
we dealt with, as well as the configuration of each set of experiments.

5.1. In-silico Patients

We work with a set of in-silico patients obtained with AIDA simulator [5].
The website of the simulator offers several characterized patients from which
we selected five of them. The glucose values for each patient were obtained
by introducing different carbohydrates and insulin values and then running
the simulator. The description of each one of the patients can be found on
the website, but we replicate them here for the sake of clarity. The patients
are the following:

Patient 1. This woman is on three injections of short and/or intermedi-
ate acting insulin each day, with a split-evening dose. She wants to start a
family, but consistently has had quite high blood glucose levels in the early
afternoon.

Patient 2. This 45 year old man was diagnosed as having diabetes at the
age of 14. He is currently on a regimen of combined short and/or intermediate
acting insulin preparations four times per day. As you can see from his home
monitoring blood glucose measurements, he tends to higher blood glucose
values overnight but has a low blood glucose in the mid-morning.

Patient 3. This man is a relatively newly diagnosed insulin-dependent
(type 1) diabetic patient. He has had problems maintaining his blood glucose
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Parameter Value

Max. wraps 3

Codon size 256
Chromosome length 100
Population size 100
Generations 2500

Crossover probability | 0.6
Mutation probability | 0.2
Tournament size 2

Table 3: Parameters for GE experiments.

profile on two and more recently three injections per day; so currently he is
controlled on four injections per day. He tends to quite high blood glucose
levels in the middle of the day, despite not eating excessively.

Patient 4. It has taken a lot of effort to stabilize this girl’s blood glucose
profile. However, she still often goes hypoglycemic in the middle of the
day, especially between breakfast and lunch. She is on a slightly unusual
regimen taking a short acting insulin preparation three times per day, with
an intermediate acting preparation twice a day — at lunchtime and before
bed.

Patient 5. This overweight 58 year old insulin-dependent (type 1) dia-
betic patient has had major problems losing weight. She is quite sensitive
to insulin. In addition, she smokes and is at great risk of suffering a heart
attack or stroke.

5.2. Genetic Parameters

As with genetic programming, GE can use any search algorithm able to
operate on integer or binary strings. We have selected a simple GA with
one-point crossover and point mutation. Population initialization is made
by randomly generating fixed integer strings. Table [3| shows the rest of the
genetic and GE parameters.

6. Results

Our experiments are divided into training and test phases. The objective
of the training phase is to evaluate the performance of the proposed grammars
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in combination with the fitness functions, as well as to obtain models that
characterize the glucose behavior on each patient. In this phase, the training
dataset is formed by the 24-hours records of five in-silico patients. We have
executed 30 runs with the same configuration of grammar and objective for
each patient. Given that we have studied four grammars and five different
objectives, a total of 600 runs were performed for each one of the in-silico
patients in the training phase. Hence, we have obtained 600 glucose models
for each patient.

In order to validate the goodness of the models, we have performed the
test phase, where no GE was applied. In this phase, a different set of 24-
hours records was employed for the same five in-silico patients. Using this
test dataset, we have calculated the glucose values of each patient applying
the best models obtained in the training phase.

Next, we analyze the optimizations and describe the results obtained in
both phases.

6.1. Training Phase

In order to compare the performance of the grammars, we have obtained
the average fitness for each set of optimization runs. We have grouped the
runs by objective function, comparing the results for all patients.

Table [ shows the mean and standard deviation fitness values for least
squares objective. As seen, Grammar 2 obtains the best average fitness values
for three of the patients, and is very close to the best value for Patient 5.
Grammar 4 obtains values close to Grammar 2 , but always worse.

The mean and standard deviation fitness values for the average error
objective are shown in Table[5] Grammar 4 obtains here two out of five best
results, being close to the best one in patient Patient 3. Grammar 2 also
performs quite well, obtaining second best results where Grammar 4 wins.

Table [] displays the mean and standard deviation fitness for the maxi-
mum error objective. Here, Grammars 3 and 4 obtain two best results each.
However Grammar 4 is better for patient Patient 3, where Grammar 2 wins.

The mean and standard deviation fitness values for RSME objective are
shown in Table [l We can see here that Grammar 2 obtains four out of five
best results. Grammar 4 obtains four second best values, which is also a
good performance.

Table 8| presents mean and standard deviation fitness values for objective
MAD. Here we found that Grammar 1 obtains two best results and one
second best.
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Patient

Grammar 1

Grammar 2

Grammar 3

Grammar 4

Patient 1
Patient 2
Patient 3
Patient 4
Patient 5

90707.2534144.06
178148.928511.68
83291.1220894.22
89494.9910067.22
46531.1510810.73

45248.198007.10
163723.1392492.90
50788.4210489.82
97425.9411745.69
46826.419258.46

107420.9422109.20
189369.6449435.68
95872.3124151,13
87620.7311431.03
49618.5310649.51

45595.317059.14
172541.5794798.73
60035.6916633.91

98039.9912244.67
49502.4313359.12

Table 4: Mean and standard deviation fitness values of F}, least squares.

Patient Grammar 1 | Grammar 2 | Grammar 3 | Grammar 4
Patient 1 25.744_38 16.821_82 25.723.95 16.641.73
Patient 2 30.961_46 34-358.27 31.062_25 29.669.04
Patient 3 24.863_30 18.092_47 24.854_25 19-193.36
Patient 4 23~941.82 25.182_19 23.501_52 24.542_37
Patient 5 | 16.392 02 17.131 .76 16.741 92 17.281 75

Table 5: Mean and standard deviation fitness values of F5, average error.

Patient Grammar 1 | Grammar 2 | Grammar 3 | Grammar 4
Patient 1 6829799 43.741‘72 6799972 42'941,87
Patient 2 105-249.56 98, 8718,35 98.0911.95 106.2014,38
Patient 3 54.953_47 44.383.70 56.824.67 44.403.37
Patient 4 67.923_37 68.523_04 66.145,32 68.493,14
Patient 5 48.233,71 44.073_60 46.835_10 43.806.55

Table 6: Mean and standard deviation fitness values of F3, maximum error.

Patient Grammar 1 | Grammar 2 | Grammar 3 | Grammar 4
Patient 1 31.525_22 21.201_35 33.043_77 21.672.08
Patient 2 42.511,57 41.8511.17 42.204_90 44.6110.60
Patient 3 29.293‘91 22~502.81 30~034.28 2364335
Patient 4 30.711 68 31.229 44 29.562 g5 30.372 52
Patient 5 22.451_96 21.542_40 22.482.74 21.593.02

Table 7: Mean and standard deviation fitness values of F;, RSME.

Grammar 2

Grammar 3

Grammar 4

Patient Grammar 1
Patient 1 | 0.1128p 108
Patient 2 | 0.2176¢.0040
Patient 3 0.1335¢.0186
Patient 4 0.2196¢.0072
Patient 5 | 0.0908¢.0109

0.0691¢.0064
0.24100.0567
0.1153¢.0268
0.2398¢.0112
0.0952¢.0084

0.11760,0124
0.21860,0991
0.13800_0208
0.2152¢ 0162
009420.0088

0.07064.0055
0.11190.0230
0.2375¢.0147
0.0953¢.0091

Table 8: Mean and standard deviation fitness values of F5, MAD.
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In general, the best objective-grammar combination will be the one that
obtains best average fitness for any input data. In our experiments, none of
the combinations reached this goal. Grammar 2 is close to it in least squares
and RSME objectives, but the other grammars perform well in the other
objectives.

Therefore, in order to complete this analysis, we next compare the quality
of the solutions obtained for each one of the patients. Breaking down these
results by objective will give the idea of which fitness function could be better.

6.2. Analysis and Test Phase

Once we have seen the overall performance of the grammars and fitness
functions, we analyze the results for our input datasets.

For each patient, we have calculated the percentage that the average error
of each simulation run represents in the range of the patient glucose values.
Hence, we have obtained the mean and standard deviation of the percentage
average error for the 30 runs of each grammar and objective combination.

Then, we have run the test phase for the best grammar and objective
combination on each patient training. To this aim we needed different inputs
which, in this case, consisted on different 24-hours datasets generated with
AIDA simulator. Hence, in order to obtain variations on the actual glucose
values, we changed the parameters in the simulator, varying carbohydrates
and/or insulin units trying to represent realistic situations like bigger or
smaller meals and little changes in the insulin doses.

Next, we analyze the results for each patient dataset.

6.2.1. Patient 1

Table [0 shows the mean and standard deviation of percentage average
error for Patient 1. As seen, the best combination of grammar and objec-
tive is Grammar 2 optimizing MAD. Notice that the best average error is
not obtained optimizing the average error objective, which also happens for
Grammar 1 and least squares objective.

Figure [6a] shows the glucose values obtained with the best grammar-
objective combination of the training phase for Patient 1. The actual glucose
curve of the patient (in blue), the glucose value generated with the best
solution of this combination (in red) and the glucose value generated with
the average of the 30 solutions (in yellow) are displayed in the figure. The
best solution obtained a percentage average error value of 7.37%, and its
expression was the following:
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Objective Grammar 1 | Grammar 2 | Grammar 3 | Grammar 4
Least Squares 161837 11.371_38 18.042_23 11.61_26
Average Error 16.682.83 10-91.18 16.672_56 10.791_12
Max. Error 19'222.56 15.291,05 19.371_96 15.110_76
RSME 17.215.84 11.24¢ g7 18.045 05 11.611 36
MAD 17.721 57 10.680.99 18.245 o3 10.91¢ 8o

Table 9: Mean and standard deviation of percentage average error, patient Patient 1.

GL(k+1)=GL(k) + CH(k — 1) — cos(IL(k — 1)) + tan(exp(IL(k — 1) + cos(tan(exp(exp(cos(k)))))))

380 380
330 330
280 280
230 230
180 180
130 130
1 1 21 31 41 51 61 7 81 91 1 " 21 31 41 51 61 7 81 91
e G == Best Avg. = GL == Best Avg.
(a) Training. (b) Test.

Figure 6: Best combination for Patient 1: Grammar 2 and MAD.

The test phase for Patient 1 was run with a dataset obtained by decreasing
the 10 AM snack from 20 to 15 carbohydrate units, increasing lunch from 40
to 45 carbohydrate units and decreasing dinner from 30 to 25 carbohydrate
units in the simulator. Insulin values were not modified. Figure [6b|shows the
actual glucose value given by the simulator, as well as the values given by the
best and average solutions obtained from training. As seen, the first third
of the best solution is close to the actual glucose, while in the rest the gap
is bigger than in training. The best solution obtained a percentage average
error value of 7.41% in the test phase.
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Table 10: Mean and standard deviation of percentage average error, patient Patient 2.

Objective

Grammar 1

Grammar 2

Grammar 3

Grammar 4

Least Squares
Average Error
Max. Error
RSME

MAD

14.250 58
13-930.65
21.215 34
14.060.56
14.18p.98

14.074.84
15.453 79
19.274 50
14.94 49
17.094.99

14.685 91
13.971.01
19.253 96
14.151 69
13.832.75

14.94.96
13.344 07
91.185 35
16.364 44
15.264 57

6.2.2. Patient 2

is not as good as least squares and RSME.

Figure shows the actual glucose value obtained from the simulator
as well as the best solution and the average of the runs for Grammar 4
optimizing average error. It can be seen that the average glucose does not
follow the actual glucose as well as the best solution. This is because the
variability of the solutions in this combination, expressed in the value of the
standard deviation, 4.07%, which is a little high. The best solution obtained a
percentage average error value of 6.62%, and its expression was the following:

GL(k+1) =

300

250

200

43.24

1" 21 31 41 51

= GL = Best

41.57 * GL(k)

61 7 81

Avg.

(a) Training.

91

300

250

200

150

100

50

0
1

1"

21 31 41 51 61 4l

= GL = Best

Avg.

(b) Test.

81

Figure 7: Best combination for Patient 2: Grammar 4 and average error.

24

Statistics for Patient 2 are shown in Table [10}] Here, the best percentage
average error is obtained with Grammar 4 optimizing the average error. This
objective obtains the best value also for Grammar 1 | while for Grammar 2

+ k x cos(exp(exp(sin(IS(k — 1)) — IL(k) — cos(IS(k — 1) x IS(k — 1)))))
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Objective Grammar 1 | Grammar 2 | Grammar 3 | Grammar 4
Least Squares 18.913 15 14.711 73 20.585 59 15.875.33
Average Error 19.262.55 14.011_91 19.253_29 148626
Max. Error 22.280.98 18.422,35 22.341_82 18.231_97
RSME 19.175.94 14.615.14 19.663.24 15.385.91
MAD 18.565 55 15.663 50 18.955 93 14.963 .05

Table 11: Mean and standard deviation of percentage average error, patient Patient 3.

The test phase for Patient 2 consisted on varying the insulin doses on one
unit less or one unit more. The change on the actual glucose that is more
relevant in the test phase is the decrease around the measure number 20, as
shown in Figure [7Tbl This was caused because we increased the value of the
long effect insulin from 6 to 7 units. The other changes on the insulin were
not so evident on the actual glucose. However, given that the best model
is very dependent on the insulin, those changes separated the best solution
curve in relation to the training. As a result, the best solution obtained a
percentage average error value of 11.33% in the test phase.

6.2.3. Patient 3

The percentage average error values for Patient 3 are shown in Table [T1]
The best result is obtained with Grammar 2 optimizing the average error.
Besides, we can see that Grammar 2 obtains the best average in all objectives
but in the case of maximum error, where it also is very close indeed.

The plots for the glucose in the training phase are displayed in Figure [8a]
Both best and average solutions have a shape similar to the actual glucose.
However, despite the shapes are similar, due to a short range of glucose
values, the best solution obtained a percentage average error value of 9.83%.
Notice that this percentage is calculated with respect to the range of glucose
of each patient. The expression of the best solution was the following:

GL(k+1) = GL(k) + CH(k) — tan(tan(sin(exp(tan(IS(k —1)))))) — tan(k x 14.33)

In the test phase of Patient 3 we increased the lunch carbohydrates from
30 to 40 units and the short insulin from 3 to 4 units. As seen in Figure
[Bb] this caused a lower peak between measures 50 and 60 in the actual
glucose. We also decreased the 5 PM dinner from 30 to 25 carbohydrate units
maintaining the insulin doses. Hence, we see that the end of the glucose curve
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300 300

250 250
200 200
150 150
100 100
50 50
1 1 21 31 41 51 61 71 81 91 1 1 21 31 41 51 61 71 81 91
= GL = Best Avg. m— GL = Best Avg.
(a) Training. (b) Test.

Figure 8: Best combination for Patient 3: Grammar 2 and average error.

Objective Grammar 1 | Grammar 2 | Grammar 3 | Grammar 4
Least Squares 17.241 46 18.071 34 16.861 35 18.231 35
Average Error 16.911.28 17.791‘54 16.61.07 17-341.67
Max. Error 20.461.37 20.570.92 20.241.33 20-590,85
RSME 17.361 .91 17.791 6 16.461 ¢ 17.341 78
MAD 17.470.94 19.21 14 16.971 38 18.961 56

Table 12: Mean and standard deviation of percentage average error, patient Patient 4.

is lower in the test plot. In this patient, these variations are not captured by
the best and average models. In fact, the best solution obtained a percentage
average error value of 11.53% in the test phase.

6.2.4. Patient 4

Table[12]shows the percentage average error values for Patient 4. The best
combination is Grammar 3 with RSME objective. Once again, minimizing
the average error objective does not obtain the best average results. Besides,
in this patient grammars 1 and 3 obtain better results than the others. These
grammars may consider any previous carbohydrate or insulin values, while
grammars 2 and 4 may consider just the two previous data. This behavior is
caused by the shape of the actual glucose values, that are similar to sawtooth
in the middle, being very difficult to imitate.

Figure [9a) shows the special shape of the actual glucose, as well as the
more special squared shape of the best solution given, and the plain average
solution. The latter is similar to an interpolation, and does not help so much.
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The best solution obtained a percentage average error value of 13.46%. The
expression of the best solution was the following:

GL(k+1) = cos(GL(k — 11)) x 46.98 + 15.45 + 96.93

250 250
200 200
150 150

100 100

50 50
0 0
1 11 21 31 41 51 61 71 81 91 1 " 21 31 41 51 61 il 81 91

= GL = Best Avg. = GL = Best Avg.

(a) Training. (b) Test.

Figure 9: Best combination for Patient 4: Grammar 3 and RSME.

The expression in this case is very constant, and the cosine depends on
the glucose estimated for a time step three hours ago. For the test phase
we decreased from 6 to 5 units the short effect insulin at breakfast, decrease
the 10 AM snack from 20 to 10 carbohydrate units, increase dinner from 40
to 50 carbohydrate units, increase short effect insulin at dinner from 3 to
4 units, and decrease the 10 PM snack from 20 to 10 carbohydrate units.
These changes modified both the actual glucose in test and the best solution
values, as seen in Figure 0b] However, this is a difficult dataset where the
best solution obtained a percentage average error value of 26.40% in the test
phase.

6.2.5. Patient 5

Looking at one objective of the results for patient Patient 5, presented
in Table [13| we see that there are not very significative differences between
grammars. However, the best result is obtained with Grammar 1 optimizing
the average error objective.

Actual glucose values for training and best and average solutions are dis-
played in Figure As seen, the best solution presents a similar shape as
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Table 13: Mean and standard deviation of percentage average error, patient Patient 5.

the actual glucose, while the average, once again, behaves like an interpola-
. The best solution obtained a percentage average error value of 9.34%.
expression of the best solution was the following:

tion

The

260

240

220

200

180

160

140

120

In this case it is clear that the best solution will obtain worse results in
the test phase because its expression only depends on k. So, for the test we
reduced the snacks in from 20 to 10 carbohydrate units, and increased lunch
and dinner in 5 carbohydrate units. As seen in Figure the best solution
remains the same than in training, while the actual glucose value changes.
The best solution obtained a percentage average error value of 11.8% in this

1

Objective

Grammar 1

Grammar 2

Grammar 3

Grammar 4

Least Squares
Average Error
Max. Error
RSME

MAD

16.621 93
16.111 98
25.245 66
17.171 45
16.321 o5

16.981_44
16.84; 73
22.565.¢
16.711 63
17.19; 47

17.191 79
16.461 gs
24.153 47
17.121 92
16.871 75

17.175 46
16.991 72
922.364 37
16.89.94
17.161 74

GL(k+1) = (89.91 + k) + 50.51 —

" 21 31 41

51

m—— GL == Best

61 7 81

Avg.

(a) Training.

91

260

240

220

200

180

160

140

120
1

21 31 41

= GL = Best

cos(37.82 x k)
tan(84.79)

51 61 4l

Avg.

(b) Test.

Figure 10: Best combination for Patient 5: Grammar 1 and average error.

test phase.
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6.3. Discussion

The results obtained in our experiments raised several issues related both
with grammars and with objective functions.

Regarding the grammars, we have found that grammars 2 and 4 , which
consider the data previous to each time step, behave quite well in all the
objectives under study. Therefore, the intuition that recent values recall the
previous history (glucose, meals, insulin) is validated here. In addition, the
expressions obtained as best solutions with grammars 2 and 4 depend on
carbohydrate and insulin units. Therefore, these expressions consider the
input values that a patient can collect and, as a consequence, the expressions
may behave well in test phases.

On the other hand, despite of the average error good values, grammars 1
and 3 have provided useless expressions that are less parameterized with the
inputs of the patient. Moreover, the average solutions in these cases tend to
interpolate the glucose values, while in the other grammars the average is
similar to the actual value.

In terms of objectives, and given that we use the average error as a quality
measure, this could be the best objective to choice. Nevertheless, the most of
the studied objectives behave quite well, with the exception of the maximum
error one. In fact, minimizing this objective does not tend to minimize the
average error so much, which can be viewed as an opposite objective useful
for future multi-objective optimizations.

7. Conclusions and Future Work

In this paper we propose an evolutionary method based on GE that auto-
matically obtains custom models for blood glucose levels in diabetic patients.
Up to our knowledge, this is the first proposal where GE is applied to obtain
glucose models in diabetics.

The main advantages of our method are: (1) the model is obtained as a
custom expression for each patient, which improves the individual treatment
of a diabetic person; (2) the training dataset can be easily collected by a
patient or by a simple system because models require values of previous
glucose measures, carbohydrate units ingested and insulin doses injected; (3)
this method may be integrated in a progressive optimization system where
the model is generated and stored and, after several days of data gathering,
the model can be updated using the new dataset.
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In our work, we have studied four different grammars and five different
objective functions for our optimization scheme on five in-silico patients. The
grammars incorporated some knowledge about the problem, trying to limit
the search space of the algorithm. We have concluded that grammars which
consider previous data that are close to the current time step are better than
those able to select any previous data. That is, the most recent data are more
valuable than the past ones. In addition, these grammars obtained more
useful models because their expressions depend on almost all the involved
variables. Besides, we saw that optimizing the average error objective obtains
the best results, as well as we identified that the maximum error is an opposite
objective that could be considered in future multi-objective optimizations.

Once the training phase finished, we selected the best model expressions
for each patient and run the test phase with a different dataset. The results
showed a mean percentage average error of 13.69% for the best models in the
test phase. In addition, the best models predicted quite well the dangerous
situations of hyper and hypoglucemias for all the patients.

In the future, we expect to manage datasets from real patients, which
will allow the study of new variables in the models like stress or exercise.
This will require the refinement of the grammars. In addition, we will con-
sider the multiobjective optimization with both average and maximum error
objectives. We will also consider to integrate fuzzy regression into the GP
process [27] [28].
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