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ABSTRACT  

 

 Classification process plays a key role in diagnosing brain tumors. Earlier research 

works are intended for identifying brain tumors using different classification techniques. 

However, the False Alarm Rates (FARs) of existing classification techniques are high. To 

improve the early-stage brain tumor diagnosis via classification the Weighted Correlation 

Feature Selection Based Iterative Bayesian Multivariate Deep Neural Learning (WCFS-

IBMDNL) technique is proposed in this work. The WCFS-IBMDNL algorithm considers 

medical dataset for classifying the brain tumor diagnosis at an early stage. At first, the WCFS-

IBMDNL technique performs Weighted Correlation-Based Feature Selection (WC-FS) by 

selecting subsets of medical features that are relevant for classification of brain tumors. After 

completing the feature selection process, the WCFS-IBMDNL technique uses Iterative 

Bayesian Multivariate Deep Neural Network (IBMDNN) classifier for reducing the 

misclassification error rate of brain tumor identification. The WCFS-IBMDNL Technique was 

evaluated in JAVA language using Disease Diagnosis Rate (DDR), Disease Diagnosis Time 

(DDT), and FAR parameter through the epileptic seizure recognition dataset.  

 

Keywords: Deep Neural Network, Bayesian Multivariate Linear Regression, Brain Tumor, 

Feature selection, Iteratively Reweighted Least Squares, Least absolute deviations, Medical 

Features, Weighted Correlation 



1. INTRODUCTION 

Early diagnosis and treatment of brain tumors are imperative to prevent permanent 

damage to the brain or death of the patient. At the level of medical data analysis, the features 

election and classification process are the ones intensively used to identify the patient data 

whether it is normal or abnormal. The indefinite and uncontrollable proliferation of cells causes 

tumors in the brain. Brain tumors impact people of all ages. Feature selection is a preprocessing 

step in disease diagnosis for reducing the complexities in the diagnostic model. A tumor is a 

mass of tissue composed of abnormal cells. Several research tools have been developed and 

are used to diagnose brain tumors with the aid of diverse classification techniques. However, 

current brain tumor diagnosis approaches perform inadequately in the context of not being able 

to overcome classification error rates. To address this deficiency, we developed the Weighted 

Correlation Feature Selection Based Iterative Bayesian Multivariate Deep Neural Learning 

(WCFS-IBMDNL) technique. WCFS-IBMDNL Technique is developed with weighted 

correlation-based feature selection and iterative Bayesian multivariate deep neural network 

classifier. 

A diverse set of algorithms were already proposed for the brain tumor diagnosis, for 

instance, an ensemble classifier [1]. The ensemble classification with bagging and decision tree 

outperforms the diseases diagnosis for an imbalanced data set. The designed algorithm 

contained Maxi-mum Relevance and Minimum Redundancy filter to establish the feature 

selection. However, the diagnosis rate of this classifier was not improved since the generation 

of diagnostic decision rule was not efficient. Support Vector Machine (SVM) classifier was 

also usedfor efficient identification of epileptic seizures [2]. However, because of the False 

Alarm Rate (FAR), the diagnosis time was in this case longer. A Two-hybrid machine learning 

model’s genetic algorithm with SVM and artificial neural network were likewise developed for 

improving the brain tumor classification accuracy [3]. However, the models failed to minimize 

the computational complexity in the tumor classification. An Incremental Gaussian 

Discriminant Analysis was developed for diagnosing the brain tumors [4]. But, the algorithm 

was not minimizing the false acceptance rate. A supervised machine learning approach was 

developed for enhancing the performance of whole-brain seizure discovery [5]; however, the 

diagnosis rate of brain tumors was not adequate. Pattern-and network-based classification 

techniques were designed for more accurate predictions of brain tumors [6]. In this case, the 

processing time of this technique was found to be very high. Similarly, molecular approaches 

have been used to diagnose brain tumors [7]. Logistic model trees were used to detect the 

presence of epileptic seizures based on EEG signals [8]; however, the diagnosis rate was lower. 

A novel method was developed for finding significant brain tumor features for disease 

classification [9] but the time and space complexity during the brain tumors diagnosis was not 

solved. Gray Level Co-occurrence Matrix (GLCM) and Gray-Level Run-Length Matrix 

(GRLM) were also developed for classification of brain tumor detection [10]; however, feature 

selection performance was not effective. An Artificial Bee Colony (ABC) algorithm was used 

for medical data classification [11] still the accurate disease diagnosis was not attained. 

A fuzzy rule-based seizure detection system was developed using the knowledge 

acquired from experts’ reasoning [13]. It does not address the false positive rate of seizure 

detection. A novel seizure detection algorithm was likewise designed to attain higher sensitivity 

and a lower false positive rate for diagnosis of brain tumors [14]. Finally, a deep learning-based 

approach was developed for learning EEG features and predicting epileptic seizures [15]; 

however, the time complexity of epileptic seizure detection was greater than the proposed 

WCFS-IBMDNL technique. 

Multi-scale radial basis functions (MRBF), modified particle swarm optimization 

(MPSO) and SVM classifier (MRBF-MPSO-SVM) werecombinedin [16] for identifying the 

brain tumor disease. However, the time consumption was not minimized. A survey of different 



Computer-Aided Diagnosis (CAD) techniques was introduced for neurological diseases 

diagnosis in [17]. Fuzzy entropy (FuzzyEn) and distribution entropy (DistEn) were developed 

in [18] for executing brain tumor disease diagnosis with higher accuracy without minimizing 

the time consumption. A novel hybrid method called Support Vector Machine (SVM) and 

Procrustes Analysis (PA) (SVM-PA), was developed in [19] to perform feature selection in the 

medical database. However, the space complexity was improved since it unable to select the 

relevant features for disease diagnosis. Online Feature Selection algorithm was presented in 

[20] based on the Dependency in K nearest neighbors for high-dimensional class-imbalanced 

data. However, feature selection was not performed effectively. A hybridization approach was 

introduced in [21] to improve diagnostic accuracy based on the extracted significant diabetes 

features. However, the space complexity of disease diagnosis was not considered. SVM was 

designed in [22] for feature selection and detecting diseases without selecting the most relevant 

features. A hybrid decision support system was introduced in [23] to achieve higher 

classification performance in diabetes disease diagnosis by extracting relevant features. 

However, the feature selection accuracy was not adequate. A review of diverse brain tumor 

diagnostic techniques was previously published in [12]. 

We have identified, from the analysis of the above literature, that existing methods are 

affected by several issues such as classification error, not sufficient diagnosis rate, large 

diagnosis time, not adequate feature selection performance, time and space complexity. To 

solve the above-said issues, the WCFS-IBMDNL technique is developed for performing brain 

tumor diagnosis in the medical dataset. The proposed WCFS-IBMDNL technique is 

implemented with the aid of weighted correlation feature selection and iterative Bayesian 

multivariate deep neural learning. The correlation-based feature selection discovers more 

relevant features and Bayesian multivariate deep neural learning deeply examines the selected 

feature for brain tumor classification. This advantages to increases the DDR and reduces the 

DDT with FAR in WCFS-IBMDNL technique. The objective of the proposed WCFS-

IBMDNL Technique is to increase the performance of brain tumor disease diagnosis at an 

earlier stage with higher DDR.  

The major contributions of the WCFS-IBMDNL areas follows: 

 First it is proposed to enhance the performance of brain tumor prediction via a 

classification technique. The proposed WCFS-IBMDNL technique is designed with the 

implementation of WC-FS and IBMDNN classifier. 

 WC-FS is used to execute the feature selection process for performing effective brain 

tumor detection diagnosis. The novelty of WCFS-IBMDNL is to apply the Pearson 

correlation coefficient in WC-FS. Pearson correlation coefficient is applied to identify 

the correlation between two medical attributes for choosing a subset of medical features 

that are most relevant to the brain tumor disease classification process. A weight value 

is allocated to all attributes where higher weight attributes are selected for classification 

and lower weight attributes are removed from the database. This increases the feature 

selection performance with minimum time and space complexity.  

 IBMDNN Classifier is introduced in the proposed WCFS-IBMDNL technique to 

improve the classification performance of brain tumor diagnosis. Besides, BMLRis 

used in IBMDNN classifier for deeply analyzing the medical features for classifying 

whether the patient as normal or abnormal. After the classification, the least absolute 

error is computed. Finally, the IRLS method is used to minimize the error rate. This 

helps to increase the disease diagnosis rate with minimizing the FAR.  

The structure of the paper is as follows: Section 2 explains the WCFS-IBMDNL technique 

with the help of an architecture diagram. In Section 3, simulation settings are described and 

experimental results are discussed in Section 4. Section 5 presents the conclusions of this paper.  



2. WCFS-IBMDNL 

 

 Recently, many research works are designed to classify the brain tumor features for 

diagnosing the diseases. But, the correlation among the brain tumor features in the big data set 

was unable to be performed thus reduces the diseases diagnosis performance. Besides, 

misclassification results are occurred in traditional methods while performing classification. In 

order to overcome the above-said issues, WCFS-IBMDNL technique is designed for 

performing disease diagnosis more accurately.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

Figure 1 Architecture of proposed WCFS-IBMDNL technique 

 

The WCFS-IBMDNL Technique was developed to improve the performance of brain 

tumor diagnosis with minimal time requirements. The WCFS-IBMDNL techniquecombines 

the WC-FS and the IBMDNN classifier. The WCFS-IBMDNL techniqueincludes two main 

processes: subset feature selection and classification in Figure 1. In contrast to existing 

approaches, the weighted correlation method is usedinthe WCFS-IBMDNL techniqueto choose 

medical features that are relevant for brain tumor classification. After choosing a subset of 

features, the WCFS-IBMDNL techniqueapplies the IBMDNN classifier, foreffective brain 

tumor diagnosis with minimal time complexity. The WCFS-IBMDNL techniquesis presented 

in details below.  

2.1. Weighted Correlation-based Feature Selection 

Feature selection plays a significant role in brain tumor diagnosis. The traditional 

method performs feature selection process for classifying the diseases in the medical database. 

However, during the feature selection, the redundant features are unable to be eliminated since 

the relationship among the features not measured which increases the time and space 

complexities in disease diagnosis. In addition, backward search methods are employed to 

identify the novel interaction among the features. However, the redundant subset elimination 
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is less efficient. Therefore, WC-FS is performedwithin WCFS-IBMDNL technique to reduce 

the space and time complexity. The weighted correlation model is usedin the WCFS-IBMDNL 

technique. It employs the weight value of each medical feature in a given medical dataset to 

select the subset of medical features in a minimal amount of time. Correlation values, which 

describe the degree to which medical features are related, range between 1 and-1. Closely 

relatedvalues with either a positive or negative correlation are characterizedbya correlation 

close to 1 or -1, respectively. The Pearson correlation coefficient is used in WC-FS to 

conclusively determine the correlation between two medical attributes in an input dataset. After 

this, WC-FS applies a weight to each medical attribute in an input medical dataset according 

to their measured correlation values. This weight value helps WC-FS find relevant medical 

features for prediction of brain tumorsin less time as compared to state-of-the-art approaches. 

The medical features with higher weight values are consideredasthe mostsignificant features 

for brain tumor classification. Thus, WC-FS selectsthemedical features that have higher weight 

valuesand subsequently remove the medical features with lower weight values.  

 

Figure 2: Processes of Weighted Correlation-based Feature Selection 

 In figure 2showsthe flow process of WC-FS within the WCFS-IBMDNL technique. As 

depicted in figure 2, WC-FS first takes a medical dataset (i.e., the Epileptic Seizure Recognition 

Dataset) as input. Then, WC-FS estimates the correlation between the medical features with 

supportfrom thePearson correlation coefficient. Next, WC-FS assigns a weight toeach medical 

feature in a given medical dataset and selects the higher weighted medical features as a subset 

of medical features for prediction of brain tumors.  

Let us consider the input medical dataset ‘𝑀𝐷’ that contains several features 

represented as ‘𝐹𝑖 = 𝐹1, 𝐹2, . . 𝐹𝑛’ where 𝑖 = 1,2, … . . 𝑛. Here, ‘𝑛’ indicates the total number of 

medical features in a given dataset. The WC-FS computes the degree of correlation ‘𝑐𝑖’ 

between twomedical features ‘𝐹1’ and ‘𝐹2’ using the equation below. 
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𝑐𝑖 =
𝑛 ∑ 𝐹1𝐹2 − ∑ 𝐹1 ∑ 𝐹2

√𝑛(∑ 𝐹1
2 − (∑ 𝐹1)

2
)(𝑛 ∑ 𝐹2

2 − (∑ 𝐹2)2)

 

               (1) 

In equation (1), ‘ 𝑛’indicates the number of medical features in the medical dataset. 

Next, WC-FS determines the weight ‘𝜗𝑖’ based onthe correlation value ‘𝑐𝑖’ for each medical 

feature using the equation below. 

𝜗𝑖 →  ∑ 𝐹𝑖

𝑛

𝑖=1

 

   (2) 

By means of equation (2), WC-FS introduces weight ‘𝜗𝑖’ of each medical feature. Next, 

WC-FS selects the higher weighted medical features using the equation below. 

 

𝐹∗ = arg max 𝜗𝑖 {𝐹1, 𝐹2, . . 𝐹𝑛} 

                 (3) 

In equation (3), ‘𝐹∗’ represent the chosen subset of features. WC-FS uses equation (3) 

to pick the related subset of medical features for brain tumor classification, which eliminates 

irrelevant medical features. As a result, the WCFS-IBMDNL technique significantly enhances 

the performance of feature selection as compared to conventional approaches. The algorithmic 

process of WC-FS is shown below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Flow process of feature selection using WC-FS 
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 As shown in figure 3, the WC-FS process is applied to choose the relevant features for 

brain tumor disease diagnosis. At first, the medical dataset is considered as input. From that, 

the Pearson correlation coefficient is applied to the input dataset to calculate the correlation 

between two medical features. It provides the correlation value of +1 and -1 where the higher 

correlation represents the +1 and lower correlation represents -1. Depending upon the 

correlation measure, the weights are allocated to each medical feature. Then the higher weight 

features are said to be more relevant which is further considered for the classification process. 

Besides, the lower weight features are redundant and thus they removed from the database. 

This in turns, space and time complexity of brain tumor diseases diagnosis is highly reduced.  

Algorithm 1.Weighted Correlation-based Feature Selection 

// Weighted Correlation-based Feature Selection Algorithm 

Input: Number of Medical Features ‘𝐹𝑖 = 𝐹1, 𝐹2, . . 𝐹𝑛’,  

Output: Subset of medical features 

Step 1: Begin 

Step 2: Foreach feature ‘𝐹𝑖’ 

Step 3:             Measure the correlation ‘𝑐𝑖’between feature ‘𝐹𝑖’ using (1)  

Step 4:            Compute weights using (2) 

Step 5:            Select higher weighted features using (3) 

Step 6:            Remove lower weighted features    

Step 7: End for 

Step 8: End 

 

Algorithm 1 depicts the step-by-step processusedbyWC-FS to select significant 

medical features for improving the performance of brain tumor classification. At first, the 

medical data is taken as input for brain tumor disease diagnosis. The correlation coefficient all 

medical feature in the database is measured. Further, the weight values of all medical features 

are assigned depending on their measured correlation values. From that, the maximum weight 

features are chosen to perform the classification process. Besides, the minimum weight features 

are removed from the database. This in turns, the time required to identify the brain tumor 

disease is highly reduced. With the selected features of medical data, classification is carried 

out in the next section for identifying brain tumor diseases. 

 

2.2 Iterative Bayesian Multivariate Deep Neural Network Classifier  

 After performing feature selection, the classification is performed using IBMDNN 

classifier in proposed WCFS-IBMDNL technique. The IBMDNN technique is applied to 

improve the performance of brain tumor classification. An IBMDNN classifier is developed 

by combining BMLR and IRLS in the deep neural network. The IBMDNN classifier is a feed-

forward network where each layer uses output from the previous layer as input. The IBMDNN 

technique iteratively performs classification using multiple layers where the error rate in the 

output classification is minimized. The design of an IBMDNN classifier is based on the neural 

network of the human brain. The IBMDNN classifier uses multiple hidden layers to analyze 

medical data, which improves the diagnosis rate of brain tumors with lower time complexity. 

 In contrast to conventional techniques, BMLR is employed in the hidden layer as it 

helps the IBMDNN classifier to accurately find the relationship between input patient data and 

disease symptoms in a minimal amount of time. Additionally, IRLS is used in the IBMDNN 

classifier (in contrast to existing approaches), with the goal of reducing the error rate during 

brain tumor classification. With the application of BMLR and IRLS, IBMDNN accurately 

classifies input patient data as normal or abnormal in a minimal amount of time. The IBMDNN 

classifier process is shown below. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. IBMDNN Classifier Process 

 

Algorithm 4showsthe IBMDNN classifier process that is used to accurately detect brain 

tumors at an early stage in a minimal amount of time. As shown in Algorithm 2, the IBMDNN 

classifier initializes a neural network with random weights. The input layer uses medical 

attributes of the patient data as input and sends it to hidden layers. The hidden layers in the 

IBMDNN classifier analyze the medical attributes of patient data usingBMLR and then sendthe 

classification results to the output layer. Next, the IBMDNN classifier measures the least 

absolute deviation of each trained patient data. Subsequently,theleast absolute deviations of 

brain tumor diagnosis using the IBMDNN classifier are minimized using the IRLS method by 

updating changed weights with respect totheleast absolute deviation (i.e., error rate). The 

IBMDNN classifier processis repeated until the error value is small. Finally, the output layer 

in the IBMDNN classifier provides the diagnostic result.TheIBMDNN classifier provides 

improvedclassification performance for the diagnosis of brain tumors.  

 Let us consider a medical dataset ‘𝑀𝐷’ comprised of many sets of patient medical data 

denoted as ‘𝑀𝐷𝑖 = {𝑃1, 𝑃2, 𝑃3,…, 𝑃𝑁}’, with a selected subset of features 𝐹∗ = 𝑓1, 𝑓2, . . 𝑓𝑛. ‘𝑁’ 

represents the total number of patient datain a given dataset. In order to classify the patients as 

normal or abnormal, the IBMDNN classifier is used. TheIBMDNN classifier takes a number 

of sets of patient medical data ‘𝑃𝑖’ and the chosen optimal features ‘𝐹∗’ as input. Neuronal 

activity in the input layer ‘(𝑢)’ is expressed as: 

𝑢(𝑡) = ∑ 𝑃𝑖
𝑁
𝑖=1 𝛿𝑢𝑣 + 𝑎𝑗                                         (4) 

 In equation (4), the input layer ‘𝑢’ combines the input patient data ‘𝑃𝑖’ with weights 

‘𝛿𝑢𝑣’ and bias term ‘𝑎𝑗’.‘𝑢 (𝑡)’ indicates neuronalactivity in the input layer at a time ‘𝑡’ and 

‘𝛿𝑋𝑌’ refers to weights between the input and hidden layer. After receiving a patient’s medical 

data, the input layer forwardsthe data to the hidden layer. The hidden layers in the IBMDNN 

Hidden layers 

BMLR analysis 

Apply IRLS method 

Compute Least 

Absolute Deviations 

Minimize Least 

Absolute Deviations 

Output layer 

Generate disease 

diagnosed result 

Input layer 

Efficient Brain Tumor Disease 

Classification 

Patient Data with 

Selected Features 



classifier useBMLR analysis to derive a diagnosis based on a patient’s medical data.Neuronal 

activity in hidden layers ‘𝑣𝑖(𝑡)’ is obtained from the following equation: 

𝑣𝑖(𝑡) = 𝛼 ∑ 𝑢 (𝑡)

𝑁

𝑖=1

𝛿𝑣𝑖
 

    (5) 

 In equation (5), ‘𝑢 (𝑡)’ denotes neuronal activity in the input layer, ‘𝛿𝑣𝑖
’ refers to the 

weight in hidden layers, and ‘𝛼’ is an activation function.‘𝑣𝑖(𝑡)’ represents neuronal activity 

in hidden layers at a time ‘𝑡’. The IBMDNN classifier utilizes BMLR analysis in an activation 

function used in hidden layers that assists to analyze medical features of an input patient. The 

BMLR is a Bayesian approach of multivariate linear regression. The BMLR identifies the 

relationship between the selected medical features ‘𝑓1, 𝑓2, . . 𝑓𝑛’ of a patient and disease 

symptoms using Bayesian theorem.The output of activation function is obtained using the 

equation below: 

𝛼 = 𝛽1𝑓1 + 𝛽2𝑓2+. . +𝛽𝑛𝑓𝑛 
                           (6) 

 In equation (6), ‘𝑓1, 𝑓2, . . 𝑓𝑁’ represents the selected significant medical features of 

patient data whereas ‘𝛽1,𝛽2, … 𝛽𝑛’ denotes brain tumor symptoms. The IBMDNN classifier 

performs BMLR analysis with the aid of Bayesian theorem that finds the probability of disease 

occurence that is dependent on prior knowledge of conditions (i.e., disease symptoms). Thus, 

the activation function in the IBMDNN classifier returns as output when the medical features 

of the input patient data is matched with known conditions. Otherwise, the activation function 

returns as output when the medical features of patient data are not matched with known 

conditions. The output of the deep neural network hidden layer is evaluated using the equation 

below: 

𝑣𝑖(𝑡) = {
𝑖𝑓((𝑓1, 𝑓2, . . 𝑓𝑁) == (𝛽1,𝛽2, … 𝛽𝑛)), 𝑅𝑒𝑡𝑢𝑟𝑛 1

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,                                               𝑅𝑒𝑡𝑢𝑟𝑛 0
 

  (7) 

 In equation (7), ‘𝑓1, 𝑓2, . . 𝑓𝑁’ refers to patient medical attributes whereas ‘𝛽1,𝛽2, … 𝛽𝑛’ 

indicates prior knowledge of conditions (i.e., brain tumor symptoms). The results obtained 

from the last hidden layer arethen forwarded to the output layer. Hence, neuronal activity in 

the output layer ‘𝑤(𝑡)’ at a time ‘𝑡’ is determined as: 

𝑤(𝑡) = 𝛿𝑣𝑤𝑣𝑖(𝑡) 

 (8) 

 In equation (8), ‘𝛿𝑣𝑤’ denotes the weight between the hidden and output layer.The brain 

tumor disease diagnosis results ‘𝑤(𝑡)’ at the time ‘𝑡’ is estimated as, 

𝑤(𝑡) = {
1, 𝑃𝑖𝑖𝑠 𝑎𝑏𝑛𝑜𝑟𝑎𝑚𝑙
0,      𝑃𝑖𝑖𝑠 𝑛𝑜𝑟𝑚𝑎𝑙

 

     (9) 

 In equation (9),‘𝑤(𝑡) = 1’ represents abnormal input patient medical data ‘𝑃𝑖’ whereas 

‘𝑤(𝑡) = 0’ inidcates that the patient ‘𝑃𝑖’ is normal. Inequation (9), the IBMDNN classifier 

classifies the patient as normal or abnormal.  

 

 After obtaining the classification result, the IBMDNN classifier finds the least absolute 

deviations to improve the diagnosis rateof brain tumorsas compared to existing approaches. 

Least absolute deviations (LAD) is termedleast absolute errors (LAE) or the sum of absolute 

deviations. It is defined as the difference between the actual and desired output. LAD is used 

in the IBMDNN classifier to evaluate the classification error rate during the process of 



predicting brain tumors. The error rate at time ‘𝑒(𝑡)’ is estimated using the equation below in 

[26].  

𝑒(𝑡) = ∑ |(𝑤(𝑡) − 𝑤(𝑡)̅̅ ̅̅ ̅̅ )|

𝑁

𝑖=1

 

    (10) 

 In equation (10), ‘𝑒(𝑡)’ is a measured error rate of brain tumor classification at time 

‘(𝑡)’. Here, ‘𝑤(𝑡)̅̅ ̅̅ ̅̅ ’ denotes the actual output whereas ‘𝑤(𝑡)’ refers to the obtained output. The 

weights are updated according to the measured error rate. Then, weights are updated using the 

equation below: 

𝛿𝑢𝑣
′ = −𝜇

𝜕𝑒(𝑡)

𝜕𝛿𝑢𝑣
 

             (11) 

𝛿𝑣
′ = −𝜇

𝜕𝑒(𝑡)

𝜕𝛿𝑣
 

             (12) 

𝛿𝑣𝑤
′ = −𝜇

𝜕𝑒(𝑡)

𝜕𝛿𝑣𝑤
 

    (13) 

 From equations (11), (12), and (13), ‘𝜇 > 0’ refers to a learning rate. From the above 

equations, weight changes in input, hidden, and output layers ‘𝛿𝑢𝑣
′ ’, ‘𝛿𝑣

′ ’, ‘𝛿𝑣𝑤
′ ’ areupdated 

according to the error rate ‘𝑒(𝑡)’. Then, the IBMDNN classifier applies the IRLS method with 

the objective of decreasing the error rate and thereby improving the performance of brain tumor 

classification with a better diagnosis rate. In the IBMDNN classifier, with the help of objective 

function, the IRLS method is used to resolve certain optimization problems. Here, objective 

functions minimize the error rate for effective brain tumor prediction. As a result, the IRLS 

method decreases the error rate of the IBMDNN classifier using the equation below: 

 

𝑤(𝑡) = arg min ∑ |(𝑤(𝑡) − 𝑤(𝑡)̅̅ ̅̅ ̅̅ )|

𝑁

𝑖=1

 

 (14) 

An iterative method is used, for which each step reduces the least absolute deviations. 

The IRLS method at step ‘𝑡 + 1’ involves solving the least absolute deviations problem through 

updating the weight based on the measured error rate using the equation below: 

 

𝑤(𝑡) = arg min ∑ 𝛿𝑣
′(𝑡)

 |(𝑤(𝑡) − 𝑤(𝑡)̅̅ ̅̅ ̅̅ )|

𝑁

𝑖=1

 

            (15) 

 By using equations (14) and (15), the IBMDNNclassifier finds a minimum error for the 

accurate classification of brain tumors. The algorithmic steps of the IBMDNN classifier are 

shown below. 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 Flow process of IBMDNN Classifier 

 

 Figure 5 shows the flow process of IBMDNN Classifier for performing brain tumor 

disease diagnosis at an early stage.  This classification process helps to identify the patient data 

as normal or abnormal using the medical database.  

 

Algorithm2.IBMDNN Classifier 

// IBMDNN Classifier Algorithm 

Input: Medical dataset ‘𝑀𝐷𝑖 = {𝑃1, 𝑃2, 𝑃3,…, 𝑃𝑁}’ with a selected subset of features  

‘𝐹∗ = 𝑓1, 𝑓2, . . 𝑓𝑛’ 

Output: Enhanced DDR with minimal time 

Step 1: Begin 

Step 2:     Randomly initialize neural network with random weights 

Step 3:     For patient medical data ‘𝑃𝑖 ∈ 𝑀𝐷’ 

Step 4:           While (‘𝑒(𝑡)’ is low) do 

Step 5:               Input layer ‘𝑢(𝑡)’ takes ‘𝑃𝑖’ and sends it to be hidden layers using (4) 

Step 6:               Hidden layers ‘𝑤(𝑡)’ deeply analyze medical attributes of ‘𝑃𝑖’ using (5) 

Step 7:               Output layer ‘𝑤(𝑡)’ returns diagnosed result using (8) 

Step 8:               Measure error rate ‘𝑒(𝑡)’ using (10) 

Step 9:               Update weights ‘𝛿𝑢𝑣
′ ’, ‘𝛿𝑣

′ ’, ‘𝛿𝑣𝑤
′ ’ using (11), (12), and (13) 

Step 10:             Apply the IRLS method to minimize ‘𝑒(𝑡)’ using (14) and (15) 

Step 11:         End while        

Step 12:         If(𝑤(𝑡) = 1) then 

Step 13:              Classify ‘𝑃𝑖’ as abnormal  

Step 14:         Else 

Step 15:              Classify ‘𝑃𝑖’ as normal 

Start 

Selected medical features 

Apply IBMDNN classifier 

Updates the weight 

Determine the LAD 

Reduce the error using IRLS 

Improve the Brain Tumor Disease 

Classification 

End 



Step 16:End If 

Step 17:    End for 

Step 18: End     

  

Algorithm 2 shows the step-by-step process of the IBMDNN classifier for enhanced 

performance of classification for diagnosing brain tumors at an early stage. With the support 

of Algorithm 2, the IBMDNN classifier efficiently classifies the patient as normal or abnormal 

with a higher diagnosis rate. With the aid of multiple hidden layers, the medical features are 

analyzed with disease symptoms and produce the classification results at the output layer. In 

addition, the error rate is calculated for output results, and it is reduced using the IRLS method. 

The WCFS-IBMDNL technique performs brain tumor disease classification as compared to 

existing approaches, in terms of disease diagnosisrate, DDT, and FAR.  

 

3. EXPERIMENTAL SETTINGS 

 

The WCFS-IBMDNL technique is implemented in Java language using the Epileptic Seizure 

Recognition Dataset [24] to determine its performance. The Epileptic Seizure Recognition 

Datasetwasobtained from the UCI Machine Learning Repository [25]. This dataset consists of 

five folders, with each folder containing 100 files and patient medical data. Each file contains 

23.6 seconds of brain activity of each patient. Each data point corresponds to the value of the 

EEG recording at a distinct point in time where data points are considered to biomedical 

features. Thus, this dataset consists of 500 sets of patient medical data in which each patient 

has 4,097 data points consisting of 23.5 seconds. Every set of 4,097 data points are split into 

23 parts. Each set of patient medical data is comprised of 178 data points consisting of 1 second. 

The last column signifies the class label. The dataset has 11,500 instances.  It is a pre-processed 

and re-structured version of more generally used dataset. The dataset has the characteristics of 

multivariate and time-series. It includes 179 attributes, and it has the integer and real 

characteristic.  

 To conduct the experimental evaluation, the WCFS-IBMDNL technique takes a 

different number of sets of patient medical data from the Epileptic Seizure Recognition Dataset. 

The WCFS-IBMDNL technique enhances the disease diagnosis rate (DDR) and reduces 

disease diagnosis time (DDT)of the Epileptic Seizure Recognition Dataset as compared to 

existing approaches. Based on the objective of the proposed WCFS-IBMDNL technique, the 

performance metrics (i.e., parameters) are chosen to analyze the effectiveness of the proposed 

technique. The primary objective of WCFS-IBMDNL technique is to improve the early-stage 

of brain tumor diagnosis with minimum time and FAR. Therefore, experimental results 

generated by the WCFS-IBMDNL technique are estimated in terms of disease diagnosis rate, 

DDT, and FAR and are compared with the Ensemble classifier [1], SVM classifier [2] and 

MRBF-MPSO-SVM [16]. Besides, the cross-validation model is used to evaluate the better 

performance of WCFS-IBMDNL technique. Here, the Holdout cross-validation method is 

employed to separate the input dataset into two sets such as training set and the testing set. 

Holdout cross-validation is a simple kind of cross-validation method.  

4. RESULTS AND DISCUSSION 

 In this section, the results of the analysis of the WCFS-IBMDNL technique are 

presented. The effectiveness of the WCFS-IBMDNL technique is analyzed with the help of 

graphs using the parameters shown below. 

4.1 Experimental Result Analysis of Disease Diagnosis Rate (DDR) 

 The Disease DiagnosisRate (‘𝐷𝐷𝑅’) is the ratio of a number of patients correctly 

classified as normal or abnormal to the total number of patient data experimentally evaluated. 

The DDR is evaluated in terms of percentages (%) according to the following equation: 



 

𝐷𝑃𝑅 =
𝑋𝐶𝐶

𝑁
∗ 100                            (16) 

 Equation (16) measuresthediagnosis rate of brain tumors. Here, ‘𝑁’ refers to the total 

number of sets of patient medical data employed in experimental work, whereas ‘𝑋𝐶𝐶’ indicates 

the number of sets of patient data that are classified as normal or abnormal. 

 

Sample calculation:  

 Ensemble classifier: the number of patients classified is 40and the total number of 

patients used in the experimental work is 50. TheDDRis measured as: 

𝐷𝐷𝑅 =
40

50
∗ 100 = 80 % 

 SVM classifier: the number of patients accurately classified is 38 and the total number 

of patients utilized in the experimental evaluation is 50. The DDR is estimated as: 

𝐷𝐷𝑅 =
38

50
∗ 100 = 76 % 

 MRBF-MPSO-SVM: the number of the number of patients classified is 42 and the 

total number of patients used for experimental evaluation is 50. The DDR is determined 

as: 

𝐷𝐷𝑅 =
42

50
∗ 100 =  84% 

 WCFS-IBMDNL Technique: the number of patients correctly classified is 48 and the 

total number of patients used in the experimental process is 50. Then DDR is 

determined as: 

𝐷𝐷𝑅 =
48

50
∗ 100 = 96% 

 The WCFS-IBMDNL technique is implemented in Java language by considering 

various numbers of patients in the range of 50-500 from the Epileptic Seizure Recognition 

Dataset to estimate the diagnosis rate of brain tumors. When considering 300 sets of patient 

medical data, the WCFS-IBMDNL technique has a93% DDR whereas conventional Ensemble 

classifier [1] and SVM classifier [2] and MRBF-MPSO-SVM [16] have 87%, 84% and 89% 

DDRs respectively.  

The comparative results of brain tumor DDR are demonstrated on Figure below.  

 



 
Figure: 6 Comparative Analysis of DDR (%) vs. Number of Patients (N) 

  

Figure 6 depicts the impact of brain tumor DDR versus a different number of patients using 

four methods: Ensemble classifier [1], SVM classifier [2], MRBF-MPSO-SVM [16] and 

WCFS-IBMDNL technique. As illustrated in the Figure 6, the WCFS-IBMDNL technique 

attains a higher DDR for brain tumors as compared to the existing Ensemble classifier [1], 

SVM classifier [2], MRBF-MPSO-SVM [16]. This is due to the application of IBMDNN 

classifier in the WCFS-IBMDNL technique. IBMDNN classifies the selected features that are 

more significant for performing brain tumor detection. With the classified features, the 

IBMDNN Classification is performed foraccuratelydiagnosing the patients as normal or 

abnormal with the help of BMLR and IRLS. This supports the WCFS-IBMDNL technique to 

improve the ratio of patients correctly classified as normal or abnormal as compared to state-

of-the-art approaches. The higher DDR further increases the accuracy of brain tumor disease 

diagnosis. WCFS-IBMDNL technique enhances the diagnosis rate of brain tumors by 12 %, 

18 % and 7% when compared to the Ensemble classifier [1], the SVM classifier [2] and MRBF-

MPSO-SVM [16] respectively. 

 

4.2 Experimental Result Analysis of Disease Diagnosis Time (DDT) 

 The DDT computes the amount of time needed to discover the presence of a brain tumor 

through classification. The DDT is estimated in terms of milliseconds (ms) as shown in the 

equation below: 

𝐷𝐷𝑇 = 𝑁 ∗ 𝑡(𝐶𝑆𝑃 )                                            (17) 

 Equation (17) determinesthetime required to diagnosea brain tumor. Here, ‘(𝑁)’ 

denotes a number ofsets of patient medical data and ‘𝑡(𝐶𝑆𝑃 )’ represents the time utilized for 

classifying the medical data of a single patient.  

Sample calculation:  

 

 Ensemble classifier: the time used to classifyasingle patient’s medical data as normal 

or abnormal is 0.28 ms and the total number of patients is 50. Then, the disease 

diagnosis time is measured as, 

𝐷𝐷𝑇 = 0.28 ∗ 50 = 14 𝑚𝑠 
 SVM classifier: the time needed for classifying medical data of a single patient is 0.35 

ms and the total number of patients is 25. Then, DDT is computed as, 
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𝐷𝐷𝑇 = 0.35 ∗ 50 = 18 𝑚𝑠 
 MRBF-MPSO-SVM: the time consumed to classify the single patient’s medical data 

as normal or abnormal is 0.26ms and the total number of patients is 50. Then, the 

disease diagnosis time is determined as, 

𝐷𝐷𝑇 = 0.26 ∗ 50 = 13 𝑚𝑠 
 

 WCFS-IBMDNL Technique: the time required for classifying single patient data is 

0.21 ms and the total number of patients is 50. Then, DDT is evaluated as, 

𝐷𝐷𝑇 = 0.21 ∗ 50 = 11 𝑚𝑠 

 To estimate the DDT involved during brain tumor diagnosis, the WCFS-IBMDNL 

Techniqueis implemented with diverse numbers of patients in the range of 50-500. When 

employing 350 sets of patient’s medical data, the WCFS-IBMDNL Technique takes 35 ms 

DDT whereas the state-of-the-art approaches Ensemble classifier [1], SVM classifier [2] and 

MRBF-MPSO-SVM [16] take 46 ms, 60 ms and 39 ms, respectively. 

The results of brain tumor DDT versus a various number of patients using Ensemble classifier 

[1], SVM classifier [2], MRBF-MPSO-SVM [16] and the WCFS-IBMDNL Technique. As 

shown in the Figure 7, the WCFS-IBMDNL Technique takes minimal amount of time for 

finding occurrences of brain tumors as compared to Ensemble classifier [1], SVM classifier [2] 

and MRBF-MPSO-SVM [16]. The comparative results of brain tumor DDT are shownon figure 

below.  

 

 
 

Figure: 7 Comparative Analysis of DDT (ms) vs. Number of Patients (N) 

  

 Figure 7 shows the impact of brain tumor DDT versus a different number of patients 

using four methods: Ensemble classifier [1], SVM classifier [2], MRBF-MPSO-SVM [16] and 

WCFS-IBMDNL technique. Let us consider the 150 number of patients, DDT using WCFS-

IBMDNL is 21 ms whereas the existing Ensemble classifier [1], SVM classifier [2] and MRBF-

MPSO-SVM [16] acquires DDT of 29 ms, 39 ms, and 26 ms respectively. This is due to the 

application of WC-FS and the IBMDNN Classifier in the WCFS-IBMDNL Technique in 

contrast to state-of-the-art approaches. Through the WC-FS processes, the WCFS-IBMDNL 

Technique selects a subset of medical attributes in a lower amount of time for effective brain 

tumor classification. Then, IBMDNN Classifier classifies a patient as normal or abnormal in a 

minimal amount of time. This assists the WCFS-IBMDNL Technique to minimize the amount 
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of time needed to discover the presence of brain tumors as compared to existing approaches. 

WCFS-IBMDNL Technique reduces the time required to diagnose brain tumor disease by 24 

%, 40 % and 16% as compared to Ensemble classifier [1], SVM classifier [2] and MRBF-

MPSO-SVM [16], respectively. 

4.3Analysis of False Alarm Rate (FAR) 

 The False Alarm Rate ‘(𝐹𝐴𝑅)’ is evaluated as the ratio of a number of patient data sets 

wrongly classified as normal or abnormal to the total number of patient data sets. The FAR is 

measured in terms of percentages (%) and shown below: 

𝐹𝐴𝑅 =
𝑋𝑊𝐶

𝑁
∗ 100    (18) 

 From equation (18), the FAR of brain tumor classification is obtained. Here, ‘𝑋𝑊𝐶’ 

denotes the patient data that are incorrectly classified as normal or abnormal. 

Sample calculation:  

 Ensemble classifier: number of patients mistakenly classified is 10and the total 

number of patients is 50. Then, the FAR is estimated as, 

𝐹𝐴𝑅 =
10

50
∗ 100 = 20 % 

 SVM classifier: number of patients wrongly classified is 12 and the total number of 

patients is 50. Then the FAR is determined as, 

𝐹𝐴𝑅 =
12

50
∗ 100 = 24 % 

 MRBF-MPSO-SVM: number of patients inaccurately classified is 11 and the total 

number of patients is 50. Then the FAR is determined as, 

𝐹𝐴𝑅 =
11

50
∗ 100 = 22 % 

 WCFS-IBMDNL Technique: number of patients inaccurately classified is two and 

the total number of patients is 50. Then the FAR is obtained as, 

𝐹𝐴𝑅 =
2

50
∗ 100 = 4 % 

 For measuring the FAR during brain tumor classification, the WCFS-IBMDNL 

technique is implemented with dissimilar numbers of patients in the range of 50-500. When 

using 400 sets of patient’s medical data, the WCFS-IBMDNL Technique attains 6 % FAR 

whereas Ensemble classifier [1], SVM classifier [2] and MRBF-MPSO-SVM [16] attain 17 %, 

20 % and 17% respectively.  

 



 
 

Figure: 8 Comparative result analysis of FAR (%) Vs. Number of Patients (N) 

 

 Figure 8 shows the impact of FAR versus different numbers of patients using Ensemble 

classifier [1], SVM classifier [2], MRBF-MPSO-SVM [16] and the WCFS-IBMDNL 

Technique. As shown in figure 8, the WCFS-IBMDNL Technique attains a lower FAR for 

brain tumor prediction as compared to Ensemble classifier [1], SVM classifier [2] and MRBF-

MPSO-SVM [16]. The WC-FS and IBMDNN are two classifiers are used to build the WCFS-

IBMDNL Technique which is efficient when compared to existing approaches. The 

algorithmic processes of WC-FS assist the WCFS-IBMDNL Technique to choose a subset of 

medical attributes that are more important for brain tumor disease with lower time complexity. 

With the aid of the selected subset of medical attributes of a patient, the IBMDNN classifier 

classifies a patient as normal or abnormal with minimum error. This helps the WCFS-IBMDNL 

Technique to decrease the ratio of patient data wrongly classified as normal or abnormal as 

compared to state-of-the-art approaches. By using the proposed model, the error rate of the 

medical data is reduced while classifying. As a result, the WCFS-IBMDNL Technique reduced 

the FAR by 61 %, 68 % and 57% as compared to Ensemble classifier [1], SVM classifier [2] 

and MRBF-MPSO-SVM [16], respectively.  

 

 

5. CONCLUSION 

 

 An efficient WCFS-IBMDNL technique was designed with the goal of increasing 

performance of diagnosing brain tumors with minimal FAR. Application of WC-FS and the 

IBMDNN Classifier achieves the goal of the WCFS-IBMDNL Technique. With the help of the 

algorithmic processes of WC-FS, the WCFS-IBMDNL technique enhances the performance of 

feature selection to choose the more relevant subset of medical features in less time. In WC-

FS, the Pearson correlation coefficient is employed to calculate the correlation between two 

medical features. Based on the correlation measure, a weight value is assigned in all medical 

features for detecting relevant classification features of the brain tumor at an early stage. In 

addition to the algorithmic processes of the IBMDNN, the classifier includes three layers for 

producing effective classification results with a minimum error. This in turns, WCFS-

IBMDNL Technique reduces the ratio of patient data sets that are incorrectly classified, which 
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provides enhanced brain tumor diagnosing performance as compared to existing approaches. 

The performance of the WCFS-IBMDNL technique is determined in terms of disease diagnosis 

rate, DDT, and FAR as compared with two state-of-the-art approaches. The experimental 

results demonstrated that the WCFS-IBMDNL technique performed better with improvement 

both in terms of DDR and minimization of DDT for accurate diagnosis of brain tumors. 

Proposed WCFS-IBMDNL technique is tested with benchmark Epileptic Seizure Recognition 

Dataset but still, there is a large amount of patient medical data is available which need to be 

tested with our technique. Future work is also laid in refining the parameter to get more 

effective and practical classification results. The use of more advanced machine learning 

algorithms can also enhance brain tumor diagnosis progress further. 
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