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Abstract 

Emotion produces complex neural processes and physiological changes under appropriate event stimulation. 

Physiological signals have the advantage of better reflecting a person’s actual emotional state than facial expressions 

or voice signals. An electroencephalogram (EEG) is a signal obtained by collecting, amplifying, and recording the 

human brain's weak bioelectric signals on the scalp. The eye-tracking (E.T.) signal records the potential difference 

between the retina and the cornea and the potential generated by the eye movement muscle. Furthermore, the different 

modalities of physiological signals will contain various information representations of human emotions. Finding this 

different modal information is of great help to get higher recognition accuracy. The E.T. and EEG signals are 

synchronized and fused in this research, and an effective deep learning (DL) method was used to combine different 

modalities. This article proposes a technique based on a fusion model of the Gaussian mixed model (GMM) with the 

Butterworth and Chebyshev signal filter. Features extraction on EEG and E.T. are subsequently calculated. Secondly, 

the self-similarity (SSIM), energy (E), complexity (C), high order crossing (HOC), and power spectral density (PSD) 

for EGG, and electrooculography power density estimation ((EOG-PDE), center gravity frequency (CGF), frequency 

variance (F.V.), root mean square frequency (RMSF) for E.T. are selected hereafter; the max-min method is applied 

for vector normalization. Finally, a deep gradient neural network (DGNN) for EEG and E.T. multimodal signal 

classification is proposed. The proposed neural network predicted the emotions under the eight emotions event stimuli 

experiment with 88.10% accuracy. For the evaluation indices of accuracy (Ac), precision (Pr), recall (Re), F-

measurement (Fm), precision-recall (P.R.) curve, true-positive rate (TPR) of receiver operating characteristic curve 

(ROC), the area under the curve (AUC), true-accept rate (TAR), and interaction on union (IoU), the proposed method 

also performs with high efficiency compared with several typical neural networks including the artificial neural 

network (ANN), SqueezeNet, GoogleNet, ResNet-50, DarkNet-53, ResNet-18, Inception-ResNet, Inception-v3, and 

ResNet-101.  
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1. Introduction 

As the most easily obtained signals of the human body through sensors, physiological signals contain many important 

physiological and psychological information. Getting and identifying a variety of physiological signals is of great 

significance for computers to recognize human emotions. Limited by the complexity of physiological signals such as 

brain electricity, skin galvanic, respiration, pulse, etc., it has always been challenging to extract useful features from 

these physiological signals and accurately classify and predict emotions. With the introduction of the concept of 

“affective computing”, scholars have devoted themselves to the mathematicalization of the idea of emotion so that 

computers can recognize and process and recognize and classify emotional states. Physiological signals, including 

brain electricity, electrocardiogram, skin electricity, etc., are crucial input signals in affective computing. Emotional 

computing is an interdisciplinary research field involving multiple disciplines such as computer science, psychology, 

and cognitive science. It aims to research and develop the ability to recognize, interpret, process, and simulate human 

emotions [1]. With the continuous development of human-computer interaction, machine learning, deep learning, etc., 

emotional computing is used in healthcare, media entertainment, information retrieval, education, and intelligent 

wearable devices. All have broad application prospects.  



 

Russell established a two-dimensional emotion model and emotion ring theory based on arousal degree and pleasure 

degree so that computers can recognize the concept of emotion [2]. Conte and Plutchik divided emotions into eight 

basic categories: anger, fear, sadness, disgust, expectation, surprise, approval, and happiness [3]. The discrete emotion 

classification method is relatively simple and easy to understand and has been widely used. Changes in physiological 

signals usually accompany human emotional changes. Physiological signals are controlled by the autonomic nervous 

and endocrine system, not controlled by subjective consciousness, and may objectively and truly reflect individual 

physiological, mental, and emotional states [4,5]. Physiological signals used in emotion computing mainly include 

electroencephalogram (EEG), eye tracking (E.T.), Electromyography (EMG), electrocardiogram (ECG), and 

respiratory signals [6,7]. However, recent research is indicating the advantages of using cortisol biosensors [8] 

 

Eye movement research is to record the movement track of the user's eye line when performing a specific task with 

the help of an eye movement instrument to analyze the user's cognitive behavior and psychological activities. Eye-

tracking is to measure the fixation point (the place of fixation) or the movement of the eye. An eye tracker is used in 

visual system research, psychology, linguistics, marketing, human-computer interaction input devices, and product 

design. An eye tracker is also increasingly used in rehabilitation and assistive applications (e.g., related to the control 

of wheelchairs, robotic arms, and prosthetics). The image processing technology is generally used to locate the pupil 

position, obtain coordinates, and calculate the eye gaze or gaze point through a particular algorithm. At present, 

popular eye-tracking technology is mainly based on the "non-invasive" technology of eye video analysis (VOG) [9]. 

Its basic principle aims at a beam of light (near-infrared light) and a camera at the subject's eyes, infer the subject's 

gaze direction through light and back-end analysis, and the camera records the interaction process. 

For this reason, current researchers usually use eye trackers based on the video, such as Eyelink 1000 plus. A video-

based eye-tracker can monitor gaze and display other useful measurement indexes, including pupil size and blink rate. 

Emotion recognition is currently widely used in neuromarketing, entertainment, health, and psychology. Recently, the 

development trend of the system is to improve the ability of emotion detection and response. Because emotion contains 

many nonverbal cues, and previous studies used different ways as indicators of emotional state. Emotion detection 

has developed in many safe-driving, mental health monitoring, and social security [10]. 

 

 

2 Literature Reviews 

 

Many types of research focus on the interaction between users and computers. Therefore, human-computer interaction 

(HCI) has become more and more critical in computer science. HCI plays an essential role in identifying, detecting, 

processing, and responding to users’ emotions [11][12]. Fischer et al. [13] and Cowie et al. [14] focus on user modeling 

and emotion recognition in HCI. The computer system that can detect human emotions is called an emotional computer 

system [15]. Affective computing is a research field that combines computer science, psychology, cognitive science, 

artificial intelligence, and devices that can recognize, read, store, and respond to human emotions. It has become an 

important research area to develop a system that can automatically recognize human emotions. This study is a review 

of affective computing [16]. The emotion recognition system also applied E.T., EEG, and galvanic skin response 

(GSR) combination data recently [17, 18]. Eye-tracking is a process of measuring when and where the user's eyes 

focus, in other words, the gaze point and pupil size. An eye tracker is used to measure the eye position and eye 

movement of individuals. It is a sensor technology that can better understand the user's visual attention. Monitor the 

light source (for example, the pupil reflection characteristics of the eye). Hess et al. proposed an increase in pupil size, 

which is accompanied by emotional arousal or fascinating visual stimulation; besides pupil diameter, many other 

functions can be used to recognize emotions, including gaze time, saccade, and EOG signals [19]. Because eye 

movement signals can be used as user behavior indicators, they are widely used in HCI research [20]. Most previous 

studies used eye movement to analyze user interest, visual search process, and information processing. As a result, 

eye tracking and emotion processing are becoming more and more popular in cognitive science. There are also reports 

on previous work using eye movement analysis to use EOG signals for activity recognition rather than emotion 

recognition; eye movement signals enable us to accurately identify the reasons that attract users' attention and observe 

their subconscious behavior [21]. It may be an important clue in a context-aware environment, including 

supplementary information for emotion recognition. The signal can provide some emotion-related features to 

determine the user's emotional state. Researchers can estimate the user's mood according to the change of pupil size.  

 

Researchers can gain more cognitive understanding by analyzing eye movement data, such as human fixation position 

and fixation time, by integrating eye tracking with other neuroimaging techniques such as EEG, fNIRS, and fMRI [22] 



[23]. Because eye movement data reflect the behavior, it cannot directly reflect the cognitive and thinking process. 

Therefore, eye movement research needs to cooperate with good experimental design to correctly interpret eye 

movement data or cooperate with interviews or backtracking tests to reflect the cognitive and thinking process. EEG 

is a spontaneous and rhythmic activity of the nerve. Its frequency range is 1-30 times per second. It can be divided 

into four bands:   (1-3hz),   (4-7hz),   (8-13hz), and  (14-30hz). Besides, when awakening and focusing on 

something, we often see a gamma wave with a higher frequency than the beta wave, whose frequency is 30 -80Hz, 

and the amplitude range is variable; while in sleep, there are other regular brain waves with particular waveforms, 

such as hump wave, pulse wave, kappa - complex wave, μ wave, etc. The available features include the time domain, 

frequency domain, time-frequency domain, and spatial domain. The standard database of emotional stimulation 

includes SEED, DREAMER AND CAS-THU [24, 25]. The characteristics of the calculation include the time domain 

features (mean, standard deviation, first-order difference, normalized first-order difference, second-order difference, 

normalized second-order difference, Hjorth characteristic (activity, mobility, complexity), energy, power, high-order 

zero-crossing analysis, instability index, Higuchi fractal dimension), time-frequency domain (power spectral density, 

higher-order spectrum, differential entropy), and spatial domain (differential asymmetry (DASM), rational asymmetry 

(RASM), asymmetry coefficient, differential causality (DCAU), multi-dimensional directed information) [26, 27]. 

 

The research framework includes establishing a standardized library of emotions and the way of audio-visual 

stimulation to induce emotions. Moreover, recently, some researchers have focused on different combinations of 

physiological signals on emotional computing. Many researchers use the deep learning method to study the fusion of 

multimodal physiological signals to improve the impact of emotional computing tasks [28, 29]. Different modal 

physiological signals contain different information representations of human emotion. Finding the correlation between 

this different modal information is of great help to improve emotion recognition accuracy. A practical method is to 

use deep learning to fuse different modal physiological signals [30]. In general, the multimodal framework of emotion 

recognition based on EEG electrodes and eye movement signals can be easily embedded into wearable devices such 

as earphones or eyeglasses frames. Four emotion categories, happiness, sadness, fear, and routine, are induced and 

classified by movie clips. The principal component analysis is used to preprocess the eye movement signals; the 

features extract five kinds of eye movement parameters from the eye movement signals. Then the feature level fusion 

of EEG features and eye movement features is used as the benchmark of modal fusion; that is, the EEG features and 

eye movement features are directly connected into a more extensive feature vector [31].  

 

Researchers commonly used the deep neural network model in emotional computing tasks based on physiological 

signals for the fused signals. A deep neural network is an external neural network with multiple hidden layers [32]. 

Each neurone in the hidden layer is connected to many other neurons. Each arrow is attached with a weight attribute, 

which controls the extent to which neurons’ activation affects other neurons connected with it. The deep learning of 

these words comes down to the deep learning effect [33]. The number of hidden layers selected depends on the nature 

of the problem and the dataset’s size [34]. A deep neural network (DNN) is a discriminant model, which a 

backpropagation algorithm can train. DNN is the basis of many A.I. applications. Due to the breakthrough application 

of DNN in speech recognition and image recognition, the application of DNN has explosive growth. DNN is deployed 

in applications ranging from autopilot, cancer detection to complex games. In many of these areas, DNN can surpass 

human accuracy. This is different from previous methods using manual feature extraction or expert design rules [35].  

 

Generally, the objective function of a deep neural network is a non-convex function, which means that the global 

minimum of the role is difficult to find. The current optimization methods can only see the local minimum of the 

objective function. Due to its multiple nonlinear transformations, neural networks are difficult to use analytical 

techniques to solve all at once. The stochastic gradient descent algorithm can be said to be the cornerstone of deep 

learning. This seemingly simple optimization method supports the entire deep learning and various applications of 

deep neural networks. As long as it involves deep neural network training, it is used for gradient descent. Stochastic 

gradient descent uses an iterative method to make complex neural network training feasible, so an improvement of 

the gradient should be developed in this research. Physiological signal classification by using deep neural network in 

this paper established a data analysis model for one-dimensional physiological signal feature extraction and state 

recognition based on deep learning, "pre-training + fine-tuning" was adopted in the training process; the pre-training 

process adopts bottom-up unsupervised training, and first trains the first hidden signal. Then the next hidden layer is 

trained layer by layer, and the output of the previously hidden layer node is taken as the input; the output of this hidden 

layer node is taken as the input of the next hidden layer; In the pre-training stage, the first weight is trained, and then 

the trained node is used as the input of the second, and so on. After all, training is completed, the backpropagation 



(B.P.) algorithm is used to fine-tune the network. Finally, the output feature vectors of the deep belief network are 

input into a “softmax” classifier to judge the individual state of the one-dimensional physiological signal. The 

framework of the work is shown in Figure 1. 

 

 
 

Figure 1. the framework of affective computing by using eye-tracking and electroencephalograph fused signals. 

 

3. Modeling  

3.1 Fused signal processing 

To clean the signal, ordinary filters include B filter (Butterworth), C filter (Chebyshev), and Bessel filter [36] were 

used in this research. To filter the eye movement signal, B low-pass filter is used subsequently. Supposed that the 

signal is denoted by ( )x t , the transformation on signal is defined by, 
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Where n is the order of the filter p  is bandwidth frequency? For multisource signals, the fusion method here is a 

Gaussian Mixed Model, a multivariate normal distribution. For signal fusion task, the basic model for single Gaussian 

is that, 
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( )x t A signal  is an expectation on ( )x t ,  is a covariance deviation, n  is the order of signal (dimensions).   

Now we deployed the multisource signal fused method by using signal GMM. The first step is to set Q  function as, 
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Where j kY M  presents the j -th observation on the k -th model of signal.  Write out the criterion function of the 

mixed distribution model as, 
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  =  +             (5) 

Where, [ , ]k k k  =  are the parameters of the distribution k . 1 2{ , ,..., }K   =  is a parameter set. N  is a 

number of sample signals. K is several models. To estimate the parameters in the mixed model in Eq. (5), we first 

optimize the weights kw subject to 1k
k

w = . By using Lagrange, multiple operators, we have that, 
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A partial derivative on Eq. (6) by kw , we have that, 
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Secondly, to optimize k  by, 
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For Gaussian distribution 
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Where T is transpose matrix, 1−  is an inverse operator on matrix.  is covariance on matrix jX (signal). By the same 

Lagrange operator we get, 
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3.2 Feature extraction 

3.2.1 EEG features 

(1) Self-Similarity (SSIM) 

The common time-domain characteristics of electrical signals can be used in the calculation of EEG signals and have 

better recognition efficiency, such as the average of the absolute of the first-order difference, for N  segment signals 

( )X t  , the self-similarity feature is defined by,  
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(2) Energy (E) 

The activity of the cerebral cortex affects the amplitude of EEG, which in turn reflects energy fluctuations,  
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(3) Complexity (C) 
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Where '( )X n  is derivative of ( )X n , X  is an expectation of matrix X (signal). 

(4) High order crossing (HOC) 

Covert EEG signal to ( )Z n  with 0 mean. K is the number of filters, construct a series firstly as, 
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And the threshold function is assigned by, 
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Where, 1,2,...,k K= ; 1,2,...,n N= , then we have that, 
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(5) Discrete Fourier Transfer (DFT) 
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Where, 
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−

=  is transform matrix. 

(6) Power Spectral Density (PSD) 

PSD is the distribution of signal energy with frequency and defined as, 

0
( )PSD G d 

+
=                                                       (20) 

Where power ( )G   is the average power of frequency . 

(7) Short-Time Fourier Transform (STFT) 

STFT can improve the robustness to noise, use the window function of equal length, calculate the Fourier transform 

in the window, and here Gaussian function is used for windowing, in window ( )n t − , we have that, 

( , ) ( ) ( ) j tF n n t X t e dt 
+ −

−
= −                                                   (21) 

For current emotion recognition tasks, the t window is 1-2 seconds. 

 

3.2.2 Eye-tracking signal features 

Many studies on eye movement signals have proved that the corneal part of the eyeball is a positive electrode, and the 

retina part is a negative electrode. This retinal electrostatic potential signal existing between the retinal pigment 

epithelium and the photoreceptor cells is called an electrooculogram, namely the EOG signal. When the eyes are not 

moving forward, a stable reference potential can be recorded. For every 1° movement of the eyes in the horizontal or 

vertical direction, voltages of about 16uV and 14uV will be generated, respectively; because the eye electrical signal 

is relative to EEG in terms of the signal, the amplitude is relatively strong, about 15-200uV, so the signal can be 

directly detected by the electrodes placed around the eye socket. In the E.T. signal, this research also used time-domain 

and frequency-domain based features as follows: 

(1)  Electrooculography power density estimation ((EOG-PDE). For eye-tracking signals, the frequency domain 

method mainly uses EOG power spectrum estimation. It was divided into non-parametric estimation and parameter 

estimation. Non-parametric estimation is established on the Fourier transform, including the autocorrelation method, 

periodogram method, and so on. The parameter estimation includes the power spectrum estimation method of the A.R. 

model. In this study, a parametric estimation method was used. If the autocorrelation function of an eye movement 

signal ( )X n  is ( )r k , then according to Eq. (20), its power spectral density is written as, 
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Where, 0 1k N  − . 

The autocorrelation estimation is adopted because the estimated value is proportional to the power of the sinusoidal 

signal, which has high computational efficiency. For the m -th windowed, zero-padded frame of the eye-tracking 

signal ( )X t , we have that, 

( ) ( ) ( )mX n w n X n mR+@                                                                              (24) 

Where, 0,1,..., 1n M= − , 0,1,..., 1m K= − ; R  is window hop size; K  is the number of frames. Then the 

periodogram of the m  is given by, 
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(2) Center gravity frequency (CGF), for eye-tracking signal ( )X t , the frequency of the signal is f , we have that, 
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Where ()P  is from Eq. (22) 

(3) Frequency variance (F.V.)  
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(4) Root mean square frequency (RMSF) 
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Where, i  is the i -th mean. 

(5) Power spectral entropy (PSE). PSE is measuring of signal irregularity, which sums the normalized signal spectral 

power. 
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So, we defined seven features of EEG and five features for eye-tracking signals. By combing those 12 features, the 

normalization operator may be defined as in the next section.  

 

3.2.3 Normalization 

Normalization is a data preprocessing technique that is widely used in pattern recognition. EEG signal or E.T. signal 

is a very complex non-stationary and nonlinear signal, and the frequency components contained in different moments 

are different. The normalization method takes the maximum, minimum, median, mean, and other statistically 



significant values. When the eigenvalues differ significantly, these statistical values are also greatly affected by the 

larger eigenvalues. The normalized values, the difference between the characteristic values, is still significant. When 

the entire data set or the whole subject is a single normalized data range, the considerable difference in the feature 

value between the issues and the significant difference in the feature value between the electrodes will influence 

emotional factors challenging to highlight. The result is not ideal. Suppose the characteristic value corresponding to a 

single characteristic attribute of a single subject is used as a single normalized data. In that case, there will be no 

mutual influence of typical values between subjects and electrodes. The normalized results obtained will be better to 

keep the internal characteristics of the original data. Here the max-min method is used for processing fused EEG and 

E.T. signals. 
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Where, 1,2,...,k n= ;   

 

3.3 Deep neural networks 

3.3.1 Fundamental structures 

A deep neural network is a series of new structures and methods evolved to make multilayer neural networks with 

more layers trainable and able to work. The concepts of partial receptive field and sharing of powers are used to reduce 

network parameters significantly. The key is that this structure is very suitable for visual tasks and similar to the human 

brain's working principle. In a broad sense, the network structure of a deep neural network is also a multilayer neural 

network. The traditional multilayer neural network has only the input layer, hidden layer, output layer. The number 

of hidden layers is determined according to needs, and there is no exact theoretical derivation to explain how many 

layers are appropriate (shown in Figure 2). 

 

 
Figure 2. A typical deep neural network 

The deep neural network is a discriminative model, which can be trained using a backpropagation algorithm [37]. The 

weight can be updated by the stochastic gradient descent method (SGD) as, 
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Where, is the learning rate and C  is the cost function, the choice of this function is related to the type of learning 

and the activation function. 

 

3.3.2 Designed deep gradient neural network 

The propagation algorithm: for each sample, the object is 2

2

1
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LJ W b x y a y= − , and the L -th layer of fused 

deep gradient neural networks (DGNNs), weights, and bias of w  and b satisfied the following equation. 

1( )L L L La W a b −= +                                                                       (32) 

The lost function for the output layer is, 
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Deviation by weights, we have that, 

1( , , , )
( )( ) '( )L L T

L

J W b x y
a y a z

W
−

= −


e                                                   (34) 

( , , , )
( ) '( )L L

L

J w b x y
a y z

b



= −


e                                                               (35) 

Where e  is Hadamard product? Then the LW Lb and can be inducted hereafter by using Algorithm 1. 

 

 Algorithm 1: the weights and bias of DGNN 

Required: initial W, b, a_l: the step length of the l-th layer, L: total number of layers, epsilon: threshold for loop, 

M: max iterations.    

Output: layers W and b  

Initialization W and b 

FOR iter in 1 TO M 

         FOR i in 1 TO m 

                  INPUT DGNN by x_ia_l 

                  FOR l in 1 TO L 

                           FORWARD: a_i,lsegma(W_la_i,l-1+b_l) 

                           CALCULATE loss function by delta_i,l 

                  ENDFOR 

                  FOR l in L TO 2 

                           BACKWARD: delta_i,l(W_(i+1))delta_i,(l+1) 

                  ENDFOR 

          ENDFOR 

          FOR l in 2 TO L 

                 UPDATE the l-th layer's W_l and b_l 

          ENDFOR 

          IF the change of W, b < epsilon THEN 

                 BREAK 

          ENDIF 

 ENDFOR 

 RETURN 

          W, b 

 

Based on the fundamental framework of deep neural network, an optimization on gradient was proposed in this 

research. During the neural network training process, the parameters of each layer will continue to change as the 

iteration progresses, which will cause the distribution of the input data of the subsequent layer to continue to change. 

This problem is called internal covariate shift. Each layer needs to adapt to the input data distribution during training, 

which requires us to adjust the learning rate in the iterative process and acceptable initialization weight parameters. 

To solve this problem, we need to normalize each layer of the neural network’s input data. One solution is Batch 

Normalization, a particular layer in the network used to batch normalize the input data of the previous layer and then 

send it to the next layer for processing. It may speed up the training process of the neural network [38]. 

 

In addition to the standard mini-batch stochastic gradient descent method. They have achieved better results in many 

experiments and practical applications. AdaGrad is an adaptive gradient, that is, an adaptive gradient algorithm. The 

most immediate improvement of the gradient descent method. The only difference is that AdaGrad adjusts the learning 

rate based on the historical gradient values of the previous iterations. The AdaDelta algorithm is also a variant of the 

gradient descent method, and the gradient value is also used to construct the updated value of the parameter in each 

iteration. Adam algorithm (adaptive moment estimation) creates two vectors m and v from the gradient term, and their 

initial value is 0. Like the standard gradient descent method's weight update formula, the NAG algorithm constructs a 

vector v with an initial value of 0. Parameter initialization and momentum terms are both critical to the convergence 

of the algorithm. The initial weight and momentum terms are crucial for the training optimization problem of deep 

neural networks and cyclic neural networks, and both are indispensable [39]. If the initial value is set improperly, it 



will be difficult to converge to a good effect even if the momentum term is used; on the other hand, if the initial value 

is set well, but the momentum term is not used, the convergence effect will be compromised. 

 

SGD is the most commonly used for optimization. According to the data generation distribution, randomly sample 

mm small batches (independent and identically distributed) samples and obtain an unbiased estimate of the gradient 

by calculating the mean of their gradients shown in Algorithm 2. 

Algorithm 2. Improving gradients of DGNN using randomly descent 

REQUIRED: ( )k : learning rate;   : initial parameters 

WHILE stop rule DO 

      Extract minimum batch from signal samples of [x(1), x(2), …, x(m)] 

      Estimate the gradient by 

          
1

( ( ( ); ), ( ))
i

g g L f x i y i
m

 +    

      Update: g   −   

 END WHILE 

 

SGD is the most popular optimization algorithm, but its learning process is sometimes a bit slow. The momentum 

method is designed to speed up the learning process. From a formal point of view, the momentum algorithm introduces 

the variable v to act as a speed role-representing the direction and rate of movement of the parameter space parameter. 

The speed is considered the exponential decay average of the negative gradient. The introduction of the term 

momentum is also to compare the concept of power in physics. The hyperparameter αα determines how fast the 

previous gradient contribution decays. The update rule is as follows: 
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1
( ( ( ( ); ), ( )))

m

i

v v L f x t y t
m

  
=

= −                                                                  (36) 

SGD and its related mini-batch, or a more generalized gradient-based online learning algorithm, an important property 

is that the calculation time of each step of the update does not depend on the total number of training samples. When 

the full data set is large, it can also converge, and SGD often converges within an acceptable error range before 

processing the entire training set. Research on the algorithm's convergence rate generally measures the excess error

( ) min( ( ))J J − , that is, the amount by which the current cost function exceeds the lowest possible cost. When 

SGD is applied to convex problems, the magnitude of the error after k iterations is ( )O k , and the magnitude of the 

error is ( )O k in the case of strong convexity. Without additional assumptions and auxiliary information, the above 

boundaries cannot be further improved. In theory, batch gradient descent SGD has a better convergence rate. However, 

some scholars have pointed out that the generalization error will not decrease faster than ( )O k , so it is not worth 

exploring convergence for machine learning algorithms. The optimization algorithm is faster than ( )O k , because 

often too fast convergence corresponds to overfitting. SGD only needs a small number of samples to calculate the 

gradient for large data sets to achieve rapid initial updates. However, due to the advanced analysis that SGD loses a 

constant multiple of ( )O k , it can gradually increase the batch size of small batches during learning to weigh and make 

full use of both batch stochastic gradient descent advantages. Algorithm 3 is improved by velocity based on Algorithm 

2.  

Algorithm 3. Improving gradients by velocity 

REQUIRED:  : learning rate;   : initial parameters; v : initial velocity 

WHILE stop rule D.O. 

      Extract minimum batch from signal samples of [x(1), x(2), …, x(m) ] 

      Estimate the gradient by 

          
1

( ( ( ); ), ( ))
i

g g L f x i y i
m

 +    

           v v g  −   

      Update: v  +   

 END WHILE 

 



Continuously, we have: 
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The parameters   and play a similar role to the standard momentum method. The difference between Nesterov 

momentum and standard momentum lies in the calculation of the gradient. In Nesterov momentum, gradient 

calculation after applying the current speed can be understood as Nesterov momentum adds a correction factor to the 

standard momentum method [40]. In the case of the convex optimization problem using batch gradient descent, 

Nesterov momentum increases the additional error convergence rate after kk steps from ( )O k  to 
2( )O k , which does 

not improve the convergence rate for SGD. So, if we continuously combine the complete Nesterov momentum and 

the improved gradient introduced in Algorithm 1, 2, and 3, then the grad computing for optimization of the fused deep 

neural network is finally formalized in Algorithm 4. 

Algorithm 4. Improving gradients by velocity 

REQUIRED:  : learning rate;   : initial parameters; v : initial velocity;   : constant  

WHILE stop rule D.O. 

      Extract minimum batch from signal samples of [x(1), x(2), …, x(m) ] 

      Initial  

      Estimate the gradient by 

         ˆ av  +  

         
1

( ( ( ); ), ( ))
i

g g L f x i y i
m

 +    

          Square gradients accumulate by 

                 

                 r r g g + e   

                 g
r





 

+
e   

                     +   

           v v g  −   

          v  +   

 END WHILE 

Where e  is a product between vectors? Optimization is the process of continually searching for parameters to 

minimize or maximize the objective function. The core problem of deep learning is a complicated optimization 

problem. Therefore, in the decades after introducing neural networks, the difficulty of deep neural networks' 

optimization problems is an essential factor preventing them from becoming mainstream. By running the classic 

gradient descent optimization method, you can get a good enough local minimum, allowing us to make significant 

progress on many common problems. When building a neural network model, we choose the best optimizer to quickly 

converge and learn correctly while adjusting internal parameters to minimize the loss function. This type of data 

processing method of deep learning can be seen as the classic signal processing system's evolution. By learning and 

optimizing this type of data-driven approach, the algorithm relies on fewer assumptions about the data and becomes 

more flexible and scalable. The contribution of this paper is to analyze, preprocess and interactively annotate signals, 

extract features and convert signals, train deep neural networks, and build deep learning models for real application 

scenarios such as biomedicine, audio, communications, and radar. 

 

4. Results and discuss 

4.1 Experimental design and signal processing 

4.1.1 Emotion event stimuli  

Visual stimulus is the most commonly used emotion induction method, that is, to present the subjects with emotionally 

coloured text, pictures, and other stimulating materials to induce the subjects' target emotions. Currently, visual 

stimulation has A relatively complete library of standard stimulus materials has been formed. In terms of text, the 

English emotional word system launched by the National Institute of Mental Health (NIMH), (Affective Norms for 

English Words (ANEW) [41] and English Affective Norms for English Text (ANET) [42] are widely recognized text 

dynamic stimulation material libraries [43]; in terms of pictures, NIMH established the International Affective Picture 



System (International Affective Picture System) provides more options for emotion-induced research [44]. In this 

emotion event stimuli experiment, the stimuli system is IAPS; basic emotions are anger, disgust, fear, sad, expect, 

happiness, surprised, and trust [45]. 

 

4.1.2 Eye-tracking experiment 

The experiment selected five males and five females with the normal eye function, aged between 23-45. Participants 

received the investigation alone in a quiet and bright laboratory. Participants sat 60 cm away from the eye tracker and 

keyboard and found a comfortable posture to minimize head movement. Once the message is consistent, the 

experimenter will prompt the subjects' eyes to calibrate the eye tracker and ask their eyes to follow the white screen's 

blue circle. Participants were told that they would see 32 pictures, and their task was to watch these 32 pictures freely. 

Two facial images with different emotions will appear on the screen at the same time for 5 seconds. In the subject's 

field of vision, the only thing that changed was the picture's content. The eye movements are recorded using a remote 

video eye-tracking system, which uses a single eye pupil to track at 500 Hz. To calibrate the eye position, a 13-point 

grid is used, and the calibration process is repeated until the average error is less than 0.5°. A speed threshold of 30°/s, 

an acceleration threshold of 8000°/s2, and a minimum deflection threshold of 0.1° are used to define the saccade. In 

this interval, the amplitude of the recorded eye movement exceeding six relative speed thresholds based on the median, 

standard deviation for a duration of at least six samples (12 ms) is between 0.1° and 1°. Micro saccade detection is 

only performed in gaze tests that do not include saccades greater than 1° according to the criteria described in Eye-

Tracking. The parameters of the E.T. signal acquisition are following by 600Hz sampling frequency, 0.3° at optimal 

conditions of accuracy, 0.06° RMS at optimal conditions of precision, 0.01° RMS at optimal conditions of filtered 

precision, 30° maximal gaze angle, 34 cm x 26 cm dimension, 55 to 75 cm from the eye tracker reference point of 

operating distance, less than three frames of total system latency, less than 150 ms gaze recovery time, and 100 µs 

tracker and client time synchronization (Shown in Figure 3). 

 
 

Figure 3. eye movement and eye-tracking signals 
4.1.3 EEG signal acquisition 

The 64-channel active electrode system with a D.C. amp amplifier was used to record EEG data (Shown in Figure 4). 

Place 61 electrodes on the scalp equidistantly, one on the forehead (approximately 25 mm above the nostril), and the 

other two on the left and right infraorbital rim. The impedance of all electrodes is reduced to below 5kΩ. The data 

were recorded at a sampling rate of 1000 Hz, and the online bandpass was filtered between 0.016 Hz and 250 Hz. 

During the recording, all electrodes are referenced to the tip of the nose. 



 
 

Figure 4 64-channels-61 electrodes of EEG on the distribution of cerebral cortex electrodes and their data 

acquisition, including imaging and waveform diagrams 

 

4.1.4 Stimuli and signal synchronization processing 

In the experiment, 8 groups of emotional stress pictures were used, each of which was two pictures of the same gender 

and different emotions, set emotion labels to [E1, E2, …, E8] = [angry, disgust, fear, sad, expect, happy, surprised, 

trust], in which E1 to E4 are negative, and E5 to E8 are positive. The negative, neutral, and positive emotion pictures, 

including all emotion classification, were randomly presented one by one in the eye tracker. The researchers designed 

four groups of images containing positive and negative emotions, and the other four groups were random combinations 

of positive and negative pictures. After that, the fixation time of the subjects in these eight groups was calculated. 

Participants with positive emotions avoided watching negative emotions pictures and looked at positive emotions for 

much longer. Similarly, issues with negative emotions are more likely to pay attention to negative images. The 

software directly sends the TTL signal to the Trigger-in interface of the multi-parameter synchronizer of the EEG 

device (the multi-parameter synchronizer is wirelessly synchronized with the EEG device), so that the eye movement 

signal may trigger the mark in the EEG; the accuracy of the software synchronization depends on the corresponding 

eye and the sampling frequency of the actuator. For example, a glasses eye tracker with a sampling rate of 100Hz can 

achieve a synchronization accuracy of 10ms; a desktop eye tracker with a sampling rate of 600Hz can achieve a 

synchronization accuracy of <2ms. The spectrum is directly connected to the EEG device through the DB9 port. A 

level signal is sent to the DB9 port through the Trigger-out interface of the multi-parameter synchronizer to achieve 

triggering. According to the Spectrum sampling rate (300/600/1200Hz), the highest synchronization accuracy can be 

achieved. 1ms. The sampling frequency is 50/100Hz, so the synchronization accuracy of 10/20ms is achieved ((Shown 

in Figure 5).  

 
Figure 5 signal synch with multiple parameters 

4.2 Classification and performance 

4.2.1 Results 

 

The first step is to convert the eye-tracking signal to plain text using IDF ( a raw format of eye-tracking signal) convert 

and then construct a MATLAB data format for further preprocessing. EEG-Lab and EYE_EEG tools were used for 



preprocessing the signals [46, 47]. An eye-tracking matrix was acquired through a tracking system and processed by 

MATLAB2020a, as shown in Table 1. 

 

Table 1. eye-tracking matrix with event stimuli under eight emotions picture IAPS system (partial) 
Frequency Sampling GP_x GP_y Speed Peak TSA Amplify RMS IF SNR THD Affective 

4.7 3.9 1.2 0.1 3.0 3.4 4.1 5.1 3.2 1.3 0.1 3.3 'expect' 

3.9 3.2 1.3 0.3 3.0 3.3 4.5 4.5 3.1 1.2 0.1 3.3 'expect' 

5.1 3.1 1.2 0.3 3.2 3.2 5.1 5.1 3.1 1.2 0.2 3.4 'expect' 

4.2 3.1 1.2 0.3 3.3 3.2 5.3 4.9 3.2 1.2 0.1 3.2 'expect' 

4.7 3.1 1.3 0.2 3.3 3.2 5.2 4.5 3.1 1.2 0.2 3.4 'expect' 

5.1 3.2 1.2 0.3 3.4 3.2 5.1 4.9 3.2 1.3 0.2 3.2 'expect' 

4.2 3.3 1.4 0.2 3.2 3.6 4.9 5.1 3.3 1.4 0.3 3.5 'expect' 

4.5 3.1 1.6 0.1 3.3 3.2 4.9 5.2 3.1 1.2 0.2 3.5 'expect' 

3.9 3.6 1.5 0.1 3.6 3.3 5.2 5.3 3.2 1.4 0.1 3.2 'expect' 

5.6 2.9 1.2 0.3 3.7 3.4 5.2 5.3 3.7 1.4 0.2 3.5 'expect' 

5.7 3.9 1.3 0.1 3.6 3.2 5.1 5.3 3.3 1.2 0.2 3.5 'expect' 

3.2 3.2 1.7 0.3 3.3 3.4 5.2 5.2 3.4 1.3 0.2 3.3 'expect' 

 

In the table, GP_x and GP_y are gaze position coordinators; Gaze is a process to estimate and track the 3D line of 

sight of a person, or simply, where a person is looking. TSA is a signal with Tyramine signal amplification. RMS 

means root mean square. IF stands for intermediate frequency; and SNR is signal-to-noise ratio. THD total harmonic 

distortion. The raw waveform-based signal, Gaze coordinators of X and Y, and feature calculation of PSD and time-

frequency are shown in Figure 6. 

 
(a) Raw dataset                                                            (b) Gaze X and Y 

 
(c) Fixation X and Y                                       (d) Combined Gaze, Fixation 

 
(e) feature of PSD as an example for the eye-tracking signals 



 
(f) Time frequency-based feature calculating for the eye-tracking signals 

Figure 6. the raw dataset of eye-tracking signals and their preprocessing  

 

And for EEG signals, Figure 7 is the plot of the frequency of EEG in partial event stimuli; and Figure 8 is the eight 

emotion classification stimuli by taking one as an example. 

 
Figure 7. EEG frequency map plot 

 

 
                     (a)                                        (b)                                          (c)                                           (d) 

 
                     (e)                                       (f)                                            (g)                                          (h) 

Figure 8. 8 stimuli EEG signals map 

 

By taking one channel signal, Figure 9 shows the activate power spectrum (setting the global offset to -0.104), latency 

with potential volt distribution in the status of -607, component activities, and spectrum map with PSD. The 

waveforms of one polar mapping on brain EEG with feature map signals and all syn8-254 statuses, including 61 

electrodes, were shown in Figure 10. After the signal acquisition and preprocessing, feature calculation is the next 

step; by using MATLAB2020a, all features were extracted, and for testing the stability of all features, a consistent 

matrix for the features is shown in Figure 11. By taking 15% for validation, 15% for testing, the proposed DGNN 

method outputs the predicted classes. The predictive matrix for the proposed DGNN method for classifying emotion 

event stimuli fused signals is shown in Figure 12. 

 

 



 
Figure 9. EEG processing with (a) Taking one channel for detecting activities with global offset -0.104 and their 

power spectrum, (b) potential with latency for the EEG signals, (c) component activate, and (d) spectrum map with 

PSD 

 



 
Figure 10. Waveforms of one polar mapping on the brain with feature map signals and all syn8-254 status 

 
 

Figure 11. The consistency of the feature extraction for the fused signals. 



 
Figure 12. DGNN method for classifying emotion event stimuli fused signals. 

 

4.2.2 Discussion 

Several neural networks were compared in this work, and firstly, a typical artificial neural network was designed for 

the fused signals. The structure was designed and illustrated in Figure 13. 15% of the inputs (organized emotion 

vectors including E.T. and EEG features and normalized by the proposed method in Section 2.2.3).  Figure 14 shows 

the performance of the multiple layers artificial neural network for this case. 

 

 
Figure 13. Multilayer artificial neural network for classifying fused E.T. and EEG signals 

 



  
Figure 14. the regular ANN training and for fused prediction achieved lower accuracy. 

 

Typical pre-trained deep neural networks for comparing analysis were selected, and the structure of the pre-trained 

neural networks are shown in Figure 15 

 



 
Figure 15. the structure of several deep neural networks 

Now, some indices were selected for the evaluation of the comparing neural networks. The basic indices for signals 

are firstly introduced below: 

(1) Basic indices. For the problem of single-label classification, the evaluation indicators mainly include 

Accuracy (Ac), Precision (Pr), Recall (Re), F-measurement (Fm), P.R. (Precision-Recall) curve, ROC 

(receiver operating characteristic curve), and AUC (Area Under Curve). Before calculating these indicators, 

we first calculate a few fundamental indicators. These indicators are based on two-category tasks and can 

also be extended to multi-category. The count label is a positive sample, and the number of positive samples 

classified as True Positive, referred to as T.P. The label is a positive sample, and the number of samples 

classified as unfavourable is False Negative, referred to as F.N. The label is a negative sample, and the 

number of positive samples classified as False Positive, referred to as F.P. The label is a negative sample, 

and the number of negative samples classified as True Negative, referred to as T.N. To determine whether it 

is a positive example, only a probability threshold T is required. If the predicted probability is greater than 

the threshold T, it is an upbeat class, and if the predicted probability is less than the threshold T, it is a 

negative class. The default is 0.5. If we reduce this threshold T, more samples will be identified as positive 

classes, which can increase the recall rate of positive classes, but at the same time, it will also bring more 

negative classes to be incorrectly classified as positive classes. If the threshold T is increased, the positive 

class's recall rate decreases, and the accuracy increases. If there are multiple categories, such as 1000 

categories in the ImageNet1000 classification competition, the predicted type is the highest predicted 

probability. Accuracy is the probability that all samples are correctly classified, and different thresholds T 

can be used. 
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Average precision is abbreviated as A.P., an indicator often used in retrieval tasks and regression tasks, which 

is equal to the area under the precision-recall curve. 

(2) ROC curve and AUC indicator: the above accuracy rate accuracy, precision, recall rate Recall, F1 score, a 

confusion matrix is just a single numerical indicator. The classification algorithm's performance under 

different parameters may be performed by a curve, namely receiver operating characteristic (ROC). The ROC 

curve can be used to evaluate the performance of a classifier under different thresholds. In the ROC curve, 

each point's abscissa is the false positive rate (FPR), and the ordinate is the true positive rate (TPR), depicting 

the balance between the classifier's T.P. and F.P. The calculation of the two indicators is TPR=TP/(TP+FN), 

which represents the ratio of actual positive instances to all positive instances in the positive class predicted 

by the classifier; and FPR=FP/(FP+TN), which means the proportion of actual negative instances in the 

positive class predicted by the classifier to all negative instances. The larger the FPR, the more actual negative 

classes in the predicted positive class. Compared with the P.R. curve, the ROC curve has a good characteristic: 

when the distribution of positive and negative samples in the test set changes, the ROC curve can remain 

unchanged, that is, it is not sensitive to the imbalance of positive and negative samples. If the ROC curve of 

one classifier completely covers the other classifier, then it can be judged that the performance of the former 

is better. By quantitatively evaluating the performance of two classifiers through two ROC curves, the area 

under curve (AUC) indicator can be used; it is the area under the ROC curve, which represents a probability. 

AUC characterizes the likelihood that the predictive value of the positive sample is higher than the negative 

sample by the classifier. Of course, the premise is that the positive sample's predicted value should be higher 

than the negative sample. 



(3) TAR (True Accept Rate): TAR represents the proportion of correct acceptance. Two images of the same 

person are taken multiple times, and the ratio of the similarity value exceeding the threshold T is counted. 

FRR (False Reject Rate) is the false rejection rate. The images of the same person are regarded as different 

people, and it is equal to 1-TAR. FAR (False Accept Rate) represents the percentage of false acceptance. 

Two images of different people are taken multiple times, and the portion of the similarity value exceeding 

"T" is counted. Increasing the similarity threshold “T”, both FAR and TAR will decrease, which means that 

the proportion of correct acceptance and false acceptance will decrease, and the false rejection rate FRR will 

increase. Decreasing the similarity threshold "T", both FAR and TAR increase, the proportion of correct 

acceptance and the proportion of false acceptance both growth and the false rejection rate FRR decreases. 

(4) Intersection-over-Union (IoU): IoU is the ratio of intersection and union. In target detection, it is defined as 

the ratio of the intersection of the area of two rectangular boxes and the union, /IoU A B A B= U I . If 

they overlap completely, IoU is equal to 1, which is the ideal situation. Generally, in a detection task, if IoU 

is greater than or equal to 0.5, it is considered to be recalled. If a higher IoU threshold is set, the recall rate 

decrease and the positioning frame will be more accurate. IoU is often used in image segmentation, and it 

does not have to be limited to the area of two rectangular boxes. For example, for two-class front background 

segmentation, then IoU= (real foreground pixel area I  predicted foreground pixel area)/ (real foreground 

pixel area U  predicted foreground pixel area), this index is usually more correct than directly calculating the 

classification of each pixel. The probability is low, and it is more sensitive to misclassification.  

 

So, we finally evaluated the methods by using the indices defined above, and the results are listed in Table 2. 

 

Table 2. Classifiers’ performance under evaluation indices for the fused ET and EG signals. 
Classifier 

Evaluation Metrics 
Ac Pr Re Fm PR TPR_ROC TAR_AUC IoU 

ANN [48] 78.40%  81.23%  77.43%  78.12%  77.12%  7.11% 0.13%  0.91%  

SqueezeNet [49] 81.40%  81.23%  77.43%  78.12%  77.12% 7.25%  0.13%  0.91%  

GoogleNet [50] 81.76%  82.12%  76.43%  76.32%  75.32% 7.23%  0.12%  0.82%  

ResNet-50 [51] 82.42%  82.33%  76.78%  79.34%  77.32% 7.23%  0.12%  0.87%  

DarkNet-53 [52] 82.43%  84.65%  78.76%  81.32%  78.12% 6.31%  0.14%  0.88%  

ResNet-18 [51] 85.54%  84.43%  82.45%  82.57%  81.11% 6.54%  0.12%  0.87%  

Inception-ResNet [53] 85.43%  83.87%  84.67%  79.89%  82.81% 6.66%  0.14%  0.90%  

Inception-v3 [53] 87.11%  84.65%  83.55%  84.90% (+) 81.78% 7.54%  0.14%  0.92%  

ResNet-101 [51] 85.76%  82.48%  85.12% (+) 83.43%  82.32% 7.35%  0.14%  0.93%  

DGNN (*) 88.10% (+) 85.98% (+) 82.69%  84.09%  84.87% (+) 7.55% (+) 0.14% (+) 0.94% (+) 

* Proposed method in this research, (+) indicates better performance in the evaluation index. 

 

5 Conclusion 

 

Various physiological signals such as EEG, EOG, EMG, HVP, GSR, and skin temperature are used in emotional 

calculations, and a variety of equipment is required. In the experiment, it is necessary to minimize the noise in the 

signal acquisition process. The acquisition of EEG signals is more complicated, and EEG signals are very susceptible 

to interference from external factors. Therefore, experiments require a certain amount of time and effort. The ability 

to collect EEG signals and other physiological signals with high efficiency and high quality is the task of emotional 

computing. The preprocessing of the original physiological signal is also very important. Effective preprocessing can 

remove the original physiological signal's noise, improve the signal quality, and help feature extraction. In feature 

extraction, extracting appropriate features or merging different features will significantly impact the emotional 

computing model. On the other hand, due to the differences in physiology and psychology between different subjects, 

the emotions induced by different individuals may not be precisely the same for the same emotion-induced video, 

even if the same emotions are generated. 

 

In future work, accurate extraction of signal features is an essential direction for improvement. There are many 

connections between EEG signals and other peripheral physiological signals and changes in human emotions. Deep 

learning can effectively learn the deep feature representations of samples and is very helpful in mining the emotional 

state information contained in physiological signals. However, different physiological signals have other feature 

extraction methods, such as EEG signals, and there are many types of feature extraction methods. How to extract 

appropriate features or merge different features will impact the emotional computing model. 
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