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Abstract—Reconfigurable Intelligent Surface (RIS) is a revo-
lutionizing approach to provide cost-effective yet energy-efficient
communications. The transmit beamforming of the base station
(BS) and discrete phase shifts of the RIS are jointly optimized to
provide high quality of service. However, existing works ignore
the high dependence between the large number of phase shifts
and estimate them separately, consequently, easily getting trapped
into local optima. To investigate the number and distribution
of local optima, we conduct a fitness landscape analysis on the
sum rate maximization problems. Two landscape features, the
fitness distribution correlation and autocorrelation, are employed
to investigate the ruggedness of landscape. The investigation
results indicate that the landscape exhibits a rugged, multi-
modal structure, i.e., has many local peaks, particularly in the
cases with large-scale RISs. To handle the multi-modal landscape
structure, we propose a novel niching genetic algorithm to solve
the sum rate maximization problem. Particularly, a niching
technique, nearest-better clustering, is incorporated to partition
the population into several neighborhood species, thereby locating
multiple local optima and enhance the global search ability.
We also present a minimum species size to further improve
the convergence speed. Simulation results demonstrate that our
method achieves significant capacity gains compared to existing
algorithms, particularly in the cases with large-scale RISs.

Index Terms—Reconfigurable intelligent surfaces (RIS), fitness
landscape analysis, multi-modal, niching.

I. INTRODUCTION

Reconfigurable Intelligent Surface (RIS), also known as
intelligent reflection surface, is a planar artificial metasurface
consisting of many passive reflecting elements [1]. Each
reflecting element independently induces an amplitude and/or
phase shift to the incident signal, thereby collaboratively
generating a directional beam to boost the link quality [2][3].
Different from the conventional active relaying, RIS does not
incur any noise amplification or require any active radio-
frequency chains for signal transmission, hence RIS is more
cost-effective and energy-efficient. As a result, the RIS has
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attracted increasing attention in many applications [4][S]], such
as wireless power transfer, cognitive radio network, wireless
communication.

Focusing on the potential of RIS techniques, some related
works have been reported in point-to-point communications or
multi-user systems. Most of these works assume that the RIS
induces a certain phase shift by each element on the incident
signal. Thus the RIS passive beamforming is equivalent to
optimizing phase shifts. Optimization of the base station (BS)
beamforming and RIS beamforming target at minimizing the
transmit power of the BS [6], maximizing the sum rate
[7], maximizing the weighted sum rate [8], or maximizing
the energy efficiency [9]. The BS transmit beamforming is
estimated based on the semidefinite relaxation technique [6] or
zero forcing [9]. These works [[6]-[9] assume continuous phase
shifts, yet in practice only the discrete values are supported
due to the hardware limitation.

To achieve discrete phase shifts of RIS, a quantization
approach is proposed in [10]][[11] to achieve discrete value from
the optimized continuous phase-shift setting. However, this
approach often leads to unpredictable performance loss. Based
on this approach, the work [12] improves the performance
by performing quantization at each iteration. In [13[][14], a
sequential algorithm is proposed to optimize the element’s
phase shift one by one. A shortcoming of the sequential
algorithm is that it easily gets trapped into uninteresting
solutions. Alternatively, a branch-and-bound based method
[14] is developed and achieves performance improvements.
Unfortunately, this method is not scalable to large-scale RISs
as the scale of the computational complexity is O (2°V), where
b and N are the number of quantization bits and the number
of RIS elements.

For the sake of simplicity, the above works [10]-[14] opti-
mize the phase shifts separately. However, the discrete phase
shifts essentially interact with each other and collaboratively
contribute to the overall performance. Consequently, these
works easily get trapped into local optima or even fail. It is
highly desired to investigate the number and distribution of
local optima in the landscape.

Therefore, in this paper, we use fitness (objective function)
landscape analysis techniques [15][[L6] to investigate the influ-
ence of discrete phase shifts on the underlying optimization
landscape. The analysis would provide guidance to better
problem understanding and algorithm design. We consider
a downlink RIS-aided multi-user multiple-input single-output
(MU-MISO) system where the direct links between the BS
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Fig. 1. A downlink RIS-aided MU-MISO system.

and users suffer from deep shadowing, as shown in Fig. [I}
The transmit beamforming of the BS and the discrete RIS
beamforming need to be jointly optimized to maximize the
sum rate of users with limited transmit power. To analyze the
landscape of this problem, we utilize two landscape features,
including fitness distance correlation (FDC) and autocorre-
lation, to study the ruggedness of landscape from a global
and local view respectively. It is shown that the underlying
optimization problem gradually exhibits a rugged, multi-modal
landscape structure as the RIS size increases, i.e., has many
local peaks. The widespread local peaks would seriously
degrade the performance of existing methods.

To tackle the NP-hard nature and multi-modal landscape
structure, we propose a niching genetic algorithm (NGA) for
sum rate maximization. We incorporate a well-known niching
technique, the nearest-better clustering [17], into the genetic
algorithm to handle the multi-modal property. The main idea
is that the population is partitioned into several neighborhood
species to locate multiple optima, hence falling into the local
optima can be avoided and the global optima is well found. But
if there are too many species, the whole convergence speed
would slow down. To address this, we modify the nearest-
better clustering by limiting the minimum size of each species.
Our main contributions are summarized below:

« We conduct fitness landscape analysis to investigate how
the phase shifts affect the landscape of sum rate. Two
landscape features, the FDC and autocorrelation are em-
ployed. Considering the periodicity of phase shifts, we
propose three distance metrics for landscape analysis and
find the cycle-1 distance is the best. The landscape of
sum rate exhibits a rugged, multi-modal structure as the
RIS size increases.

« Niching genetic algorithm. We incorporate the nearest-
better clustering technique into NGA to partition the
population into several neighborhood species, so as to
maintain the solution space diversity and locate the global
optima. A minimum species size is presented to better
balance the convergence speed and global search capa-
bility.

o Empirical validation of NGA’s performance. Simulation
results demonstrate that NGA achieves significant ca-
pacity gains compared to the state-of-the-art algorithms,
particularly in the cases with a large-scale RIS.

The rest of the paper includes the system model and problem
formulation in Section II, and fitness landscape analysis for the
sum rate maximization problems in Sections III. We propose a
niching genetic algorithm in Section IV, and present simulation
results in Section V. Section VI concludes the paper.

Notation: Low-case bold face variables and upper-case bold
face ones represent vectors and matrices respectively. (-)¥ and
(-)~! denote conjugate transpose and inverse, respectively. R
and C are the real domain and complex domain.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a downlink RIS-aided MU-MISO system
where one multi-antenna BS serves K single-antenna users
(see Fig.[I). The direct links between the BS and users suffer
from serious fading or potential obstacles. Thus an RIS is
deployed between the BS and users to provide high-quality
links. We denote the baseband equivalent channels from the
BS to user k, from BS to RIS, and from RIS to user k as
hg € CMX1 G € CV*M | and h,; € CV*!, where M and
N are the numbers of BS antennas and RIS elements. In
this paper, we only consider the discrete phase-shift setting,
considering the hardware limitation. Assume the number of
quantization bits for the phase shifts is b, each RIS element
has 2% possible modes. Then, the phase shift matrix is defined
as a diagonal matrix @ = diag(6y,...,0,,...,0N) with

. 2
O = el ®, ¢y = Tz—b",rn €{0,..2° -1}, (1

where 8, and ¢, indicate the reflection amplitude and phase
shift of element n. We call = = [71,...,7Ty,...,Tn] @S a
“configuration”. For simplicity, we set S8,s to 1 [13[][14]. We
assume the channel state information (CSI) of all channels is
perfectly known at the BS and RIS and the mobility of the
users is very limited, which is the same as [10]-[14].

The received signal at user k [14] can be cast as

K
Vi = (hax + D 0G) D" wiesi + L. )
k=1

where wy, € C"™*1 ig the BS beamforming vector to user k. s
is the transmitted symbol to user k, an independent random
variables with zero mean and unit variance. {; denotes the
additive white Gaussian noise at the user k with zero mean

and power 2.

The k-th user treats all the signals from the remaining users
as interference. Hence, the decoding signal-to-interference-
plusnoise ratio (SINR) at the user k can be represented as

|(ha . +h, OG)wy|?

" Sisr [(hax +hE OG)w) > + 02
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B. Problem Formulation

In this paper, we aim to maximize the sum rate of all users
subject to the discrete phase shifts and the transmit power
constraint:

()
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K
ma log, (1 + R
W,(f)( kZ:; 2o (1 + i)
s.t. 0, = ,Bnej¢”,

T, 27
n =5 €{0,...2° — 1},

K
D lIwill? < Pr,
k=1
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where W = [wy, ..., Wk| is the BS beamforming to
all users, the equation (@) indicates that the transmit power
is constrained below Pr. Problem (@) is a mixed integer non-
convex optimization problem, which is NP-hard.

ITII. FITNESS LANDSCAPE ANALYSIS FOR PROBLEM ()

In this section, we perform a fitness landscape analysis
to investigate how the phase shifts affect the landscape of
sum rate. The analysis would help us better understand the
optimization problem difficulties and provide insights for
algorithm design.

A. Fitness Landscape and Landscape Features

Fitness landscape is a useful tool for understanding the
structure of landscape, defining problem difficulties, and giv-
ing insights to algorithm design [15][16]. It describes the
relation between the search space and fitness space according
to some randomly drawn problem instances.

More formally, a discrete fitness landscape (X, f, N;) is
composed of a set of solutions x € X, a fitness function
f(x) : X — R, and a neighborhood Np(x) obtained over
each solution by a distance metric D. For landscape analysis,
the neighborhood and distance metric are required to define
based on the specific problems.

There are many features that define the structure of a
fitness landscape. Here we focus on the landscape ruggedness.
A fitness landscape is said to be rugged if the landscape
contains many peaks, and if there is low correlation between
neighboring points. It has been shown that the number of local
optima increases with the ruggedness of a landscape [[18]. Here
we employ the fitness distance correlation and autocorrelation
to investigate the ruggedness of the landscape from a global
and local view, respectively.

1) Fitness distance correlation (FDC): FDC provides a
global view of fitness landscapes and problem difficulty. It
examines the correlation between fitness and the distance to
the global/nearest optimum in the search space [19]. Assume
a random sample of solutions {xl}ll‘: |» their fitness values are
F ={f; IL: , and the distances to the global optimum x* are
S = {S[}IL:I' The FDC is estimated by

o(f,s) =

O'fO'

L
U De D )
S 1=1

where f and § are mean values of F' and S, oy and oy
represent the standard deviations of F and S. For a maxi-
mization problem, if the fitness increases when the distance to
the optimum becomes smaller, then the search is expected to
be easy since there is a “path” to the optimum via solutions
with increasing fitness. According to [19], if o < —0.15, the
fitness and the distance to the optimum are related, the problem
is easy to catch the global optimum. If —-0.15 < o < 0.15,
the search is difficult as there is no clear correlation between
fitness and distance to the global optimum. If o > 0.15, the
problem is misleading because as the fitness increases, the
distance to the optimum increases too.

2) Autocorrelation and correlation length: It measures the
ruggedness of a landscape based on the degree of correlation
between sampling points. A low correlation value indicates a
rugged landscape, making the search for the optima difficult.
We perform a random walk of length J + 1 by starting at an
arbitrarily chosen initial point and moving to a neighboring
point at each step. Then a set of points {x f}le associated
with fitness values { fJ-}J.:O are obtained. The autocorrelation
is defined as the correlation of neighboring fitness values along
a random walk:

1

Sy

J-v
D) = P Cejar) = D
J=1

where v is the step size between the two points. Based on
autocorrelation, a correlation length o is further defined to
directly represent the ruggedness of a fitness landscape. It is
formulated as [20]]

1
In(lp(D])’
for p(1) # 0. The lower p, the rugged the landscape.

o= (6)

B. Distance Metric and Neighborhood for Problem ({)

The fitness landscape relies on a distance metric and neigh-
borhood function for analysis. Common distance choices are
the number of local search moves between two solutions or the
number of non-common variables in two solutions. However,
these choices cannot be applied for problem (@) due to the
periodicity of phase shifts. From equation (I)), we know that
the period of a phase shift ¢, is 27 and correspondingly,
the period of each configuration element 7, is 22. Therefore,
giving two configurations 7; and 7, we define a distance
metric called “cycle-q distance’:

N
Dy(i,m) = ) (Q(Umli [110)), ()
i=1

where [71]; is the i-th entry of 7y, Q(-,-) computes the
minimum number of moves between the inputs considering
the periodicity. The possible g values are {0, 1,2}, relating
to the traditional Hamming distance, Cityblock distance and
Euclidean distance, respectively. We will choose the best-fit
distance for Problem (@) in the next subsection.

Take 7 = [0,1,1] and 7 = [3,1,3] with the number of
quantization bits b = 2 as an example. The cycle-0 distance
is the number of non-common elements, i.e., Do(7(,7) = 2.



TABLE I
EXPERIMENTAL SETTINGS FOR PROBLEM ().

Parameters Values

BS location (Om, Om)
RIS location (100m, Om)
Path-loss for BS-RIS and RIS-user link ~ 20+20lgd
Path-loss for BS-user link 32.6+36.71gd
Transmission bandwidth 180kHz
Noise power spectral density -170dBm/Hz
SNR (defined as Pr/o2) 2dB

The cycle-1 distance is D (7, 7) = 1 +0+ 2 = 3, where
the minimum number of moves for each element “0—3”,
“l—1” and “1—-3” are “1”, “0” and “2”, respectively. Note
that “0—3” only needs 1 move rather than 3 moves due
to periodicity. We can also obtain the cycle-2 distance is
D2(T1,T2) =12+0%+2%=5.

We also need to define a neighborhood for fitness landscape
analysis. As a very few quantization bits (b = 1,2,3) are
usually considered for the RIS in practice, we define two
configurations 7y and 7 as neighbors if D (7, 7) = 1.

C. Landscape Analysis for Problem ()

We consider the downlink RIS-aided MU-MISO sytem
illustrated in Fig. [T} in which 4 antennas, 4 users uniformly
and randomly located in a circle centered at (100m, 30m) with
radius 10m. The number of quantization bits is b = 2 if not
stated. Other system parameters are exhibited in Table [I

To perform a fitness landscape analysis on Problem (@), we
need to generate a number of random solutions to calculate
the landscape features. Each solution is composed by a RIS
configuration and a transmit beamforming of the BS. We focus
on investigating the effect of RIS configurations on the sum
rate’s landscape regardless of the transmit beamforming of
the BS. To do this, each RIS configurations is generated at
random, then we employ the zero forcing together with power
allocation [21] E] to obtain a near optimal BS beamforming
for this RIS configuration. Specifically, according to the zero
forcing method, the transmit beamforming for the BS is
obtained by

W = FH (FFH)~'p: = WP, (8)
where F = [fy, ..., fx, ..., fx ] is the transmission matrix with
fr =hgr+ hka)G; W =F{(FFF)"!. Pisa diagonal matrix
whose k-th diagonal element is the allocated power for the
k users, i.e., px. The zero forcing requires to satisfy two
constraints: [ffwy| = v/(px) and [fw,| = 0, k # k’. The
BS beamforming optimization problem is reduced to a power

allocation problem [22]
Pk
Z log, (1+ =),
o

1<k<K &)
s.t. Tr(P%VAVHVAVP%) < Pr,

max
{pr 20}

IWe consider zero forcing because it has very low complexity, which is
very suitable for large-scale antenna systems. Other techniques for digital
beamforming such as MMSE can also be employed here.

TABLE II
FDC VALUES UNDER THREE CYLCE-g DISTANCE METRICS WITH VARYING
NUMBERS OF RIS ELEMENTS N .

N FDC
cycle-0 distance  cycle-1 distance  cycle-2 distance
20 -0.0856 -0.1352 -0.1180
80 -0.0269 -0.0559 -0.0437
140  -0.0175 -0.0425 -0.0300
200  -0.0125 -0.0166 -0.0163

where Tr(-) calculates the trace. The optimal solution to this

problem can be acquired by water-filling as py = i max{% -
Vio2, 0}, where vy is the k-th diagonal element of WH2W and
¢ is a normalized factor satisfying > < <x max{%—vk(rz, 0} =
Pr.

To calculate the fitness landscape feature FDC, we con-
sider 10° random samples of RIS configurations. The FDC
requires that the global optima are known (or a very near-
global optimum). However, the global optima is very hard
to obtain, since we need to enumerate all the possible RIS
configurations, which is too time-consuming. Here we run the
genetic algorithm 100 times with a population size 200 and
maximum iterative generations 10%, and select the solution
with the best performance as the near-global optimum.

Fig. [2] and Table [[I] shows the FDC plots and FDC values
under three cylce-g distance metrics with varying numbers
of RIS elements. The FDC plots with N = 20 show a weak
correlation since the fitness increases as the distance to the
nearest optimum is smaller. As N is larger, the FDC plots
exhibit a scatter point distribution and the corresponding FDC
values are close to zero, so there is no correlation between
the optimum values and the distance to the optimum solution.
In addition, the FDC values increase as the number of phase
shifts grows, indicating a more difficult optimization problem.
Among the three distance metrics, cycle-1 distance achieves
the highest correlation coefficients.

For computing the autocorrelation, we consider a number
of 10° random walks and set the step size of each walk is 200.
Table [IT] lists the correlation lengths ps and the normalized
correlation lengths in relation to the diameter of the landscape

f\,—)s under different numbers of RIS elements N and different

number of quantization bits b. Here we focus more on ¥,
as it describes the ruggedness more fairly and accurately by
removing the effect of the search space’s diameter, compared
to the correlation lengths p. The shorter correlation length p,

the farther the value % to 0, the rugged landscape, the more
local peaks. From table we can observe that, for each b,
the normalized correlation length gets shorter as the number
of RIS elements N grows, indicating a more rugged landscape.
For each N, as the number of quantization bits b is larger, the
normalized correlation length increases too, since the phase

shift change between neighboring modes decreases.

D. Discussions

The FDC results imply that there is no correlation between
fitness and the distance to the global optimum. The correlation
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Fig. 2. FDC plots under three cylce-g distance metrics with varying numbers
of RIS elements N.

TABLE III )
CORRELATION LENGTHS p AND NORMALIZED CORRELATION LENGTHS %
UNDER DIFFERENT NUMBERS OF RIS ELEMENTS N AND DIFFERENT
NUMBER OF QUANTIZATION BITS b.

b=1 b=2 b=3
N . el . o . P
p N P N p N
20 1.8159  0.0908 3.1102 0.1555 10.1738  0.5087
80 3.6636  0.0458  6.7771 0.0847  20.9662  0.2621
140 53704 0.0384 10.3322 0.0738 31.5773  0.2256
200 6.8958 0.0345 12,9947 0.0650 39.7879  0.1989

length results demonstrate a more rugged landscape when
the RIS size is larger. It means that the Problem () has a
multi-modal landscape, i.e., there exists multiple local optimal
solutions. As a result, existing optimization methods easily
get trapped into local optima, achieving suboptimal or even
unsatisfying performance. Moreover, decoupling the phase
shifts ignores the high dependence between variables, further
deteriorating the performance. Therefore, a more powerful
algorithm with strong global search ability is highly desired to
tackle the multi-modal property and non-separable variables.

IV. NICHING GENETIC ALGORITHM FOR PROBLEM (@)
A. Motivation

Evolutionary algorithms are population-based optimizers
with meta-heuristic search nature. They show great superi-

Algorithm 1 The overall process of NGA
Input: hg{k, hfk, G, population size Ng;
Output: W, O,

1: t=0;
2: Q' «Initialization(No);

3: while “the stopping criterion is not met” do
4 S «Species_Partition(Q"); // Algorithm
5: for each species in S do
6
7
8

for each configuration 7; in the current species do
u; «Reproduction(;); /I Section (IV-D)
select the solution with higher sum rate from
{j,u;} and put it into Q*!;

9: end for
10: end for

11: t=t+1;
12: end while

13: W, ©® «find the solution with highest sum rate from Q.

ority in solving the NP-hard, non-convex, and non-separable
problems. However, standard evolutionary algorithms are not
suitable for Problem (@) due to its weak ability of handling
the multi-modal property. Thanksfully, the well-known niching
techiques [23]][24] have been developed to modify the behav-
ior of evolutionary algorithms so as to locate and preserve
multiple optimal solutions. The niching techiniques include
crowding, fitness sharing, restricted trounament selection, spe-
ciation, and clustering. The main idea of these techniques is
to partition the whole population into several subpopulations
to locate multiple optima. The global optima is then found
from these optima. Therefore, combining the advantages of
evolutionary algorithms and niching techniques, we propose a
niching genetic algorithm (NGA) to solve Problem (@).

B. Overall Framework

The overall process of NGA is outlined in Algorithm [T} Tt
starts with initialization. A number of Ng phase shifts 7s for
RIS are randomly generated. The BS beamforming Ws with
respect to the phase shifts 7s are estimated via the zero forcing
method (i.e., equations (8) and (@). 7s and Ws constitute the
initializtion population QY. The sum rate of Q° is computed
according to equation (@] Iterative generations follow the
initialization. In each generation, the nearest-better clustering
technique is employed to partition the whole population into
several neighborhood species. A minimum size N,,;, is set to
limit the scale of each species to provide a faster convergence
speed to the global optima. Thereafter, for each solution in a
species, we employ the uniform crossover [25]] and random-
resetting mutation [26] to produce a new solution. If the new
solution achieves higher sum rate compared to the old one, the
new solution survives and is stored into the next-generation
population Q'*!; otherwise, the old solution is put into Q'*!,
Once the iterative generation terminates, the NGA returns the
solution with the highest sum rate.

The core components, including the nearest-better clustering
and solution reproduction, are detailed below.



C. Nearest-Better Clustering with Minimum Species Size

Nearest-better clustering [[17]] is a commonly technique for
multi-modal optimization problems. It partitions the whole
population into several neighborhood species, and each species
try to locate a different optima.

After population partition, some species may only contain
a few solutions, e.g., one or two. The crossover operator is
unable to be executed in this case and the convergence speed
would be slow. Conversely, if the species contain too may
solutions, the population converge only a few local optima
and may miss the true global optima. To well balance the
convergence speed and performance, we carefully control the
minimum size of each species, denoted as “N,,;,”. A small
value should be taken as N,;, at early iterations and a larger
value at later iterations. The reason is: at early iterations, the
population has little knowledge about the location of peaks,
more species are required; as the iteration proceeds, a larger
Nnin allows the species that locate the local optima to be
combined into the neighborhood species that locate the global
optima. Thus, the species converge to the global optima more
quickly. In this paper, we set N,,;;, as

Noin =5+

x5, (10)

tmax
where ¢ and 7,4, are the current and maximum generation.

The process of NBC with minimum species size is shown
in Algorithm [2] It contains the following three steps.

i) Preparation (Lines 1-3). The minimum species size is set
by equation (I0). The solutions are re-ordered by sum rate in
descending order, and their mutual distance are calculated by
the proposed cycle-1 distance.

ii) Spanning tree construction (Lines 4-7). Except for the
best solution, each solution is linked to its own nearest-better
neighbor by creating an “edge”. All the edges construct a
spanning tree T. For convenience, we call the nearest-better
solution and the solution itself at each edge as “leader” and
“follower”, respectively.

iii) Edges Cutting-off (Lines 8-23). The mean distance of
all edges u is calculated. All the edges are sorted by their
distance in descending order. To find which edge to cut off, a
follow vector is defined. Each element of follow(-) counts the
number of solutions in the subtree rooted at the corresponding
solution; each value of follow is initialized to 1. For each edge,
the follow value of the leader solution is the sum of that of
each follower solution. By analyzing the follow before and
after cutting off, the edges would be cut off to partition the
population if satisfying the conditions: the distance of an edge
is larger than the weighted mean distance ¢ x u and the species
size after cutting off is no less than N,,;,. ¢ is the weight on
M, which controls the number of species. Larger ¢ leads to
fewer species. In this paper, we set ¢ = 1.

D. Solution Reproduction

We employ the [25] and random-resetting mutation [26] to
produce new solutions. The details are as follows.

For a candidate configuration 7;, a crossover mate 7; jare
is randomly selected from the species that 7; belongs to.

Algorithm 2 Nearest-better Clustering with species size limit
1: Set Npin by equation (T0);
2: Sort the solutions from Q by sum rate from the highest
to the lowest;
3: Compute the mutual distances of all RIS configurations
from Q by the cycle-1 distance in equation (7);
4: Create an empty tree T;
5: for each RIS configuation 7; € Q do
Find the nearest better neighbor 7; 5, build an edge
between 7; and 7; 5, and add this edge into T;
7: end for
8: Compute the mean distance p of all edges in T;
9: Sort all edges by the cycle-1 distance in descending order;
10: for each edge e € T do
11: if the distance of the edge > ¢ X u then

12: Collect the follower solutions of e as ez
13: Set the root of the subtree containing es as e, ;
14: if follow(es) > Nyin and
15: follow(e,) — follow(es) > N, then
16: Cut off e;
17: Set the leader solution of e as ey;
18: for each solution s between ¢; and ey do
19: Jollow(s)=follow(s)-follow(e s );
20: end for
21: end if
22: end if
23: end for
Parent 1: Child 1:
[ofaf2[1][3[1]1]o]  [o]
Parent 2: —> Child 2:

Lifrfofrfaofofs] [1f2fof1]2]ofo]o]

Fig. 3. Uniform crossover. Assume p. = 0.7 is used to decide exchange,
and the array [0.1,0.7,0.4,0.9,0.2,0.1,0.1, 0.8] is randomly generated.

The uniform crossover works by treating each position of
the configuration independently and choosing to exchange the
entry with a probability p.,. Take Fig. [’3’] as an example. T;
and T; mare correspond to Parent 1 and 2 in the figure. A
array of random numbers with length N is generated, e.g.,
[0.1,0.7,0.4,0.9,0.2,0.1,0.1,0.8]. pc, is set as 0.7. Then,
the parents exchange their entries where the random number
is not less than 0.7. Therefore, the 2nd, 4th and last entry of
the parents are exchanged, producing two children solutions.
After crossover, the random-resetting mutation is performed
on each children solution. Each position of a child configu-
ration is replaced by other possible values with a probability
Pmu- Here is an example of the random-resetting mutation:

[0,1,[2],1,3,1,1,[3]] - [0,1,[0], 1,3, 1, 1,[ 1 ]].

E. Complexity Analysis

The main computational complexity of NGA lies in the zero
forcing and population partition. In the zero forcing method,
optimizing the received power for each user requires O(NgK)
computations, where Ng and K are the population size and the



number of users. In population partition, there are two time-
consuming operations. One is calculating the cycle-1 distances
between any two solutions, the other is to check whether the
edge should be cut off to satisfy minimum species size. The
time complexity of the two operations is O(Né x N) and
O(Ng), where N is the number of RIS elements. Thus, the
total complexity is O (N2 x N), which is much lower than the
Branch-and-bound-based method [14].

V. EXPERIMENTAL STUDY

In this section, we conduct simulation experiments to val-
idate the effectiveness of the proposed NGA for the RIS-
aided MU-MISO system (as shown in Fig. [I). The system
parameters are set the same as that in Section [[II-C] if not
stated. We compare the NGA to the following algorithms un-
der various scenarios. All the comparison algorithms employ
the zero forcing method (equations (8) and (9)) to estimate the
transmit beamforming at the BS, as same as the NGA does.
They differ in optimizing the discrete phase shifts:

« Without RIS. In this case, there is no need to optimize

the phase shifts.

« Sequential search method [[14]. At each iteration, keeping
the other N—1 phase shifts fixed, the optimal value for the
remaining phase shift is found by traversing all possible
values. Repeat this until all the phase shifts are obtained.

« Simulated annealing method [14][27]]. This method is a
random-search heuristic method. We utilize the random-
setting mutation to yield a new solution. The new solution
is allowed to accept with a probability even if it does not
bring performance enhancement.

o Genetic algorithm. It is a population-based heuristic
method that belongs to the evolutionary algorithms. Same
as the NGA, the uniform crossover and random-resetting
mutation are employed to produce new solutions.

For the genetic algorithm and NGA, we set the population
size Np = 40, crossover probability p., = 0.7, and mutation
probability p,, = 0.01. For a fair comparison, all the
algorithms stop running if the maximum number of sum rate
evaluations exceed 40000 or the change of sum rate is less
than 107° in five consecutive iterations. The total number of
Monte Carlo runs are set to 100 for all the algorithms.

A. Investigation of Key Operators of xxx

Parametric sensitivity. Fig. 4| investigates the performance
of NGA to the sensitivity of population size No with
SNR=2dB and b = 2. From this figure, we can observe that
Ng has no influence on the sum rate when the number of RIS
elements N = 50. When N belongs to {100, 150,200}, the
NGA achieves about 1dB gain as the population size increases
from 20 to 40, then flattens as the population size continues
increasing. Therefore, considering the balance between the
performance and time complexity, we choose Ng = 40 for
our method.

Convergence behavior. Fig. [5] shows the typical conver-
gence behavior of NGA for different number of RIS elements
N with SNR=2dB and b = 2. We observe that when the
N value takes 50, 100, 150 and 200, the NGA requires
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Fig. 5. The typical convergence behavior under various numbers of RIS
elements N with SNR=2dB and b = 2.

about 100 to 500 iterations. The fewer RIS elements, the
faster convergence speed. Considering the parallel nature of
evolutionary algorithms [28]], we suggest to accelerate NGA
by parallel implementation to satisfy real-world applications.

B. Comparison of Our Method Against Other Algorithms

Effect of SNRs. Fig. [6] shows the sum rate versus SNR
with the number of RIS elements N = 100 and the number
of quantization bits b = 2. It can be observed that the sum
rate increases with SNR since more power resources are
allocated by the BS. The methods that jointly optimize the
BS transmit beamforming and phase shifts achieve about 10dB
gain compared to the method without RIS. The three heuris-
tic algorithms, including the simulated annealing algorithm,
genetic algorithm and NGA, obtain much better performance
than the sequantial search method. The performance loss of
sequantial search is mainly due to the fact that decoupling the
phase shifts and estimating them one by one is suboptimal.
As expected, the NGA outperforms all comparison methods,
indicating its effectiveness for hybrid beamforming design.

Scalability over different numbers of RIS elements. Fig.
[ investigates the scalability of sum rate over the number
of RIS elements N with SNR=2dB and » = 2. Except
for the method without RIS, the remaining methods obtains



40 —-+-=without RIS
— © -Sequential search method
35 Simulated annealing algorithm
— % —Genetic algorithm
30 |—&x—NGA
¥ / e m T
5 25 e -4
3 --- -0~
% 207 oo 1
2 _-e-"
: 155 -2 ]
g S — +
L =
nor —+= ]
————— =+
———— +-="T
L BN L 1
Sp-mm
0 . . . . .
-2 0 2 4 6 8 10
SNR (dB)
Fig. 6. The sum rate versus SNR with N =100 and b = 2.
35
301
o5t
@
2
St
2
[
g 15F o s ——+--without BIS
0 . - © -Sequential search method
¢] . Simulated annealing algorithm
10k = % —Genetic algorithm
—A—NGA
t t t t t t t t t
5 . . .
0 50 100 150 200

number of RIS elements N
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higher sum rate as N increases. Our NGA retains the highest
sum rate with larger N values. Particularly, as N increases
from 20 to 200, the proposed NGA achieves a surprising
15dB gain while the sequential search method, simulated
annealing algorithm and genetic algorithm only have 9dB gain.
The superiority performance of NGA is because the inherent
niching technique owns an outstanding ability of exploring
the search space, which avoids premature convergence and
approaches the global optima as close as possible. We remark
that the NGA is suggested to use in the cases with large-scale
RISs (N > 20).

Effect of different quantization bits. Fig. [§] depicts the
sum rate of all users versus the number of quantization bits
b when SNR=2dB and N = 100. Our proposed algorithm
retains the highest sum rate under all numbers of quantization
bits. As the number of quantization bits b increases from 1
to 2, the sum rate of all algorithms grow fast, then basically
remain unchanged when b continues growing. It reveals that
the system performance tends to be saturated when the b
exceeds 2. Therefore, 2-bit phase shifts is practically sufficient
to achieve satisfying performance.

VI. CONCLUSION

In this paper, we investigate the fitness landscape of the
sum rate maximization problem in a RIS-aided downlink MU-
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Fig. 8. The sum rate versus the number of quantization bits » when SNR=2dB
and N = 100.

MISO communication system. To explore the local and global
properties of the fitness landscapes, a fitness distance corre-
lation analysis and an autocorrelation analysis are performed.
The analysis results exhibit a multi-modal, rugged landscape
as the number of RIS elements increases or more quantization
bits for the RIS are used. This explains why existing works
easily get trapped into local optima or even fail in the case
with large-scale RISs.

Therefore, to handle the multi-modal landscape structure,
we propose a novel niching genetic algorithm to jointly
estimate the transmit beamforming at the BS and the discrete
phase shifts at the RIS. Specially, the nearest-better clustering
technique is incorporated to local multiple local optima and
better find the global optima. A minimum species size is pre-
sented to enhance the convergence speed without influencing
the performance.

Extensive simulation results fully demonstrate that the pro-
posed method achieve significant capacity gains compared to
existing works, particularly in the case with large-scale RISs.
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