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Figure 1: Unsupervised image-to-image translation results on the AFHQ dataset (left) and CelebA dataset (right). First col-
umn and first row shows the input images and the reference images, respectively, while the rest of the images are synthesized
by CLUIT. CLUIT can create high-quality images reflecting the style of given arbitrary reference image. Note that we did

not use any ground truth labels.

Abstract

Image-to-image translation aims to learn a mapping be-
tween different groups of visually distinguishable images.
While recent methods have shown impressive ability to
change even intricate appearance of images, they still rely
on domain labels in training a model to distinguish be-
tween distinct visual features. Such dependency on labels
often significantly limits the scope of applications since con-
sistent and high-quality labels are expensive. Instead, we
wish to capture visual features from images themselves and
apply them to enable realistic translation without human-
generated labels. To this end, we propose an unsupervised
image-to-image translation method based on contrastive
learning. The key idea is to learn a discriminator that dif-

ferentiates between distinctive styles and let the discrimi-
nator supervise a generator to transfer those styles across
images. During training, we randomly sample a pair of im-
ages and train the generator to change the appearance of
one towards another while keeping the original structure.
Experimental results show that our method outperforms the
leading unsupervised baselines in terms of visual quality
and translation accuracy.

1. Introduction

Image-to-image translation aims to learn a mapping be-
tween different groups of visually distinguishable images.
Based on the success of generative adversarial networks [7],
recent studies have shown a remarkable ability to learn and



render intricate appearance changes across image classes
[39, 16, 37, 20, 5, 21, 6]. These approaches rely on domain
labels to specify visually different groups, which often sig-
nificantly limits the scope of applications. It’s because in-
consistent or coarse labels easily degrade translation results
while collecting high-quality labels is usually expensive.

To overcome such limitations, more recent studies ex-
plore an unsupervised approach [3, 2]. These methods
leverage image clustering techniques to identify distinct
groups of images without ground-truth labels. Specifically,
they produce pseudo-labels of unlabeled images by clus-
tering algorithms and learn a mapping between these esti-
mated groups using a multi-domain discriminator. While
these methods have shown promising results, it is usually
difficult to produce accurate clusters when the data distribu-
tion is unbalanced or the predefined configurations are mis-
leading. For example, the clustering methods require the
user to specify the number of clusters, which is generally
difficult to choose without prior knowledge, despite having
a significant impact on the results.

Instead, we propose an alternative, rather straightforward
way to circumvent these limitations. Our key idea is to
supervise the image translation process with visual simi-
larity captured by contrastive learning [8, 9, 4] instead of
learning separate domain distribution. Contrastive learning
aims to learn a useful representation by contrasting between
positive pairs and negative pairs. Through the contrasting
process, the representations of similar samples are mapped
closely together while dissimilar samples are mapped fur-
ther away. We observe that the contrastive learning captures
meaningful visual features that form the unique appearance
of individual image, which we call a style. Conversely, we
call the characteristics shared among all images (e.g., pose)
a structure.

We enable effective, unsupervised image-to-image trans-
lation using contrastive learning to transfer styles between
images. Specifically, we introduce a contrastive discrimina-
tor that has two branches, one for contrastive representation
and another for typical GAN logit. During training, the dis-
criminator is provided with not only real and fake images
but also an augmented version of real images to learn the
contrastive representation. The representation is utilized to
induce an output image to have a style similar to a given
reference image. Furthermore, we introduce a patch aggre-
gation method that effectively mitigates the structure loss
problem of output images.

Empirical results demonstrate the advantage of our
method over existing unsupervised baselines in terms of vi-
sual quality and translation accuracy. Moreover, we analyze
the latent style space to verify whether the space learns se-
mantically meaningful styles. Through extensive ablation
studies, we investigate the effect of individual components
including data augmentation policy and contrastive style

matching strategies for further insights.

2. Related Work
2.1. Multi-domain image-to-image translation

Most of the existing image-to-image translation meth-
ods are based on the conditional GAN [27]. They learn
domain-specific discriminators to identify whether the gen-
erated image belongs to the target domain while imposing
additional constraints like cycle consistency [39] to pre-
serve domain-invariant characteristics. While earlier meth-
ods consider a bijective mapping between two domains
[39, 20, 16, 37], more recent works present multi-domain
methods that enable translation across multiple domains
with a unified model [5, 21, 6]. These methods employ an
auxiliary domain classifier [5] or a multi-task discriminator
[21, 6] for scalable multi-domain translation.

While successful, these methods rely on a vast quantity
of domain labels, which often becomes a serious bottle-
neck. To reduce such appetite for labels, more recent studies
propose fully unsupervised methods that leverage pseudo-
labels acquired by the image clustering methods [3, 2].
However these methods easily yield unintended translation
results if the clustering algorithms fail to produce consis-
tent clusters. Our work differs in that we present a model
that implicitly learns and transfers visual features without
explicit domain separation.

2.2. Style transfer

Our work can be seen as a photorealistic style transfer
task as we aim to transfer the style of an image to another
while preserving its structure. Photorealistic style trans-
fer methods attempt to transform an image into its stylized
version reflecting arbitrary reference images [24, 19, 38].
However, these works presume style as color distributions
and mainly focus on local color change rather than captur-
ing semantically meaningful features. Recently, Swappin-
gAutoencoder [31] presented a code swap-based autoen-
coder that transfers texture information between images
by learning co-occurrence patch statistics between images.
While it succeeds in capturing local semantic features, it of-
ten fails to capture higher-level semantics such as the com-
plex appearance of animals, since the model highly relies
on the local patch statistics. In contrast, our model learns
distinctive visual features that form higher-level semantics
by contrastive learning.

2.3. Unsupervised representation learning

Our work is also closely related to unsupervised rep-
resentation learning techniques in that we aim to capture
and transfer such meaningful visual features without su-
pervision. Various pretext tasks are designed for this pur-
pose, such as image reconstruction [13], denoising [36], in-
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Figure 2: An overview of our proposed method, CLUIT. The method consists of three modules: a generator G, a style encoder
E, and a contrastive discriminator D. Using a latent style code from the encoder, the generator synthesizes an output image.
Input and reference images are randomly sampled within a batch when training. The discriminator learns the real image
distribution from adversarial loss. At the same time, it exploits data augmentation techniques to learn image representations
through contrastive loss. The generator is guided to synthesize an image with a visual style similar to the reference image

through contrastive match loss.

painting [32], colorization [ 18], context prediction [28, 33],
and geometric prediction [29, 22]. More recent approaches
focus on learning representations that maximize the mu-
tual information between examples that are assumed to be
closely related. These methods employ a contrastive loss
to attract the associated examples closer than other nega-
tives [30, 1, 9, 4]. Through linear evaluation and various
down-stream tasks, contrastive learning has shown the abil-
ity to capture complex visual features. In this work, we
present a method that effectively utilizes those capabilities
in an image-to-image translation setting, which has not been
explored before.

3. Method

Given an unlabeled set of images X C RHEXWXC e
aim to translate an input image z, € X to appear like a ref-
erence image x, € X while preserving the class-invariant
characteristics (i.e., pose). To this end, we propose a con-
trastive learning based unsupervised image-to-image trans-
lation framework, namely CLUIT, consisting of three mod-
ules: (1) a contrastive discriminator D that learns visual
styles of images while guiding a generator to synthesize re-
alistic images, (2) a style encoder E that encodes an image
into latent style code and (3) a generator G that translates
the input image x, into a corresponding output reflecting
the encoded style of the reference image x,.. Figure 2 illus-
trates an overview of our framework.

3.1. Contrastive discriminator

Our discriminator D is designed to have two output
branches above shared layers, each of which produces a
contrastive representation v = D¢ (x) and a typical GAN
logit D4y () for a given image x. The contrastive represen-
tation learns the visual styles of images by maximizing the
mutual information between an image x and its augmented
version z T in contrast to other negative images x~ within
the dataset. Specifically, the images x, 2™, and N negatives
are mapped into K -dimensional vectors v,vt € R¥ and

v, € R respectively. The vectors are normalized to pre-
vent collapsing and then used for (N 4 1)-way classification

as follows:
exp(v-vt/T)
N _ 9

exp(v-vt/7)+ > exp(v-v; /T)
where 7 is a temperature scale factor. We maintain a large
dictionary of negative examples using a memory bank ar-
chitecture following MOCO [9]. The contrastive represen-
tation provides proper guidance for the generator to transfer
styles between images, which we describe in Section 3.3.

We also impose the adversarial loss to encourage the
generator to synthesize realistic images:

Loy = E[log Dagy(7,)] + E [log(1 — DadV(xg))] , (@

where x4 is a synthesized image which we describe in the
following subsection.

LY = —log

ey



3.2. Synthesizing a hybrid image with locality-
preserving generator

During training, we randomly sample two images from
dataset and use one image as an input image and another as
a reference image that provides a style reference. We notate
the input and the reference image as x, and x,., respectively.
In practice, we use the first half of batch images as the input
images and the rest as the reference images.

A style encoder E is used to extract the style information
from the reference image x, by encoding the image into
corresponding latent style code ¢, = E(z,). Our genera-
tor GG learns to translate the input image x,, into the output
image x4, = G(z,,t,) using the encoded style code t,.. We
adopt the locality-preserving architecture as our generator,
which uses adaptive instance normalization (AdaIN [14]) to
inject the latent style code ¢, into G.

We also generate a reconstructed version of the input
image x, to impose the cycle consistency constraint [39]
to ensure that the generated image x4, preserves the class-
invariant characteristics (i.e., pose) of the input image:

[fcyc =E [”xo - G(J?g,to)HJ . )

3.3. Style transfer via contrastive style match

Most of the existing methods transfer the class-specific
style by learning class-specific discriminators to identify
whether the output image is from the given target class. We
instead impose a style matching constraint defined on the
contrastive representation space of the discriminator. We
use the same form of contrastive loss as used for learning
the discriminator but compute the loss using the contrastive
representations of the output image x, and the reference
image z, to guide x4 to have a style similar to x,.:

exp(vg - v, /T)
exp(vg - v /T) + Zf\il exp(vg - vy /7) 7
“4)
where v, = Dg(z4) and v, = D¢ (x,) denote the respec-
tive contrastive representation of x4 and x,.. The negatives
are sampled from the same dictionary used to learn the dis-
criminator.

Through the contrastive style match, the model can
transfer the style of the reference image to the resulting im-
age. However, we observe that the model often suffers from
the structure loss problem where the output images emulate
the reference images rather than preserving the structure of
the input images (see Figure 8). To alleviate this problem,
we propose using a patch aggregation based style match.
The key idea is to use multiple local patch representations
instead of a single full-image representation to prevent the
output images from emulating the reference.

Specifically, M patches of size 1/8 to 1 of the full image
dimension are randomly selected from both the output and

LS =E |—log

the reference image, and compute the style match loss using
the mean representation of patches in each image:

M
_ @
U= ;:1 D (z'), (5)

where () denote i-th patch from image .

3.4. Full objective

Finally, our full objective functions can be written as:

£D = _Ladv + )\gﬁg,

(6)
»CG,E = »Cadv + Acycﬁcyc + )‘g’cga

D

D, 2§ and Aoy are hyper-parameters for each term.

where A\

4. Experiments

In this section, we describe the evaluation setups and ex-
perimental results. We compare the proposed method to the
state-of-the-art methods and present an additional analysis
of our method for further insights.

Datasets. We evaluate our method on the following datasets
and all the images are resized to 128 x 128 resolution for
a fair comparison. AFHQ [6] contains 15,000 high-quality
animal face images which are roughly categorized into three
classes (i.e., cat, dog, and wildlife). CelebA [23] contains
202,599 face images of celebrities annotated with 40 bi-
nary facial attributes. We initially center-crop the images
to 178 x 178 size and then resize them to 128 x 128.

Evaluation protocol. All the methods translate an input
image into its corresponding output given a single reference
image. We use the test set images from each dataset as the
input images and each input image is translated using 10
reference images randomly sampled from the test set result-
ing in 10 output images. We use the same set of random
reference images for all the competing approaches.

We evaluate both the visual quality and the translation
accuracy of generated images. To measure the visual quality
of generated images, we adopt Frechet inception distance
(FID) [12] which empirically estimates the distribution of
real and generated images using pre-trained Inception-v3
[34]. In AFHQ dataset, we report the mean of class-wise
FID using the ground-truth labels of reference images to
penalize the case when a model produces realistic recon-
structions of input images.

Furthermore, we report the translation accuracy mea-
sured by the pre-trained ResNet-50 [ 1] classifier to deter-
mine whether the translation output belongs to the reference
image’s domain. For CelebA dataset, we select 12 binary
attributes (see Figure 5 for more details) that are considered
invariant to the structure of images so that we can verify the
transferability of the pose-invariant style.
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Figure 3: Qualitative comparison of the proposed method and other baselines in AFHQ dataset. Each method translates
the input images (left-most column of each grid) into corresponding output, reflecting the styles of the reference images
(top-most row). The images are generated by each method specified in the left.

Baselines. We use TUNIT [2] and SwapAE [31] as our un-
supervised baselines. In the case of TUNIT, the number of
clusters must be specified in advance, but it is difficult to
know the optimal number for each dataset. Therefore, we
train the model with varying numbers (kK = 3,10, 30) of
clusters. We also report the results of StarGAN-v2 [6] in
AFHQ dataset to confirm the results of the leading super-
vised method.

Implementation. We set Aye = 1 and A\ = \§ = 0.1in
Equation 6. We use M = 4 patches in all experiments ex-
cept for the contrastive style match ablation. The batch size
is set to 32. We adopt the non-saturating adversarial loss [7]
with lazy R; regularization [26] using v = 1 for CelebA
and v = 10 for AFHQ. We use Adam [|7] optimizer with
B1 = 0and 3y = 0.99. The learning rate is set to 5 x 1075,
We train the model for 100,000 iterations in total.

4.1. Comparison to baselines

The representative results of CLUIT are presented in
Figure 1. The results show that CLUIT can successfully
transform the input images into corresponding outputs, re-
flecting distinctive visual styles of reference images.

Figure 3 illustrates the comparison results with the base-
lines in AFHQ dataset. All the methods generate clear im-
ages, but they differ significantly in terms of the style being

transferred. As expected, StarGAN-v2 successfully trans-
fers the style of reference images since it utilizes the ground
truth labels to learn class-specific distribution. However,
we observe that StarGAN-v2 often fails to capture intra-
class styles if the images are coarsely labeled. For example,
the “wildlife” class contains a much wider variety of ani-
mals than the other classes (i.e., ”cat” and ”dog”). In this
case, StarGAN-v2 translates an image into a rather random
species in the wildlife” category, not reflecting a given ref-
erence image. In Figure 3, StarGAN-v2 translates a cat into
a fox even if a leopard is given as a reference.

The results of TUNIT have high variances depending on
the number of pre-defined clusters. When the number of
clusters is small (X = 3), TUNIT only allows the local tex-
ture or color change rather than overall appearance. Even
with the best performing configuration (k = 10), the model
often fails to differentiate between visually similar species
such as cats and foxes. In the case of SwapAE, only the
color and texture distributions are matched with the refer-
ence images. On the other hand, our method successfully
transfers the distinctive features, including overall shapes
and local details (e.g., shape of a face part, fur pattern, skin
color, etc.).

As shown in Table 1, our method outperforms all the
unsupervised baselines by a large margin even comparable
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Figure 4: Qualitative comparison of the proposed method and other baselines in CelebA dataset. Each method translates
the input images (left-most column of each grid) into corresponding output, reflecting the styles of the reference images
(top-most row). The images are generated by each method specified in the left.

AFHQ CelebA
Method mFID| | Acct | FID] | Acct
StarGan-v2* 146 | 97.0 - -
TUNIT-3 82.1 | 40.5 83 | 77.3
TUNIT-10 395 | 77.6 53| 78.6
TUNIT-30 489 | 66.7 6.1 | 81.7
SwapAE 65.3 | 52.5 62 | 775
CLUIT (ours) 17.8 | 96.1 5.0 | 90.1

Table 1: Quantitative comparison of the proposed method
and other baselines. StarGAN-v2* is a supervised model
trained with ground-truth labels. K in TUNIT-K means the
predefined number of clusters. T means larger numbers are
better, | means smaller numbers are better.

to the supervised baseline, in terms of class-specific visual
quality (mFID) and translation accuracy.

For CelebA (Figure 4), our method renders distinctive
visual features of reference images in various poses. For
other unsupervised baselines, the visual features are con-
veyed, but they are rather partial or incomplete, often re-
sulting in unrealistic images. For example, all the methods
modify the hair color following the reference images but
only CLUIT succeeds in drawing other hair details such as
hair texture and hair length (e.g., long blond wavy hair or
short black wavy hair). Other details, including eyeglasses,
beards, wrinkles, and make-up styles are also successfully
transferred to render different views with consistent styles

Translation Accuracy of Indivisual Attributes (CelebA)
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Figure 5: Translation accuracy of individual attributes in
CelebA dataset. 12 attributes considered to be invariant of
different poses are selected. Note that we show the average
accuracy of hair color related attributes for brevity. They
are BlackHair, BlondHair, BrownHair, and GrayHair.

rather than random blends.

Improvements in terms of both FID and translation ac-
curacy support our observation (Table 1). Figure 5 illus-
trates the translation accuracy of individual attributes. We
observe that the abstract style-related attributes (e.g., gen-
der or age) show larger margins than relatively low-level
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Figure 6: Similarity search results on AFHQ dataset. The
first column shows query images, and the next five columns
show the search results sorted by the cosine similarity of
latent style codes. We can observe that style codes success-
fully represent high-level class information such as species.

attributes (e.g., hair color) or regional attributes (e.g., goa-
tee). This observation demonstrates that CLUIT captures
and transfers higher-level visual styles via contrastive learn-
ing.

4.2. Analysis and ablation study

In this section, we first analyze the latent style space to
verify whether the style encoder learns a smooth and se-
mantically meaningful feature space without any direct con-
straints. We also conduct an ablation study to understand
the effect of different data augmentation schemes and patch
aggregation methods in contrastive style match.

Latent style space analysis. There are two desired proper-
ties for latent style codes. First, they should learn meaning-
ful visual features. Also, the learned visual features should
be invariant to different structures. To figure out if these
properties are satisfied, we conduct two additional analysis
tasks; similarity search and linear interpolation.

For similarity search, all test images are encoded into
corresponding latent style codes and normalized to calcu-
late the cosine similarity between pairs of images. Figure
6 illustrates the images sorted by the similarity with given
query images. We observe that even if the pose or back-
ground is different, images of the same species and similar
style as the query image are retrieved. The results illustrate
that the style codes capture such visual features invariant to
structural changes.

Figure 7 demonstrates the linear interpolation results by
keeping the input image fixed while interpolating the style
code between the input and given reference image. The in-
terpolated samples smoothly change towards the reference

Input Reference

Figure 7: Linear interpolation result on AFHQ dataset. The
first and last columns show the input and reference images,
respectively. The middle four columns show images gen-
erated by interpolating the style codes of the input and the
reference while keeping the input image fixed. The results
indicate that as the portion of the style code from the ref-
erence increases, high-level visual features such as ear and
nose shapes gradually change.

| Augmentation | Crop Size | mFID| | Accuracy? |

Color 0.125-1.0 21.25 94.9
Color + Affine | 0.125-1.0 17.84 96.1
Color + Affine | 0.5-1.0 18.12 96.6
Color + Affine | 0.9-1.0 20.71 95.8

Table 2: Performance of CLUIT with different data aug-
mentation schemes. The results indicate that CLUIT ben-
efits from affine transformations and access to small crop
size.

species while preserving the overall structure, such as the
position of face parts and the head direction.

Data augmentation. Table 2 shows the effect of different
data augmentation schemes. We start with a set of trans-
formations that includes random cropping, horizontal flip-
ping, and color distortion, following the state-of-the-art un-
supervised representation learning [4]. While affine trans-
formations are known to be relatively less useful with con-
trastive learning, we observe that our model benefits from
them in the context of image-to-image translation. This
is because the translation task aims to transfer geometry-
invariant features to images with an arbitrary pose. Thus,
geometric transformations help the model to generalize bet-
ter. The affine transformations used for experiments are ro-
tation, shear, and shift transformation. Random crop size
also affects the results. Access to small size patches (i.e.,
1/8 of image size) helps the model learn local patterns such



Matching Strategy | mFID] | Accuracy? |

Full Image 19.08 95.8
PatchMean-1 20.43 93.0
PatchMean-4 17.84 96.1
PatchMean-8 17.98 96.4

Table 3: Performance of CLUIT with different contrastive
style match schemes. K in PatchMean-K denotes the num-
ber of patches sampled for patch aggregation. The results
show that the patch aggregation are effective not only for
mitigating structure loss problem, but also for translation
capabilities.

as eye shape and fur pattern. Using only large patches de-
creases the visual quality and translation accuracy. We use
random cropping with a crop size of 0.125-1.0, horizontal
flipping, affine transformation, and color transformation as
our default set of transformations for all experiments.

Contrastive style match. Figure 8 illustrates that the patch
aggregation effectively mitigates the structure loss in the
output images. When calculating the style match loss us-
ing the representation of the full images, the resulting im-
age is more related to the structure of the reference images
(e.g., head size, body position) rather than maintaining the
structure of the input images. Conversely, when patch ag-
gregation is applied, the output images consistently retain
the structure of the input images. In addition, loss of struc-
ture tends to introduce more artifacts, resulting in slight per-
formance degradation (see Table 3). We also confirm that
using more than a certain amount of patches will benefit
performance.

5. Conclusion

In this paper, we introduce an unsupervised image-to-
image translation method that learns to transfer distinctive
styles between images. To this end, we designed a special-
ized multi-task discriminator that learns meaningful visual
representation via contrastive learning. The image transla-
tion process is supervised by the learned visual represen-
tation of the discriminator therefore does not require do-
main labels or their estimates. The proposed framework
sets the model free from errors propagated from inconsis-
tent or coarse labels or inaccurate estimation of class la-
bels, leading to better visual quality and translation ac-
curacy. Experimental results show that our CLUIT out-
performs the state-of-the-art unsupervised image-to-image
translation methods and is even comparable to the leading
supervised method.
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Figure 8: Comparison results of different style-matching
strategies. The second line is the result of applying the patch
aggregation, and the third line used the representation of the
full image match. Without the patch aggregation, the out-
put often tends to be a modified version of the reference,
ignoring the structure of the input.
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Appendix

In this supplementary material, we provide implementa-
tion details as well as additional experimental results. Im-
plementation details include detailed network architecture
and training details for better reproducibility. For additional
experimental results, we provide additional samples of the
proposed method, comparison results with baselines, and
failure cases.

A. Implementation Details

In this section, we present the architectural details of
CLUIT consisting of three modules, a discriminator, a gen-
erator, and a style encoder. All the network weights are
initialized using He initialization [10].

A.l. Architecture

Discriminator. Our discriminator consists of 5 shared pre-
activation residual blocks, followed by two separate output
branches, each producing the contrastive representation and
the adversarial logit. Each output branch contains 2 fully
connected layers where the dimension of contrastive repre-
sentation is set to 256 and the dimension for real/fake clas-
sification is set to 1. We use leaky ReLU [25] activation for
all layers but did not use other normalization techniques.

Generator. Basically, we use Adaptive Instance Normal-
ization (AdaIN) [14] based locality-preserving architecture
[6, 15] as our generator. Our generator consists of 3 down-
sample layers, 4 intermediate layers, and 3 upsample layers.
We use Instance Normalization (IN) [35] for the downsam-
ple layers and Adaln for the upsample layers. For interme-
diate layers, the first half of layers are normalized with IN,
and the remaining layers are normalized with AdaIN. The
latent style code is injected into all AdalN layers to stylize
the output. We use leaky ReL.U activation for all layers.

Style Encoder. The style encoder consists of 5 pre-
activation residual blocks followed by two fully connected
layers. The output dimension of style encoder is set to 128.
We use leaky ReLU activation for all layers without nor-
malization layers.

A.2. Training details

Here we provide the full details needed to train the
model. We set Aoy = 1, Al = A& = 0.1 as weights for
each loss term. We use M = 4 patches in all experiments
except for the contrastive style match ablation. When com-
puting £, we apply a random cropping transform to the
input image with the same size range used for the augmen-
tation to match the granularity. The temperature 7 is set to
0.07 [9] and the size of the negative dictionary is set to 2048.
The batch size is set to 32. We adopt the non-saturating
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Type Layer Resample | Output Shape
- Image X - 128x128x3
- Convlxl - 128x128x64
shared ResBlk | AvgPool 64x64x128
shared ResBlk | AvgPool 32x32x256
shared ResBlk | AvgPool 16x16x512
shared ResBlk | AvgPool 8x8x512
shared ResBlk | AvgPool 4x4x512
unshared | LReLU - 4x4x512
unshared | Conv4x4 - 1x1x512
unshared | LReLU - Ix1x512
unshared | Reshape - 512
unshared Linear - 256, 1

Table 4: Discriminator architecture.

Layer Resample | Norm | Output Shape
Image X - - 128x128x3
Convlixl - - 128x128x64
ResBlk AvgPool IN 64x64x128
ResBlk AvgPool IN 32x32x256
ResBlk AvgPool IN 16x16x512
ResBlk - IN 16x16x512
ResBIk - IN 16x16x512
ResBlk - AdaIN | 16x16x512
ResBlk - AdaIN | 16x16x512
ResBlk | Upsample | Adaln 32x32x256
ResBlk | Upsample | Adaln 64x64x128
ResBlk | Upsample | Adaln | 128x128x64
Convlixl - - 128x128x3

Table 5: Generator architecture.

Layer Resample | Output Shape
Image X - 128x128x3
Convlixl - 128x128x64

ResBlk | AvgPool 64x64x128
ResBlk | AvgPool 32x32x256
ResBlk | AvgPool 16x16x512
ResBlk AvgPool 8x8x512
ResBlk | AvgPool 4x4x512
LReLU - 4x4x512
Conv4x4 - I1x1x512
LReLU - 1x1x512
Reshape - 512
Linear - 128

Table 6: Style encoder architecture.

adversarial loss [7] with lazy R; regularization [26] using
v = 1 for CelebA and v = 10 for AFHQ. We use Adam
[17] optimizer with ; = 0 and B2 = 0.99. The learning
rate is set to 5 x 10~°. For the evaluation, we adopt ex-



ponential moving averages over parameters of all modules.
We use Resnet-50 as an oracle classifier while the classi-
fier is trained using the training images of each dataset. The
classifier accuracy is 99.7 in AFHQ and 93.2 in CelebA (av-
erage of 12 binary attributes).

B. Additional Results

In this section, we show additional results on both AFHQ
and CelebA dataset.

B.1. Additional results of CLUIT

Figure 9 and 10 illustrate additional samples generated
by the proposed method, CLUIT. In AFHQ, CLUIT suc-
cessfully synthesizes images by reflecting the unique style
of the reference images, including fur pattern, skin color,
and facial features. For CelebA, CLUIT renders a distinc-
tive style of the reference image with various poses. Ren-
dered styles include makeup style, glasses, hair texture and
color, and more, which form a unique identity.

B.2. Additional comparison to existing methods

Figure 11 and 12 show additional comparison results
with other baselines. The results demonstrate that CLUIT
mainly focuses on distinguishing the pose of the subject
from the pose-invariant style in the image, while the other
baselines try to preserve the contours of the input image,
resulting in either incomplete style transfer or local color
change.

We note that the desirable translation results can be set
differently according to the user’s intention. For example,
some may want to change the color or texture, while others
may want to reflect the overall look of the reference im-
ages. An ideal unsupervised method involves more flexible
ways to reflect user’s different intents without retraining the
model and we leave this as our future work.

B.3. Failure Cases

We also provide several failure cases of the proposed
method for further understanding. Figure 13 illustrates
cases where the model degenerates with rare poses in the
input images (Figure 13 (a)) and the cases where the refer-
ence image’s style information is limited or partial (Figure
13 (b)).
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Figure 9: Image-to-image translation results on AFHQ. The first column shows the input images and the first row of each

grid shows the reference images, while the rest of the images are generated by the proposed method, CLUIT. CLUIT captures

and transfers high

level semantics such as fur color and pattern, and face shapes.
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Figure 10: Image-to-image translation results on CelebA. The first column shows the input images and the first row of each
grid shows the reference images, while the rest of the images are generated by the proposed method, CLUIT. CLUIT captures
and transfers high-level semantics such as hair type and color, eyeglasses, beard, and makeup styles.
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Figure 11: Qualitative comparison on AFHQ. The first column shows the input images and the first row of each grid shows
the reference images, while the rest of the images are generated by each method specified on the left. Note that StarGAN-
v2 is a supervised method trained with ground-truth labels, while the others are unsupervised methods. While the baseline
methods often generate different species than the reference images, CLUIT successfully renders the distinctive visual styles
while preserving the pose of the input image.
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Figure 12: Qualitative comparison on CelebA. The first column shows the input images and the first row of each grid shows
the reference images, while the rest of the images are generated by each method specified on the left. While the baseline
methods often produce unrealistic images by partially reflecting the styles of reference images, CLUIT successfully renders
the distinctive visual styles of reference images while preserving the pose of the input image.
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Figure 13: (a) Failure cases of CLUIT when the input image of a rare pose are given. (b) Failure cases of CLUIT when the
style information in the reference image is limited or partial.
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