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Abstract: The main goal when synthesizing robust residual generators, for diagnosis and
supervision, is to attenuate influence from model uncertainty on the residual while keeping
fault detection performance. In this paper, a design algorithm for robust residual generators is
developed with two key elements. One is the use of a reference model that represents desired
performance, i.e. time or frequency-domain specifications of fault response in the residual.
The other is an optimization criterion, based on rolddst-filtering, used to synthesize the
residual generator. Also, a methodology how to specify performance specifications to ensure
good robustness properties of the optimal residual generator is developed.
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1. INTRODUCTION 2. PROBLEM FORMULATION

The system under consideration is assumed to be on the
Diagnosis and supervision are important in many appform
cations. Model based diagnosis uses a model to obtain A A A
residuals which are signals that are zero in the fault free y=G>(s)u+ H>(s)d+ L>(s)f (1)

case and non-zero otherwise, to perform the diagno%erey is the measurement vectarthe control signal
Since available models of real processes always %s the disturbance vector anflis the fault vector
uncertain, there is naturally a need for robust metho trices G (s), HA(s) ana L2(s) are all rationai
minimizing the sensitivity to the model uncertainties. transfer matricés. The éuperscriplsindicate that the
This paper addresses the problem of synthesizing anddel is subject to bounded parametric uncertainties.
analyzing robust residual generators in the presenceﬁ)]f

4 > L e residual generator is a finite dimensional linear
parametric uncertainties and deterministic dlsturban(‘fﬁ

: ; . Ailter Q(s) that uses available known signals, iyeand
that influence the process. This problem is well studl%gPtO form a vector of residuals, that can be used to

and there exists many papers with different design fg- . .
cuses on the subject, e.g. (Frank and Ding, 1994; Maahe-tGCt and isolate the different faufts

goubi et al, 1995; Edelmayeet al, 1994; Mangoubi y

et al, 1994; Mangoubkt al, 1992; Eich and Oehler, r=Q(s) (u> @)
1997; Patton and Chen, 1993). Here, focus is on de-

signing robust residual generators, dealing witbdel The basic requirement dp(s), besides bein®R H ., is
uncertainty to fit in a structured residuals framework. that the residuals;, should also be insensitive to control

. . : . .. actionsu, and disturbanced, but it should be sensitive
A main observation here is that, for this purpose, it B faults f

advantageous to introducereference modethat de-

scribes desired behavior of the residuals with respecfitbe principle of fault isolation considered here is struc-
faults. A theory is developed where the reference modated residuals where a subset of faults are decoupled
idea and an optimization criterion are key elements. in each residual. By generating a set of residuals where



different subsets of faults are decoupled in each resig. the residual should correspond to a 6w 1] in the
ual, fault isolation is possible. residual structure. An example &fs) could then be

Inserting (1) into (2) gives R(s) = s 1
B + wh +1
r=q [ HAO(S)} (Z) +Q(s) {LAO(S)} f stuwn ofur

wherew;, andw; reflects the frequency ranges of inter-
(3) est.

Nominally, to achieve decoupling ef andd, the first

term of (3) must beé) while the second term must beRobust design (here) leads to an optimization over
# 0. However, with uncertain models it is in most casésounded parameter uncertainties where influence from
impossible to get the first terrs 0 for all A, i.e. for worst-case disturbances and model uncertainties are
all possible instances of uncertainties, without loosinginimized. This optimization problem may not be well
some or all of the desired fault sensitivity. Note that formulated unless the reference model is attainable with

is not always so; in some cases parametric uncertaigtyroper structure. Attainable reference model is here
can be transformed into unknown input signals that c@afined as

be decoupled with methods based on nominal models,

see e.g. (Patton and Hou, 1998). However, generafigfinition 1.(Attainable Reference Model).

some tradeoff between sensitivity to faults and distuk reference model is said to be attainable if, with no
bance/uncertainty attenuation is required. model uncertainty, there exists a residual generator with

The problem studied here is how to find the filigfs) the Specified fault response.
such that a proper trade off between fault sensitivity,

disturbance attenuation and robustness towards moge] non-attainable reference model is used, the syn-

performance specification in Section 3 and a synthegibhustness properties which will be exemplified in Sec-
procedure described in Section 4 based on roblst tions 5 and 8.

filtering.

4. ROBUST RESIDUAL GENERATOR SYNTHESIS
3. REFERENCE MODEL

. . .. In any real-life system, perfect model knowledge can
When synthesizing a robust residual generator, it i e assumed, so influence on the residual from dis-

desired that the design freedom available should be usghances. control signal etc. can not be expected to be
to achieve both robustness and detecperformance o hjetely decoupled. The main idea with robust resid-

i.e. properties of the transfer function from faults t al generation is to minimize these unwanted influences

residuals. The question arises how this performangg e residuals while maintaining the fault sensitivity

should be formulated. A natural choice is to introduceg e resjduals. This trade-off, fault sensitivity vs. dis-

reference modeli(s), to describe the desired behavio 3 ce attenuation, is normally formulated as an opti-
of the residual vector, with respect to faultsf. Define

h : X . . mization problem in different formulations and norms.
desiredresidual behavior; (s), of the residual, viathe 5 5 mon choice is to utilizé..-theory to perform
reference modeds o

the synthesis. Powerful synthesis tools are important,
ro = R(s)f(s) but also worst-case analysis tools are important to aid

The matrix R(s) is an arbitraryRH.., transfer matrix e.g. robust threshold selection or robustness evaluation.

of appropriate dimensions. The idea of a reference
model has successfully been used to describe sigﬂail Rob Criteri
behavior in other fields like controller desiggtrom -1 Robustness Criterion

and Wittenmark, 1984) and adaptive contr8s{rom L o .
and Wittenmark, 1989). The optimization criterion used here is formulated as a

robustH . -filtering problem (Zhowet al,, 1995), with
Itis of course necessary that the reference ma@ed),  an intuitive and appealing interpretation which is given
contains the necessary structure @@ifs) to be a resid- after Eq. (5). The criterion is
ual generator. This includes decoupling properties of
faults, i.e. zeros at proper positionsAts) correspond- J = sup M (4)
ing to the desired residual structure. The additional velo V]2
freedom ink(s) can then be used to shape the desirgd, ..., _ [w” fT d7]7. The optimization criterion/

frequency response in the residual from the faults. 5’4, 5 the worst case distance between the residual

and the idealized residua§, defined by transfer matrix

@Qs), normed by the size of the inputs. The optimal

residual generato@(s) is the filter that minimizes/

(1) Decouples the first fault for all ||A|| inside some bounded ball.

(2) Responds to high frequency components
(w > wy,) of the second fault

(3) Responds to low frequency components J= sup l[ro—rll2 _ ap |20 (s)v]l2
(w < wy) of the third fault vels V]2 vels ]2

Example 1.Suppose there are three modeled faults a
it is desired to design a residual that:

The optimization criterior/ can be rewritten as

= [|T20(8) o



With this problem setup, there exist algorithms min-
imizing J with respect toQ(s) by e.g. u-synthesis.
wherez(t) = ro(t) — r(t), and The algorithm used in this work is basic DK-iterations
_[_nA _ A A which, although heuristic and with no convergence
Too(s) = [~Cruls) (R(s) = Gryp(s)) ~Gras)] g guarantees, have in practice shown reliable performance
) (Balaset al.,, 1993).

is the transfer matrix fromv(¢) to z(t). The transfer

matrices fromu to r, G, (s), fromd tor, G,4(s), and

from f tor, G, ;(s) all depend on the residual generators5, BACKGROUND EXAMPLE ON REFERENCE
Q(s). Minimizing J, i.e. minimizing theco-norm of MODEL DESIGN

expression (5), has a simple interpretation, the first and

third element makes sure that the influence froand  The idea of a reference model for residual behavior has

d on the residual are attenuated. The middle term keaRsen introduced, and was in the previous section used in

fault sensitivity, and also shapes the fault to residuge criterion for robust design. Before going into details

transfer functiors, s (s) by minimizing the distance to of the design of the reference model, a simple stylized

the reference modet(s). static example will illustrate the necessity of using a

The optimization/performance index minimizes #e  Well formulated reference model. The discussion forms

solutedifference betweeR(s) andG2, (s). A reason- @ background and leads to the detailed design in Sec-

able assumption is that it is thelative difference that tion 6.

need to be minimized, otherwise in high-gain models ] )

even very small relative errors will dominate the lossxample 2.Consider the static system

function and therefore move away optimization focus ,, _ _

from robustness to fault sensitivity in an unwanted man- o= (o) +3f ye = 2+ 0)a+4f2

ner. Therefore it is important to normalize and weigivhere = is an unknown disturbance ard| < 1.

the model appropriately to avoid such effects. Suppose it is desired that the disturbancedoes not
influence the residual whil¢g; and f, has significant
influence which is the same as saying thashould

Remark 1 It is obvious that the optimal value of respond to a rov{l 1] in a residual structure.

also delivers constraints on the size (norm)-oh the . .
fault-free and faulty case which can be used to guidée residual generator is formed as

threshold selection. _
T = q1y1 + q2y2

Remark 2 A special case of Eq. (4) is treated irF-

(Niemann and Stoustrup, 1997), where integrated resjgqhar thought might be to aim for unit gain from

ual generator and controller design is presented. The Mt faults ie.R(s) = [l 1]. Performing a design
timization criterion associated with the residual generg, A '

o . L S described in the previous section and denoting the
tor design is closely related with the criterion present(?gS P 9

. . ; b ulting residual generator with = [¢1 ¢2]” . Robust-
here. By setting(t) = f(t), i.e. strive for a diagonal \\osq i evaluated by determining the worst-case gain
residual structure with unit gain from faulto residual

) D o from the disturbance to the residual. This corresponds to
i, the optimization criteria become the same. measuring the size of the third term in (5). Since there is
no control signal in this example, this measure indicates
performance of the filter in a no fault situation.

4.2 Computational Framework max k|| = max (1 +61) (24 82)]qal = 1.683
[0]<3 [0]<3

The residual generation optimization problem can be
described by an upper and lower LFT, including t

structured parametric uncertainty, as in Figure 1, whgfgat is, the worst-case gain framio r is k., = 1.683.
P(s) is an augmented system description including a
description on how the parametric uncertainfeiflu-  gecong attempt A little more thought on the problem

ence the system, fault models, disturbance models, flysds to a second attempt based on a nominal design.

choice ofg would satisfy

rst attempt A naive choice ofR(s) without any

1
n A c q2 = —§¢I1
z=19— U to completely d(_acouple the disturbanceThe relation
P(s) v=|f between the gain fronfy to 7, k,.;,, and fo tor , k.,
d is then related by
(Z) r ke, 3¢ 2-3 3
@) bepy  Agp 14 2

) ) ) . Using this nominal information will significantly im-
Fig. 1. LFT formulation of residual generation problemrove robustness properties of the design. Let the ele-



ments inR(s) be proportional to nominal gains fromthen no feasible design with an uncertain model is

the faults to the residudl,;, andk,,, e.g. available either.
3
R(s) = [~ 1] (6)

] ) 6.1 Nominal Design

Note that this choice of?(s) also corresponds to a

[1 1] residual structure. A new design with thig(s) |t js clear that the residual generator design problem

results in ag,, normed to be of the same size@sin s in a structured residuals framework, essentially a

the sense thay,| = |g|. This is important to enable yecoupling problem which can be solved by a number

a fair robustness comparison. The second design BaRnown methods. Freedom available during a nominal

robustness properties design are (1) the poles, i.e. the denominator, of the
max |[[(1+61) (24 62)]qs| = 0.7906 residual generator that can be selected arbitrarily and
o< (2) freedom when selecting the numerator of the resid-

ual generator. Issue (2) means that there might exist sev-

eral numerators of the residual generator that achieves

Comparison Thus, a significant improvement on ro . : :
P g P desired decoupling and different numerators may

tn roperties w hieved in th n X
bustness properties was achieved e second de ve different robustness and fault sensitivity proper-

compared to the first design. This is because in the fi . .
design, R(s) reflected unrealistic performance specif ies. In an observer formulation of the residual generator
! s corresponds to selecting different observer modes.

cations that inflicted unnecessary poor robustness pr
erties on the residual generator. This issue will be fur-

ther explored below and in the concluding example Remark It is possible that, even with nominal mod-

Section 8. els, no disturbance decoupling residual generator ex-
ists that conforms to the desired residual structure.
Then a residual generator can be synthesized where
tainty case withy; — d, — 0, the first design attemptdlsturbances and faults (according to the residual struc-

woulid not have found a solution where the unknow®) aré approximately decoupled. This is often stated
disturbancez is completely decoupled, even thougf® anbopt|m|zadt.|f<?n problenr: gnd solved in dhlffzrent
such a solution exists. The reason for this, which is t ysky rgagly 'ﬁg:_t met odé e.?. %&et ods |
same reason that made the second solution more robtigiN @nd ing, ) ’QllufSSG ertg;r, A )'S'Rgg ar
is that during optimization, freedom is spent to makg/Ue truncation (Lot al, ) and other methods

G,;(s) — R(s) as small as possible. If an unrealisti Unnenberg, 1990). If the resulting residual genera-

R(s) is used, freedom is spent on an impossible talf) which doesn't perfectly decouple disturbances, still

that often is of no importance to the FDI problem. A9MPlies with the requirements on the diagnosis sys-
suitable choice of(s) helps focusing on the robustnestE™: the nominal residual generator can be used to form

properties while keeping fault sensitivity and com‘ornTZjl refe_rence_ model according to (7) and robust synthesis
ing to the specified performance. ollowing this paper can be performed.

Remark 1 It is worth noting that even in a no uncer

Example of reference model design
6. FORMING THE REFERENCE MODEL

o Example 3.Assume a l1-input, 2-output, second order
From the example above it is clear that a poorly chosgfhcess with sensor and actuator faults:
reference model, i.e. a reference model with unrealistic
performance properties, can result in a residual gener-

ator with unnecessary poor robustness properties. The _ | sta f1

L . . ! . Y 3 (u+ f3) + f
main idea is thus to usereominaldesign of the residual -~ 2
generator to shape the reference model when synthesiz- s(s+a)

ing the robust residual generator, thus assuring attagnz residual with structurél 0 1] is desired, then the

able reference models. This is to avoid specifying hly possible residual generatk,,.(s) (apart from
unrealistic performance criterion and thereby inflicting,q poles and any post filtering) is

unnecessary poor robustness properties on the residual
generator. Qnom(s) =

The formation of the criterion for the robust design
straightforward, given that a nominal residual generat
i.e. aQnom(s), has been derived that nominally fulfills”

s+fy[8+a0 -0 (8)

Ij'he reference modeR(s) corresponding to the nomi-
al design is then

Z! demands. The reference modgls) is then selected R(3) = Quom(s) [L(()s)} - 1 7[5 Y )
7(5) = Quan) | 5] ™

since this is the nominal fault to residual transfer l‘unc6—'2 Discussion of Design Choices

tion, compare with Eq. (3). When choosingQ...(s), and thereby the reference

Of course, if no design based on a nominal model isodel R(s), two degrees of freedom have to be chosen
available that meets the requirements of the applicatidny, the designer (here it is assumed that in the first-step



nominal design, perfectly decoupling residual generdesigned, and in stepwhere knowledge of the process
tors exist): or demands on the diagnosis system is used to shape

. the optimization criterion. Design choices during step
e The numerator may need to be chosen, especqﬁgre discussed in Section 6.2.

since the space of decoupling numerators can have
dimensionality greater than one, which means that
there are several numerators to choose from.

e The denominator need to be chosen. The dynamics

(poles) of the residual generator is complete

free, conditioned that the degree is greater or eqtleélth.is section, the concepts introduced in the paper are
to the numerator degree applied to a small dynamic example with parametric

uncertainties. Three designs are made, one nominal,
These choices are then held fix during optimizationne with an ad-hoc reference model and one design
Instead of specifying the poles individually, they couldith a reference model based on the nominal design.
of course be obtained almost automatically usingRobustness properties of the three designs are then
band-width requirement together with a Butterwortbompared.

structure Astrom and Wittenmark, 1984).

8. ILLUSTRATIVE DYNAMIC EXAMPLE

It might be argued that by fixating these two degrees
of freedom limits the freedom in the optimization t&-1 Model

achieve robustness against parametric variations and i .

that these two variables should be optimized over. It Reconsider Example 3, inspired from a second order
well known that in nominal design of residual genera2C-Servo model. Assume uncertainties in moment of
tors, the poles of the residual generator can be chodfftia, modeled bys,, and in the viscous friction,
arbitrarily. Therefore, for any fixed set of uncertain pdodeled bys,. The model can then be written on state-
rametersA would only influence the numerator of theéPace form as
residual generator. Therefore, it is believed that fixating (1+01)dy

! —(a+82)&1 + Blu+ f3)
the poles does not severely influence the robustness

roperties of the optimal residual generator 2=
prop P g ' 1 =1+ f1
yo =22+ fo

7. SUMMARY OF DESIGN METHOD

, , 8.2 Residual Generator Specifications
An advantage with the problem formulation used here is

that it is possible to incorporate desired fault to residughppoSe a residual generator is to be synthesized to

structure and performance in the optimization criteriopgntorm to a1 0 1] structure, i.e. decouple sensor fault

i.e. the reference model. 2 while keeping sensitivity to the other two faults. The

Recall the optimization criterion parameters aree = 1 and 3 = 4. Three different
designs are considered:

g lro = rll2 _rp _ _ . ,
= sup o [Tz0(8)]|o0 = e The nominal design is made as in Example 3. The
veLs A 2 A A nominal residual generat},,... (s) was given by
= || [-Gr.(s) [R(s) = G(s)] —Gry(s)] lloo (8).

e The robust residual generator with a non-attainable
R(s) = [1 0 1] is synthesized using the method
in Section 7. The resulting residual generator is
denoted?d,..(s). This choice ofR(s) is related to
the first naive attempt in Example 2.

e A robust design with an attainabRy(s), based on
the nominal desigi) ... (s), is performed using
the method in Section 7 and is denot@g:(s).

where G2,(s) is the transfer function fromu to r,

G2 (s) is the transfer function fronf tor, andGZ,(s)

is the transfer function frond to r. These are given
directly by Eq. (3) and they are all dependent on the
residual generata®)(s). The optimization goal is then
to find theQ(s) that minimizesJ under bounded para-
metric uncertaintieg\. The first and third components
of J then decouples andd and the second shapes the
residual response of the faults.

The synthesis procedure is as follows 8.3 Robustness Comparison

(1) Design the reference model according to (7) q¥ is hard to make a fair comparison of robustness be-

) Pnﬁigcgﬂggwaep %?énalﬁz;?ilggg?gg‘ztus on imporcduse of the many different definitions of robust resid-
tant frequenc;?ranges POl al generators. Here, the designs have been normed to

. A _have equal static fault-to-residual gains (the 2-norm of
C) 8?;!{@'3? szénbr?;ii%r{e:igder structured uncer Gr5(0) is equal for all designs). Then, the robustness

(4) If needed, apply model reduction techniques Oqgmparison measure used is how lage.(s) gets

he resuting reskiual generator and re-cvalu e OUNSEd paramet ncertantes n s wort case
robust performance via-analysis. :

terion as in the static Example 2 and corresponds to
The main designer interaction is in stépwhere the the operation of the residual generators in a fault-free
nominal design, and thereby the reference model,sisuation.



Robustness comparison is performed with a theselect realistic reference models is presented where the
rem from robust control on robust performance. Lelesign freedom available is explicit and intuitive. The
Fu(P, A) be an upper LFT oP with respect tA. optimization algorithms used to synthesize the residual
generator rely on established and efficient methods. The
Theorem 1(Robust Performance).et 3 > 0. For all designer of a diagnosis system is thus provided with a
IA(S)||e < %, Fu(P,A) is well-posed, internally tool where it is easy to specify desired behavior without

N L !
stable and| 7, (P, A)||« < 3 if and only if violating structural requirements.
sup uap (P(jw)) < 0
e 10. REFERENCES
where . _
A Astrom and Wittenmark (1984 omputer Controlled
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