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Abstract

This paper is concerned with synthesis of output feedback controllers for descriptor systems to attain dissipativity of the
closed-loop system. A necessary and sufficient condition is provided in terms of LMIs for the existence of a controller satisfying
dissipativity and admissibility (an internal stability) of the closed-loop system. Unlike previous results, the condition does
not depend on the choice of the descriptor realization. The derived LMI condition with a rank constraint for synthesis is a
generalization of those for LMI-based H~ control of state-space systems to descriptor systems.
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1 Introduction

Descriptor representation of dynamical systems is more
general and often more natural than state-space sys-
tems (See e.g., Lewis (1986)). The descriptor form is
useful to represent and to handle systems such as me-
chanical systems, electric circuits, interconnected sys-
tems, and so on. Moreover, descriptor representation is
utilized in some of recent results on analysis of time-
delay systems (e.g., Fridman & Shaked (2002)) and gain-
scheduled control based on linear parameter-varying sys-
tems (Masubuchi, Akiyama, & Saeki, 2003; Masubuchi,
Kato, Saeki, & Ohara, A., 2004). These new applications
exhibit further importance and usefulness of descriptor
systems.

Among basic notions of state-space systems gener-
alized to descriptor systems, dissipativity is one of
the most important properties of dynamical systems
and plays crucial roles in various problems of analy-
sis and synthesis of control systems, including posi-
tive and bounded realness. For state-space systems,
Kalman-Popov-Yakuvobich (KYP) Lemma and re-
lated results provide characterization of positive or
bounded realness in terms of state-space realization
(Anderson, 1967; Willems, 1971; Rantzer, 1996). Also
for descriptor systems there have been proposed several
criteria for properties related to dissipativity in such
as Takaba, Morihira, & Katayama (1994); Masubuchi,
Kamitane, Ohara, & Suda (1997); Wang, Yung, & Chang

(1998); Uezato, & Ikeda (1999); Rehm, & Allgéwer
(2000); Rehm (2000); Rehm, & Allgéwer (2002); Zhang,
Lam, & Xu (2002); Freund, & Jarre (2004). However,
most of existing results require a certain assumption
or restriction on the realization of descriptor systems,
while KYP Lemma for state-space systems is valid inde-
pendently of the choice of the realization. On the other
hand, a new matrix inequality condition is proposed
recently in (Masubuchi, 2004; Masubuchi, 2006) that is
necessary and sufficient for dissipativity of a descriptor
system with any realization of a descriptor system.

In this paper, we consider output feedback controller
synthesis for descriptor systems to attain dissipativity of
the closed-loop system. Based on the criterion shown in
Masubuchi (2006), a necessary and sufficient condition
is derived in terms of LMIs with a rank constraint for
existence of a controller satisfying dissipativity and ad-
missibility ! of the closed-loop system. Unlike previous
results, the proposed condition does not depend on the
choice of the descriptor realization and thus the remedy
of those results are removed.

The proposed LMI condition for the synthesis problem
generalizes the results of H., synthesis for state-space
systems in Gahinet & Apkarian (1994); Iwasaki & Skel-
ton (1994) to synthesis for descriptor systems with dis-

! An internal stability of descriptor systems (See e.g. Ma-
subuchi et al. (1997).)



sipativity specification, including a rank condition cor-
responding to the order of the dynamic part of a con-
troller. The derivation of the existence criterion is based
on the ‘variable elimination’ methodology, which is a
key technique in H., synthesis of state-space systems
and has been applied to synthesis for descriptor sys-
tems (Rehm, 2000; Rehm, & Allgéwer, 2002). However,
the LMI of the dissipativity criterion (Masubuchi, 2004)
that our results are based on has structure for which
output feedback synthesis has never been considered be-
fore. Hence we provide methods to handle the new LMI
for synthesis of descriptor systems.

The rest of the paper is organized as follows. Section 2 is
devoted to preliminaries including the disspativity crite-
rion for descriptor systems. Section 3 provides the main
result: Description of control systems and the problem
statement are given in Subsections 3.1 and 3.2, respec-
tively. The existence condition is shown in Subsection
3.3, followed by the proof in Subsections 3.4 and 3.5.
The main result is illustrated via numerical examples in
Section 4. Lastly Section 5 concludes the paper.

Notation. For a matrix X, we denote by X 1, XT, X~ T
and X* the inverse, the transpose, the inverse of the
transpose and the conjugate transpose of X, respec-
tively. Let HeX stand for X + X T for square X . In addi-
tion, X = (*)T and X+ (x)" mean X = X" and X+ X,
respectively. For a symmetric matrix represented block-
wise, offdiagonal blocks can be abbreviated with “x’, such

X11 X2 X11 Xi2 X1 x

as T = = T . For a
X12 X22 * X22 X12 X22

matrix M € R™*" with m > n, let M+ be a matrix

satisfying M=+ {(ML)T M} = [[ 0]. For M € R™*"

with m < n, define M+ := ((MT)1)T. The n x n iden-

tity matrix is represented by I,,. The zero matrix of the
size m X n i8S Oy xcn-

2 Preliminaries

Consider the following descriptor system:
Ei = Ax + Bw,
(1)
z = Cx + Duw,

where z € R" is the descriptor variable, w € R™ is
the input and z € RP is the output of the system. Let
E € R™™ and rankFE = r.

Definition 1 (1°) The pencil sE — A is regular if
det(sE — A) is not identically zero.

(2°) Suppose that sE — A is regular. The exponential
modes of sE — A are the finite eigenvalues of sk — A,
namely, s € C such that det(sE — A) = 0.

(8°) Let a vector v1 satisfy Evy = 0. Then the infinite
etgenvalues associated with the generalized eigenvectors
v satisfying Ev, = Avg—1, k = 2,3,4, ... are impulsive
modes of s — A.

(4°) The descriptor system (1) is impulse-free if the pen-
cil sEE— A is reqular and has no impulsive modes.

(5°) The pencil sE — A is said to be admissible if the
pencil sE— A is reqular, impulse-free and has no unstable
exponential modes.

Next, let § = ST e R™P)x(m+p) and consider the
following quadratic supply rate:

T

| w S11 Si2 w

-] ]
(2)

where the partition of S corresponds to the sizes of w, z.

-
S

w

z

s(w, z) = l

Definition 2 The descriptor system (1) is said to be
dissipative with respect to the supply rate s(-,-) if the
descriptor system (1) is impulse-free and for any w €
Lo[0,T] it holds that [ s(w(t),=(t))dt < 0 for VT > 0
provided x(0) = 0.

The time-domain condition in Definition 2 is equivalent
to the following condition in the frequency-domain:

*

I I
S <0, YweRU{x}, 3
lG(m) lew)]‘ SRuten 6

where G(s) = C(sE — A)™'B + D. The dissipativ-
ity condition can represent several performance cri-
teria, such as the H,, norm condition and the ex-
tended strict positive realness (ESPR in short (Zhang
et al., 2002)) with setting S appropriately. There have
been proposed several matrix inequality criteria for
H,, norm condition (Masubuchi et al., 1997; Rehm,
& Allgower, 2000; Rehm, & Allgéwer, 2002; Rehm,
2000; Takaba et al., 1994; Uezato, & Ikeda, 1999),
ESPR (Wang et al., 1998; Zhang et al., 2002) and
dissipativity (Rehm, & Allgéwer, 2002; Rehm, 2000).
However, matrix inequalities shown in these previ-
ous results need a certain additional condition on D-
matrix to show necessity, such as D = 0 (Masubuchi
et al., 1997; Rehm, & Allgéwer, 2000; Rehm, &
Allgéwer, 2002; Uezato, & Ikeda, 1999) or ||D| < ~
(Rehm, 2000; Takaba et al., 1994) for H., norm, where
7 is the norm bound, D + DT > 0 for ESPR (Wang
et al., 1998; Zhang et al., 2002) and D = 0, S12 = 0
(Rehm, & Allgdwer, 2002; Rehm, 2000). Such draw-
back of existing criteria is removed in the recent result
for admissibility and dissipativity shown in Masubuchi
(2006):



Lemma 1 The following two conditions are equivalent:

(i) The descriptor system (1) is admissible and satisfies

I
G(jw)

I
G(jw)

S <0 (4)

for any w € RU {cc}.
(i) There exist matrices X € R"™™ and W € R™™ sat-
isfying

E'X=X"E>0, E"W =0, (5)
T
M| [aB]+T <0, (6)
where
I ! I
0 0
M= . (7)
C D C D

In this paper we consider only strict inequalities for dis-
sipativity as in (6).

3 Main Result
3.1 Control system in the descriptor form

Based on the new criterion for admissibility and dissipa-
tivity of descriptor systems shown in the previous sec-
tion, we consider synthesis of an output feedback con-
troller to attain admissibility and dissipativity of a con-
trol system in the descriptor form. Let us represent the
plant as follows:

Ei = Az + Byw + Bau,
z = Ciz + Duiw + Diau, (8)
Yy = CQJZ + D21’LU,

where x € R" is the descriptor variable, w € R™ is the
external input, v € R™? is the control input, z € R
is the controlled output and y € RP? is the measured
output. Let £ € R™*™ and rankE = r. We consider the
following output feedback controller:

9)

Ecj;c = Acxc + ch7
u = Cex.+ Dy,

where E, € R"*"™ with rankE, = r. and z. € R"e.
Connecting this controller to the plant (8) forms the

closed-loop system as follows:

Ecli‘cl = Aclxcl + Bcl’LU,
z = Cclxcl + Dclw7

-
where 2, = [gcT xz} € R™, ng =n+n. and

- (E 0 A+ BoD,Cy BsC.
cl — 5 cl = )
| 0 E. B.Cy A,
[ By + ByD.Da,
Bcl = 3
B.Doy

Ccl - Cl + D]_QDCCQ Dlch} )
D¢ = D11+ D12D:Dy;.

3.2  Problem statement

Let us consider the supply rate (2) for § € R(m1+p1)x(mitp1),

-
Assumption 1 (1°) Sy3 > 0. (2°) [SlTQ SQTQ] has full
column rank.

Let Tyy € R7*P! be a matrix satisfying Saa = ToyTha.

Remark 1 The supply rates for the two important spe-
cific dissipativity conditions of Ho, norm and positive re-
alness meet (1°) of Assumption 1 (See Subsection 3.3).
The LMI (6) implies ATX + XTA < 0 and hence X is
nonsingular. When the second item is not satisfied, one
can always redefine the controlled output z so that the
same supply rate is defined for the new z with a new S
satisfying the assumption.

Now the synthesis problem is stated as follows: given a
plant in the descriptor form (8) and a quadratic supply
rate (2), find a controller (9) for which the closed-loop
system (10) is admissible and salisfies dissipativity with
respect to the supply rate (2).

It is easy to see from Lemma 1 that the synthesis problem
is solvable if and only if there exist matrices X, and W
satisfying

ElXy=XLE,>0, ELW,=0, (11)
HeUx + diag{OnCanC“Slh —Iq} <0, (12)
where
01 X7 .

- k- Dcllccl 0 IIml 0

Ux = Sl?chl - =t - |-t ===
I Bcl IA’4cl Incll 0 OnCLXq
Tos! 0O ! !



This LMI condition is equivalent to (5)—(6) in Lemma 1
applied to the closed-loop system (10). Since X; is non-
singular if (12) holds, the condition (11)—(12) is equiva-
lent to the following:

EqY, =YuE} >0, EqZ} =0, (13)
HeUy + diag{Onand , 511, —Iq} <0, (14)
where
0 ;I’ﬂcz '

-+t Dcll cl 0|Im1 0

Uy := | S121 0 e
: Bcl If4cl Y—{I Z;IE Onclxq
To! 0 ! '

and Y., Z. are set by

Yo =X,"

0 Za=-WiXx;". (15)
It is easy to see that the left hand sides of (11) and
(12) are congruent to each other and that E,Z) = 0 is

equivalent to ECTI We = 0.
3.8 FEaxistence condition

In this subsection, we show the existence condition of
a controller satisfying admissibility and dissipativity of
the closed-loop system. Under Assumption 1, define the
following matrices from S:

1
M= | |5 512 : (16)
Too 15
[N1 Nz}iz[f O}M_Ty (17)
Hy H S11 0
R P Ve b M~T. (18)
HY, Ho, 0 —1I
S12 . S12
Note that has full column rank iff so does .
Too S22

Now we show the main theorem, which provides an exis-
tence condition of a controller that solves the synthesis
problem stated in the previous subsection. The criterion
is given in terms of LMIs and a rank condition.

Theorem 1 The following statements (I) and (II) are
equivalent:

(1) There exists a controller (9) for which the closed-loop
system (10) is admissible and satisfies dissipativity for
the supply rate (2).

(II) There exist matrices X, Y, W, Z with appropriate
sizes satisfying the following LMIs and LMEs:

ET 0 X I
=(x)7" 20, (19)
0 F IYT
E'W =0, EZ"=0, (20)
Np(Lp+ L+ Hp)Np <0, (21)
N&(Le+ L + Ho)Ne < 0 (22)
and the rank condition:
ET 0 X I
rank <r-+r, (23)
0 F IYT
where
o . 5 1
10
Np:= |- 2% -|, Npo:= 21,
L 0 17 D1o
-NCO;O 1
No:i= |- -4 -], = [ D } ,
c "0 II] co Cy Doy
[ 4 By + AZT .
! T [NllN?}
Lp:= C1 Dy +CiZ ' ;
0 0 10
[ XTA XTB, 0
|
Lo = | 51:C1 + WTA S12D11 + WTB1 01,
__________________ 4 —
T52Ch T2 D11 0
0010 0010
| |
Hp:= {0 Hy1'Hi2 |, Ho:= 051110
- - 4+ - = [ - -
0 HL'HQQ 0 01-1

If the conditions (19)-(22) are fulfilled, a controller in
the descriptor form (9) withrankE,. < r. solving the syn-
thesis problem is constructed from a solution X, Y, W,
Z. Furthermore, also a controller in the state-space form
with order no more than r. is derived from the solution.

We provide the procedure to obtain a controller sat-
isfying the condition (I) in Subsection 3.5 with prov-
ing the sufficiency, while the proof of the necessity is
shown in Subsection 3.4. The proof is based on applica-
tion of the matrix elimination lemma (Gahinet & Apkar-
ian, 1994; Iwasaki & Skelton, 1994) to LMIs (11)—(12)
and (13)—(14).

Below we show the LMIs (21) and (22) for specific supply
rates. Setting S = diag{—~2I, I} and matrices M, N;,
H;; appropriately, we see that the inequalities (21) and



(22) for H synthesis are

[He(AYT) YCJ'! By + AZT
Np * ~I :Du +C,ZT | NE <0, (24)
e ;‘T"__{?f"
[He(XTA) XTB, +WTA (T
NS % He(WTBy) — 721in N¢ <0, (25)
* * —1

respectively. For ESPR, it is easy to see that the condi-
tions (21) and (22) are equivalent to

AYT (B + AZT
Npo | He (B1+AZ) NE, <0,
ClyT _(Dll —|— C’lZT)
T XTA XTB,
N/, | He Neo < 0,
WTA—-C, W'B,-Dp;

respectively, with S = [BI *(ﬂ.

The inequalities of the existence condition for H., syn-
thesis are similar to those in previous papers for descrip-
tor systems. The crucial difference is that the new in-
equality condition has variables W and Z. With these
variables the LMI condition (19)—(22) is equivalent to
the solvability of the synthesis problem without depend-
ing on the realization of the plant. Actually, denoting by
~v* the infimum of H,, norm from w to z that the closed-
loop system can attain via feedback (9), we see that (24)
and (25) never hold if W and Z are set zero and the re-
alization of (8) is such that ||D11||s > 7*; see Section 4.

As in the state-space case, the order of the dynamic part
of the controller corresponds to the rank condition (23).
This makes the whole inequality condition nonconvex.
When the order r. is not required to be less than r, the
rank condition (23) is removed and the other inequalities
are convex.

Also similarly to the H,, control of state-space systems,
an appropriate subset of the condition (II) of Theorem 1
gives a feasibility condition of the full-information prob-
lem; namely, consider the control input ©v = Fx + Guw
with constant gains F' and G. Then it is easy to see that
there exists a pair of gains (F,G) with which the diss-
pativity of the closed-loop system holds iff there exist X
and W satisfying ETX = XTE > 0, ETW = 0 and (21).
An LMI condition derived via the change-of-variables
method has been shown for the full-information problem
in Masubuchi (2006). A dual result holds for an observer
problem with disspativity specification on the observa-
tion error.

Lastly in this subsection, we note that when E = I,
which means that the descriptor plant is reduced to a
state-space one, the existence condition (19)-(22) coin-
cides with that for state-space systems (Gahinet & Ap-
karian, 1994; Iwasaki & Skelton, 1994). The equalities in
(20) imply that W and Z vanish for E = I.

3.4 Proof of the necessity

Suppose that there exists a controller (9) for which the
closed-loop system is admissible and dissipative. Then
LMI conditions (11)—(12) and (13)—(14) hold for some
(X, Wer) and (Yo, Zep), respectively, with satisfying the
identities in (15). For the purpose of the proof, without
loss of generality we can assume FE = diag{I,,0sxs} and
E. = diag{I,.,05, xs.}, wherer+s = nand r.+s. = ne.
In accordance with this form and the equality constraints
in (11) and (13), represent the variables X.;, W, Yo,
Z.; with subblocks as follows:

X, 0
Xpo1 Xpao
Xepi1 0O
Xep21 Xepoo

Xpe11 0
Xpea1 Xpeoo
Xen 0
Xeo1 Xeoo

Wa = [0 who W;}T7 (27)

Yo Yoo
0 Yoo

Ype11 Ypei2
0 Ypeoo
Yeir Yero
0 Y

, (28)
Yep11 Yepio

0 Yoo

Zat =0 Z,0)0 22| (29)

From the inequality conditions in (11) and (13), matrices

Yp1u1 Ypeun

(30)
Yepi1 Yeuu

are positive definite and satisfy X11Y71 = I, from which
we see (19) and (23) for

X 0 0
Xpo1 Xpoo Wpa

Y11 Ypi2
0 Yoo

Y = c Z=[02,].

The equality conditions in (20) are obvious from the def-
inition of W and Z in (31) and the equalities on W; and
Ze in (11) and (13). Lastly, to prove (21) and (22), let
us recall Gahinet & Apkarian (1994); Iwasaki & Skelton
(1994) for the matrix elimination lemma:



Lemma 2 Let Q € RN*N B EBNXM, C e RFiXN
and Y € RN*N be given, where Q is symmetric, Y is
nonsingular and B and C are of full column and row
rank, respectively. Suppose that

O—VQVT, B—VB, C—CVT (32)
Then there exists a matriz K € RM*P satisfying Q +
HeBKC < 0 if and only if

B*Q(BHT <o. (33)

(CHTQRCH <0,
The proof is completed by identifying the matrices in

Lemma 2 for our problem. Define

D, C.
B. A,

(34)

and determine matrices (Q, B, C') and (Q, B, C) so that
Q + HeBKC and Q + HeBKC coincide with the left-

hand sides of (14) and (12), respectively. Then it is easy
to see that (32) holds for

Yul 0 0
Y =|Zy|ln, 0 (35)
0|0 1,

and we derive

Np(Lp + LE + Hp)NL = B*Q(BH)T, (36)
Nl (Lc+ LE + Ho)Ne = (CHTQCH, (37)

which prove (21) and (22) via Lemma 2.

3.5  Construction of a controller with proof of the suffi-
ciency

Here we show a procedure to derive a controller satisfy-
ing admissibility and dissipativity of the closed-loop sys-
tem when the conditions (19)—(22) hold, which provides
a constructive proof for the sufficiency. Again without
loss of generality, we assume E = diag{[,,0sxs} and
seek a controller with setting E. = diag{I,_,0s, xs.}-
According to the block form of E and E., the variables
X, Y, W, Z satistying the equality conditions (19) and
(20) are represented as in (31), where we can assume the
submatrices X220 and Y22 are nonsingular; see Masub-
uchi et al. (1997). Let us consider the condition (19) and
(23). The block structure of F implies that the condition
(19)-(23) is equivalent to:

Xp11

X I
[ pit <r+r. (38)
I Y,

I Yo

> 0, rank l

As in the results for state-space systems of Gahinet &
Apkarian (1994); Iwasaki & Skelton (1994), by setting

PN )

subblocks X,17 and Y1 for “«’=‘pc’, ‘cp’, ‘¢’ appropri-
ately, we derive positive definite matrices X1, and Y13
in (30) so that X11Y11 = I,4,,. Set the rest of the sub-
blocks below to define X, Wy, Yo and Z,; as (26)—(29):

Xpe21 =0, Xpeoo = I,

Xepo1 = _(YpT22Xp21 + Yp—IiQA}_/T)a

Xepz2 = I — Y5y Xpoo,

Xeo1 = YpTwa_/TYc;chhT: Xezz = _Y;)T22’
Yc;m =0, YcIm = I,

YpTcl2 = —(Xp21YpT11 + Xp22YpT12)7

YpTcQ2 =1 - Xp22YpT22a

Ychz = —ngchI,n, chz = —Xp2,
Weo = _(ZPZ + YpT22Wp2)7

Zly = —(Xp22Zp + Wp2),

where
Ay =Yp11 — chnYCichpn(> 0).

Then matrices X, Yo, We, Zo satisty (15). Moreover,
setting K by (34), Y by (35) and Q, B, C, Q, B, C, as
stated in the last part of the proof of the necessity, we
see that the equality in (32) and the inequalities in (33)
hold in Lemma 2. Thus we derive A, B, C,, D.. Lastly,
eliminating the static part of the descriptor variable x.
with perturbing A, if necessary (Masubuchi et al., 1997),
we obtain a proper (impulse-free) controller satisfying
the closed-loop admissibility and dissipativity.

4 Numerical examples

Let us consider the plant (8) with E = diag{[l5, Oax2}
and the following:

01 000 00
250 0 0 00
00000 01
A=|0 0 0 0 1 00/,
01 0 -3-210
00 00 010
(000 -10 100
T
0000010 T
By = ,322{0100101]»
0000000
000211—#0
Cy = ,65:[0000001y
00000 0 0




W=0, Z=0 (conventional)

Fig. 1. Optimal v v.s. Kk
T

x 0 0 0
Dy = , Dio= s Doy = )
00 1 1

where & is a scalar. This system has an identical transfer
function independent of k as shown below:

243545 () __s48s° 14544

5242543 s34+ 7s3+1552+195+6
z [ w
| _‘| - 0 Ol 1 [_ _‘|
Yy 2] | 5(5 85 21574 31546) u

s242s+3 ©, s*4+7s3+15524+195+6

Thus the optimal H,, norm of the controlled system
should be the same in spite of different values of k.

We solved the LMI-LME condition of Theorem 1 for H,
norm condition: (19), (20), (24) and (25) without the
rank constraint for integer k£ from —10 to 10 and ob-
tained the same optimal value v* = 1.7064 along with
state-space controllers satisfying the H., norm condi-
tion with closed-loop admissibility. On the other hand,
solving LMIs with W = 0 and Z = 0, which corre-
sponds to the case of using conventional H,, norm con-
ditions, yields values of optimal ~ larger than v* when
|D|loc > ~*. These results of optimal v for each s via
the conventional and proposed methods are plotted in
Fig. 1.

5 Conclusions

In this paper, we considered a synthesis problem of
output feedback controllers for descriptor systems to
attain closed-loop dissipativity and admissibility. We
provided a necessary and sufficient condition for the
existence of such a controller, based on the recent re-
sult on the dissipativity analysis of descriptor systems
(Masubuchi, 2006). The proposed LMI condition is a
generalization of the widely-known results for state-
space systems of Gahinet & Apkarian (1994) and Iwasaki

& Skelton (1994). It is inherit from the criterion for
analysis that the LMI condition does not depend on the
choice of realization of the plant in the descriptor form.
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