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Abstract

In this paper, we discuss infinite-horizon soft-constrained stochastic Nash games involving state-dependent noise in weakly
coupled large-scale systems. First, we formulate linear quadratic differential games in which robustness is attained against model
uncertainty. It is noteworthy that this is the first time conditions for the existence of robust equilibria have been derived based on
the solutions of sets of cross-coupled stochastic algebraic Riccati equations (CSARESs). After establishing an asymptotic structure
along with positive definiteness for CSARESs solutions, we derive the formula for Newton’s method for solving CSAREs. As
another important feature, we propose a high-order approximate Nash strategy based on iterative solutions. Finally, we provide
a numerical example to verify the efficiency of the proposed algorithms.
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1 Introduction

Over the last decade, stochastic control problems
governed by Ito’s differential equation have attracted
considerable research interest. Recently, the stochastic
H, control problem with state- and control-dependent
noise was investigated (Ugrinovskii, 1998; Hinrichsen and
Pritchard, 1998). It has attracted considerable attention
and has been widely applied in various fields. In particu-
lar, the stochastic Ho/Hs, control with state-dependent
noise has been addressed (Chen and Zhang, 2004).

Linear quadratic Nash games and their applications
have been widely investigated in many literatures (e.g.
Petrovic and Gaji¢, 1988; Mukaidani, 2006,2007a,2007b
for weakly coupled large-scale systems). Nash game as
a concept has its roots in decision making and has been
applied to various control fields (Basar and Olsder, 1999;
Engwerda, 2005). However, robust Nash equilibrium in
deterministic uncertain systems has not been investi-
gated thus far. In contrast, robust equilibria in indefinite
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linear quadratic differential games under a deterministic
disturbance input affecting systems have been discussed
(Broek et al., 2003; Engwerda, 2005,2006). Although the
results in (Broek et al., 2003; Engwerda, 2005,2006) are
very elegant in theory and despite it being easy to obtain
a strategy pair by solving the cross-coupled algebraic
Riccati equations, stochastic uncertainty is an issue that
remains to be considered.

On the other hand, stochastic Nash games have been
widely studied (Buckdahn et al., 2004; Huang et al.,
2006). Although many results are available on stochastic
Nash games, they are limited to stochastic uncertainty,
such as the Wiener process without deterministic distur-
bance. For practical applications, both deterministic and
stochastic uncertainties should be considered. This can
be convincing motivation to investigate soft-constrained
stochastic Nash games with both state-dependent
stochastic noise and unknown deterministic disturbance.

In this paper, we discuss theoretical and numerical
aspects by extending the results of (Broek et al., 2003;
Engwerda, 2005,2006) in the deterministic case to the
soft-constrained stochastic Nash games governed by
Ito’s differential equations with state-dependent noise.
It is noteworthy that earlier studies on weakly coupled
stochastic Nash games (Srikant and Basar, 1992) did not
take the state-dependent noise into consideration. Fur-
ther, even the deterministic disturbance input was not
considered. On the other hand, although the stochas-
tic Ho/Hoo control was considered, stochastic noise and
unknown deterministic disturbance (Chen and Zhang,

24 April 2009



2004) involving multiple players were not addressed. The
main contributions of this paper are as follows. First,
linear quadratic differential games are investigated with
respect to an infinite horizon. After formulating the soft-
constrained problem for the one-player case, a set of
sufficient conditions is given as the saddle-point solution.
Moreover, in order to guarantee the existence of strategy
sets, sets of cross-coupled stochastic algebraic Riccati
equations (CSAREs) are introduced for the first time.
Second, for solving CSAREs, Newton’s method is directly
applied to find their solution. Another important feature
is that a new high-order approximation strategy based on
the numerical solution of CSAREsS is established. Finally,
in order to demonstrate the efficiency of the proposed
algorithm, a numerical example is provided for practical
megawatt-frequency control problems.

Notations: The notations used in this paper are fairly
standard. d;; denotes the Kronecker delta. I,, denotes an
n X n identity matrix. block diag denotes a block diago-
nal matrix. | - | denotes the Euclidean norm of a matrix.
| - |» denotes the Frobenius norm of a matrix such that
|M]2% := Tr[MTM]. E denotes the expectation. @ de-
notes the Kronecker product. vecM denotes the column
vector of matrix M. The space of the R*-valued functions
that are quadratically integrable on (0, co) are denoted
by L%(0, oo). Finally, throughout this paper we have
used the notation [x(t)[% instead of 27 (t) Rz (t) for a real
positive semidefinite symmetric matrix R and vector x(t).

2 Soft-constrained Stochastic Nash Games

Consider stochastic linear time-invariant weakly cou-
pled large-scale systems ! .

N
dx(t) = [Aaa;(t) + Z Bj.u;(t) + E-v(t)|dt

M

+Y Apea(t)dw, (1), (0) = 2°, (1)

p=1

where

T
x(t) :== [xlT(t) . x%(t)} , u(t) = [v?(t) ok (t)
A €Ay - AN
EA21 A22 s EAQN
A, = . . X .

€AN1 EANQ ANN

1 Tt should be noted that the generalized derivative of the
Wiener process is called Gaussian white noise. Hence, we can
also consider the problem by introducing the same equation
that has been studied in (Gaji¢ and Losada, 1999).

Api1 €Apia - €ApN
eApar Apaz - €Apan
Ape - 9
cApn1 €ApNg - ApNN
Ei1 eEi5 --- eEiN 517511' Blj
By FEap --- eban gl=0%2 By;
E, = . . . . y Dje «=
ceEn1 eEng -+ Enn 51_6NJBNj

x;(t) € R™, i =1, ... ,N represent the i-th state vec-
tors. u;(t) € R™, j = 1, ... ,N represent the j-th
control inputs. v;(t) € R%, i = 1, ... , N represent the
i-th disturbance. w,(t) € R, p = 1, ... ,M is a one-
dimensional standard Wiener process defined in the fil-
tered probability space (Ugrinovskii, 1998; Hinrichsen and
Pritchard, 1998; Chen and Zhang, 2004; Rami and Zhou,
2000). Moreover, v;(t) € L5 (0, 0o) is considered to be an
unknown finite-energy deterministic disturbance (Ugri-
novskii, 1998; Chen and Zhang, 2004). Without loss of
generality, it is assumed that w,(t) and w,(t) are mutually
independent for all , s = 1, ... , M and Elw(t)w” (t)] =
Ipg, where w(t) := [wl (t) --- wM(t)]T. Here, € denotes a
relatively small positive coupling parameter that relates
the linear system with the other subsystems 2. It should
be noted that the considered linear large-scale stochas-
tic systems (1) cannot be treated by using the existing
technique used in (Broek et al., 2003; Mukaidani 2006;
Mukaidani 2007; Sagara et al, 2008) because the stochas-
tic and deterministic uncertainties are both included.
The cost function for each strategy subset is defined by

Ji(ula cey UN, U, I(O))
o0
= 215, + lw )]k,
0
N
1Y O, — @R, ]d, (2)
J=1, i
where i =1, ... | N,
Qis = Z;
e701Q  eQirn eQinnN
_ eQl, €'7%2Qp -+ eQian R
eQhn eQhn el TN QN

Ri; =R} >0eR™"™ R;; =R} >0ecR"*",
‘/iﬂ = block diag (ﬂ*(1*5i1)vﬂ u7(1,5i2)w2

2 In general, ¢ is an arbitrary sign for weakly coupled systems.
In this paper, since the sign of the coefficient matrix can be
changed without loss of generality, it is assumed that € has a
positive sign.
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The weighting matrix V;,, is always symmetric and
positive definite for all # = 1, ... ,N. On the other
hand, the state weight matrices Q;c are symmetric and
assumed to be sign-indefinite (Broek et al., 2003; Eng-
werda, 2005,2006). In many applications of differential
games, state changes that are beneficial to some players
may be harmful to other players; thus we allow for the
state weighting matrices ;. to be indefinite. Although
this allowance causes considerable technical complica-
tions, this generality would be natural in the multiplayer
context (Engwerda, 2005).

In this paper, R;; # 0 is allowed, provided the param-
eter p in the cost function is scaled. However, in order
to simplify the algebra, it is assumed that p denotes a
small positive parameter, which is of the same order as
the small parameter ¢.

The following stabilizability, which is an essential
assumption, has been introduced in (Chen and Zhang,
2004).

Definition 1 (Chen and Zhang, 2004) A stochastically
controlled system governed by Ité’s equation do = (Fx +
Gu)dt+Grzdwy, x(0) = xg is considered stabilizable in the
mean-square sense if there exists a feedback law u = Kx
such that for any xg, the closed-loop system dx = (F +
GK)zxdt + Gizdw,, x(0) = zy is asymptotically mean-
square stable, i.e., limy o, ExT (t)z(t) = 0, where K is a
constant matriz.

It is noteworthy that in this study, the strategies u;
are restricted as linear feedback strategies (Basar, 1974)
such as u; := F;.x. We consider the formulation of the
objective functions of the players in order to express a
desire for robustness.

Ji(uy, ... ,un, 2(0))
= supJi(Fiex, ..., Fyez, v, 2(0)), (3)
vGLg(O, 00)
where
Ji(Fiex, ... ,Fnez, v, 2(0))

Vit

— & [l - (0
0

N N
Tl = Qie + FzZRl7Fle + 14 Z FJ’J;Riija l_:: Z 17
=1, j#i =t

Since V;,, has a minus sign in J;, this matrix constrains
the disturbance vector v in an indirect way; therefore, it
can be used to describe the aversion to the model risk of
player ¢ (Broek et al., 2003).

Let F denote the set of all (Fi., ..., Fye) such that

the following closed-loop stochastic system

N M
dz(t) = {Ag +y° BjEFjE} 2(t)dt + > Apex(t)dwy(t) (4)

Jj=1 p=1

is asymptotically mean-square stable.

According to the feedback information structure, a set
of equilibrium strategies should be independent of the ini-
tial state. Furthermore, the strategies should satisfy the
usual equilibrium inequalities. A formal definition is given
below.

Definition 2 (Broek et al., 2003; Engwerda, 2005,2006)
The strategy set (uf, ... ,ul), ul(t) := Fix(t) is a soft-
constrained stochastic Nash equilibrium strategy set if for
eachi=1, ..., N, the following inequality holds:

S(ul, ... uly, 2(0))

T * * *
S Ji(uy, Uiy, Wiy Uy g, e

i

suns #(0)),  (9)

for all 2(0) and for all (Fie, ... ,Fnc) that satisfy

(Flsa aFNs) S ~7:N'
In the next section, we discuss the one-player case.

2.1 One-player Case

First, a one-player case is discussed. The result ob-
tained for that particular case is used as the basis for the
derivation of results for the general N-player case.

Consider a linear time-invariant stochastic stabilizable
system

dx(t) = [Acz(t) + Breuy (t) + Eev(t)]dt
M

3 Agea(t)duwy (1), 2(0) = 2°, (6)

p=1

where uy (¢, z) == Fi.2(t), Fi. € Fy.

It should be noted that strategy spaces involve a linear
feedback strategy with a memory-less perfect-state infor-
mation structure (Basar, 1974). The cost function is given
below.

J(u1, v, 2(0))

= E/(Hx(t)ﬂéla +u®)%,, — WO, )t (7)
0
Let us define the strategy spaces T, := {uy(t, =) :=
Fieo(t) | Fie € 71} and Ty, = {v(t) | v(t) € LY0, o0)}.

Definition 3 A strategy pair (uj, v*) € Ty x Ty is in
saddle-point equilibrium if

J(ui, v, (0)) <J(uj, v*, 2(0)) < J(ug, v*, z(0)) (8)

for all (ui, v) € Ty, x Ty, and (uy, v*) € Ty X T'y,.



The following theorem generalizes the existing results of
(Broek et al., 2003; Engwerda, 2005,2006); these results
are very important in deterministic soft-constrained Nash
games for a stochastic case.

Theorem 4 Assume that for all (uy, v) € Ty, x T, the
closed-loop system is asymptotically mean-square stable.

Suppose the following stochastic algebraic Riccati equation
(SARE) (9) has a solution P. > 0.

M
PA.+ AP+ Al P.A,
p=1
_Pe(Sle - Mla)Pa + le = 07 (9)

where Sy := Bi.Ryy' Bf., My, := E.V;'ET.
Furthermore, suppose there exists a real symmetric ma-

triz W, that satisfies matriz inequality (10).

WA +AIW. +ZATWA

p=1

—W.81.W.+Q1.>0. (10)

The strategy pair

ui(t, ) = Fi.a(t) = Ry B{.P.a(t), (11a)
(t) VlulEgPE[E(t): (llb)
di‘(t) =[Ac — (S1c — Myc)Pc]a(t)dt
M
+ 3 Apei(t)dwy (t), £(0) = a° (11c)

1s in saddle-point equilibrium. That is, if these condi-
tions hold then inequality (8) related to cost function
J(u1, v, x(0)) is satisfied. Moreover, J(uj, v*, x(0)) =
z7(0) P.z(0).

The proof of Theorem 4 is given in Appendix I.

Note that if Q1. > 0, condition (10) is trivially satisfied
by choosing W, = 0. Otherwise, it is sufficient to have
a symmetric solution W, of inequality (10). As a special
case, W, = —P. may be considered from a natural point
of view.

The concept in inequality (10) is very important to
generalize the result for a non-definite @1, matrix. Thus,
we first introduced an arbitrary matrix We. It should be
noted that this condition is considerably less stringent
than the condition Q1. > 0.

2.2 Soft-constrained Stochastic Nash Equilibrium

The soft-constrained stochastic Nash games are given be-
low.

Theorem 5 Assume that for allu;(t) €Ty, i=1, ... \N
and v(t) € T, the closed-loop system is asymptotically

mean-square stable. Suppose that N real symmetric ma-
trices P;. > 0 and N real symmetric matrices W, exist
such that

F (E ,u, Plz-:; .. PN5>

- stA + ATPZE + ZA stAps - zssispis

p=1
N
+uz

PjESijEPjE + PisMiaPia + Qis = 07 (12&)

J=1, j#i
WzsA + ATWzs + Z AT W A szisWis
p=1
N
+u1 Z Pjasijapje + Qie > 0, (12b)
Jj=1, j#i
where i = 1, ,N, A:= A, ZN SiePje, Sie 1=

i D e 1=
Bi.R;, 1B£, Sye = BR RyRIBY. i 4 j, My, =
E.V,,'EY
Deﬁne the set (Fi., ..., Fg.) by
ui(t) := Fjia(t) = —R;;' BLP,.x(t), i=1, .. ,N. (13)

Then, (Fy., ..., F%.) € Fn, and this strategy set denotes
the soft- constmmed stochastic Nash equzlzbrzum Further-

more, Ji(Fi.x, ..., Fi.z, (0)) = 27(0) Pi-z(0).

Proof: Now, let us consider the following problem in
which the cost function (14) is minimal at F;. = F}.

E [ (lz®lF, = lv®)
/

where T's := Q- + FizRiiFis + uZ;V:L ki P]-T;Siijs and
x(t) follows from

¢(F:) ==  sup

veL (0, o)

vdt, o (14)

N
dfﬂ(t) = (As — Z Sjspjs —+ Bsze)CE(t)
J=1, j#i
M
+E ()| dt + Y Apea(t)dwy(t), 2(0) = 2°. (15)
p=1

Note that the function ¢ coincides with function J in The-
orem 4. Applying TheoremN4 to this minimization prob-
lem as P;. = Ps, A, Zj 1, i SjePje = A., Bic =
Blea Q’LE + ,U/Z PTS’LJPJE = Qle and Ru = R117
Vin = Viu ylel(fs the fact that the function ¢ is minimal
at
F}. = —R'BLP. = F: = —R;;'BLP,. (16)
Moreover, the minimal value is 27 (0) P;.z(0). [ |
It should be noted that if @;. > 0 and S;;. > 0 for all
i =1, ..., N, matrix inequality (12b) is trivially satisfied



by W;. = 0 (Broek et al., 2003; Engwerda, 2005,2006). In
the case that one of these matrices is not positive semi-
definite, one might consider W;. = —P;. as a solution to
(12b).

3 Asymptotic Structure of CSARESs

First, the asymptotic structure of CSAREs (12a) is
established. Since A., Ape, Sic, Sije, Qic and M;. include
the parameter £, the solution P, of CSAREs (12a), if
it exists, should contain the parameter . By considering
this fact, the solution P;. of CSAREs (12a) is assumed to
have the following structure.

el=% Py P ePhn
T 1-4;
Py € 7°%2Pp - ePpn o
P, = . . eR . (17)
T T 1-8;n .
Py ePpsy eUNPiN

It should be noted that this assumption originated from
the simulation results. In fact, when CSAREs (12a) are
solved, the structure (17) can be predicted easily for var-
ious small €.

The following reduced-order stochastic algebraic Ric-
cati equation (SARE) is obtained by substituting the ma-
trices Az, Ape, Sie, Sije, Qic, M- and P;. into (12a); let-
ting € = p = 0; and partitioning CSARES (12a). Here

Py, i=1, , N is the 0-order solution 2 of CSAREs
(12a) as e = u = 0.
pzzAn + A;‘I;'pn + Z Ap”PuApu

—P;;S;i Py + PuMuPii + Qi =0, (18)

where S;; := By R;;' BL and M;; :== E;;V;;'EL.
It may be noted that there is a unique positive semi-
definite solution of (18) (Dragan and Morozan, 1997).
The following condition is assumed.

Assumption 6 The following matrices are nonsingular.

D;=0"9L+,20" +ZAT®AZ, (19)
p=1
where 1 = 1, N,®:=A- Zjvzl S;Pj + M;P;,
A :blockdlag(A ANN),
S, :=block diag (O -0955; 0 O) ,
M; :=block diag (O -0 M; 0 0) ,
Pi—blockdlag(O OP“0~--O),
Ap := block dlag( pll " pNN)

3 The first order approximations Pj. corresponding to € are
called 0-order solutions.

The asymptotic expansion of CSAREs (12a) fore = p =0
is described by the following theorem.

Theorem 7 Assume that the solutions P;. of CSARFEs
(12a) have the structure (17). Suppose that SARE (18) has
a positive definite solution. Under Assumption 6, there
exists a small o* such that for all e € (0, 0*), CSARFEs

(12a) allows for a positive definite solution P, which can
be written as
P, := P =P, +O(e). (20)

Proof: This can be proved by applying the implicit func-
tion theorem (Jittorntrum, 1978) on CSAREs (12a). In
order to do this, it is sufficient to show that the corre-
sponding Jacobian is nonsingular at € = 0. The derivative
of the function F;(e, wu, Pie, ... ,Pne) at matrix P is
given by

vecF;(e, p, Pie, ... ,Pn:)7

Jii=
ovecP;,

M
=0"RL+1, 20+ Y AL @ AL, (21a)
p=1
T
ij= 8vecpjsveCFi<E, Hy Pls; )PN&‘)
= 7(Sjsljis - ,USijEPjs)T ® Iz
—I5 © (SjePic — pSije Pje) ", (21b)
wherei #j, j=1, ... ,N and ® := A, — Zjvzl SjePje +
ied ie
Based on the fact that S;cP,. = O(e), © # j, after

performing some algebraic calculations, the Jacobian of
CSAREs (12a) in the limit ¢ — 40, p — +0 can be
expressed as

']11|6:/L:0 Tt J1N|6:/L:0

J =

JN1|s:,u,:0 e JNN|E:,u:O
= block diag(DH DNN). (22)

Obviously, Dy;, i =1, , N are nonsingular under As-
sumption 6. Thus, detJ # 0, i.e., J is nonsingular for
e = = 0. As a consequence of the implicit function the-
orem, this implies that there exists a unique continuous
mapping P;. := H ;(¢) that possesses the Taylor series ex-
pansion at € = 0 (Kokotovi¢ et al., 1999); in other words
P = H;(0)+ >, %Hil (0). Thus we have an equa-
tion with the form of (20). On the other hand, taking into
account the fact that P;; is a positive deﬁnite matrix, for
sufficiently small parameters € and u, P is also a posi-
tive definite solution. |

It is noteworthy that the asymptotic structure of (20)
can also be obtained by applying a result that will be
given later as £ = 0 in Theorem 8.



4 Newton’s Method

In order to obtain the solution of CSAREs (12a), New-
ton’s method can be applied.

k+1 A(k) +A(k)TP(k+1) +ZApEP (k+1) 4

pE
p=1

N

Z ( k+1)—~(k) + H(k)TP(kH))
j#i

N
( k)S P(k (f)sjapi(sk)) + Pi(sk)SiEPi(ak)
j#i

N
—1 Z P(k)SmP(k) F)i(ek)MiEPi(sk)
J=1, j#i

+Qi6:O7i:1a aNakZOa 1, .. (23)

where A™) = A, Z

o SjEPj(f) + MiEPi(f) and Egk) =
S;e P,

SUEP( ) with the initial conditions
PO = p. (24)

It is easy to show that equation (23) is equivalent to the
Newton’s method. In fact, equation (23) can be revised
as follows.

P = ) _[VF(e, p, P, . P

T le »
=[F, - Fn]
T
vecF ") .= [[VecF(k)]T . [VGCFE\?)}T} )
FP = FP e u PP P,

le »

PO = (vecPM)T, . fvecP{O)T),

[vecF®)],

In general, it is well known that there exist several soft-
constrained Nash equilibriums such as those in ordinary
Nash games.

The following theorem give a feature of the uniqueness.

Theorem 8 Under the conditions of Theorem 7, there ex-
ists a small & such that for alle € (0, &), Newton’s method
(23) converges to the exact solution of P;. at the same rate
as that of quadratic convergence; here, P % is positive def-
inite. Moreover, the convergence solutzons attain a unique
solution P of CSAREs (12a) in the neighborhood of the
initial condition P, 0 = = P;. In other words, the following
conditions are satzsﬁed.

[P — Pr =0

N, i=1, ...,N, k=0,1, ... (25)

Proof: The proof is given directly by applying the
Newton-Kantorovich theorem (Ortega, 1990; Yamamoto,
1986) for CSAREs (12a). A positive scalar v can be im-
mediately obtained from CSAREs (12a) such that for

any P and Pb

HVF(E7 /‘1/7 Pf:?’ "’%P]%€) _VF(€7T/“’L7 PfE’ te 7P]I<f€)”
< ([vecP]”, ... [vecPr.]")
_([Vecplbe]Tv ) [VeCPJ%E]T)Hv
where
N N N
2(2N -1 Z”Sj€” 21> > [Siel.
j=1 i=1j=1, j#i
Moreover, it is easy to verify that VF (e, u, Py, ..., Py) =

J + O(e) is nonsingular because for the small parameters
¢ and p and using (20), J is also nonsingular. Therefore,

there exists 3 such that 3 = |[VF (g, u, Pi, ..., Pn)] 7.
On the other hand, since |F(e, u, Pi, ... PN)H = O(e),
there exists n such that n = |[VF (¢, y, Pl, s POY

|F(e, p, Pi, ..., Px)| = O(g). Thus, h exists such that
h = Bny < 271 because n = O(¢). Finally, the Newton-
Kantorovich theorem yields the desired results (25).
Second, the local uniqueness of the solution is dis-
cussed. Let us define R [1 + v1—2h]/(7p). Clearly,
S={P. : |P— P || < R } is in the certain convex
set D. Subsequently, smce the solution P is unique in
S, the local uniqueness of P is guaranteed in the neigh-
bourhood of e =0 for a Subset S by applying the Newton-
Kantorovich theorem. |

It should be noted that for solving the cross-coupled
stochastic algebraic Lyapunov equations (CSALEs) (23)
that appear in Newton’s method, fixed-point algorithm
can also be combined. See (Mukaidani, 2006; Sagara et
al., 2007) for details.

5 High-order Approximate Soft-constrained

Stochastic Nash Strategies

We focus our attention on the design of high-order
approximate soft-constrained stochastic Nash strategies.
Such strategies are obtained by using iterative solution
(23).

ulF* (1) =

(2

1=1

—R;'BEPWat) = FF"x(1),

€T 1€

e s N (26)

Theorem 9 Suppose that SARE (18) has a positive def-
inite solution such that D;; = A;; — S;; Py is stable.
Then, there exists a small constant ¢ and positive scalar
parameters o > 0 and B > 0 such that for all e € (0, &),
Hexp[(A + Zj 1 Bje F( V| < ae=Pt. Moreover, if

a?/B Zp | Apel? < w < 2/(M + 1), stochastic system
(1) with ugk)*(t) given by (26) and v(t) = 0 is exponen-
tially mean-square stable.



Proof: First, it is easy to verify that

N
A +ZB F(k A—ZS}-E%—O(E)

= block diag (D11 -« DynN ) + O(e) (27)

Hence, using the stability assumption of D;;, it can be
shown that there exists a small constant & and positive
scalar parameters a > 0 and 6 > 0 such that for all

€ (0, @), | exp[(A- + 5230, BieFiY )| < ae . Let
us consider the closed- loop stochastic system (28).

N
- [AE +3°B F(E’“)*}x(t)dt
j=1

M
+3 Apea(t)dwy(t),

p=1

x(s) = z°. (28)

The representation of the solution of equation (28) is given
as

z(t) = exp {As ZB F(k)] —8)| z(s)

/exp {A +ZB FY } —7)

1 S
pe(7)dwp(T). (29)

M=

_|_

=
Il

N

X

Using inequality HZZ 1alH < LZZL L lai]? and con-

sidering the independence of the Wiener processes wy(t)
yields

Blz (1))

q9 12

< (M +1) ||exp [A +ZB Fk)] —5)

x Ela(s)]* + ({\4 + 1)

M N
X Z/ exp [AE + Z B
p=1 j=1

x| Ape* Bz (r)[*dr. (30)

T 12

Fﬂ?*} (t—7)

Thus, the conditions | exp((4: + SN B FPM| <
ae 'Gt Ja, B> 0and aQ/HZ HAPE” < w imply that

P Bla(n)]? < (M + 1)o?Ela(s)]?
t

(M +1)w / ¢2(7=9) B2(7)|2dr. (31)

S

From the Bellman-Gronwall inequality (Wu et al., 1994)
it follows that

Ela(t)[* < (M +1)a® Bla(s)[? D207 (32)

Since w has been selected such that w < 2/(M + 1),
equation (28) is exponentially mean-square stable. |

The degradation of the cost functional via new high-
order approximate soft-constrained stochastic Nash
strategies (26) is given as follows.

Theorem 10 Under Assumption 6, the application of
high-order approzimate soft-constrained stochastic Nash
strategies (26) to stochastic systems (1) results in J;
satisfying the relation

J(F Pz FP e 2(0))
Z (Fr, o Fio, 2(0) + 02,
k=0, 1,. .,z_1, ., N. (33)

The following lemma will play an important role in
establishing performance degradation.

Lemma 11 Consider the stochastic system
dx(t) = [Acx(t) + E-o(t)]dt
M

+> 0 Apex(t)dwy(t), 2(0) = 2° (34)

p=1

and the corresponding cost function

J(o, 2(0) = E / le(®)1, — ()1, )dt. (35)
0

Assume that stochastic system (34) is asymptotically
mean-square stable. Suppose that the following SARE has
a solution Le > 0.

M
LA +ATL, +Z Al Lo Ap+L.M.L.+Q. =0, (36)

where M, := E.V, LET.
Then, the mazimum of J(v, x(0)) is uniquely attained
by

o(t) =V, '"EX Loa(t), (37a)
da(t) = [A. + M_L)z(t)dt
M
+ > Apea(t)duwy (t), z(0) = 2° (37h)

p=1
Moreover, J(o, z(0)) = 27 (0)L.2(0).
The proof of Lemma 11 is given in Appendix II.

Proof of Theorem 10: This can be proved directly by
applying the Newton-Kantorovich theorem (Ortega, 1990;
Yamamoto, 1986). When u(k) (t) is used, the equilibrium



values of the cost functional is given by (38) because of
Lemma 11.
TP, o F 2, 2(0)) = 27(0) Ziea(0), (38)

where Z;. is a positive definite solution of the following
SALEs

N
Zie | A — Z SjeP\¥)

+ Z AL ZieApe + PSP

T

N
+ 4. => 8Pl | z.

+p Z PP, PP 1 2 My Zi + Qi = 0. (39)
=1, j#i

Subtracting (12a) from (39) and using the result of (25),
Z;. = Z;. — Pj. satisfies the following SALE

G(Z.):=2;.0.+0._ Zw+ZATZ Ape
p=1

+Zi8Mi5ZiE + O(€2k+1) = 07 (40)

where ©, := A, — YV 5, PY + M. P 1 O().
Since the function G(Z 15) is continuous at any Z,.,

taking the partial derivative of the function G(Z;.) with
respect to Z;. yields
VG(ZZE) = Iﬁ ® (és+MisZi€)T
M
H(Oc+ M Zi)" @ I+ Y Al @ AL (41)
p=1

Thus, by using Assumption 6, there exists a small constjant
Jsuchthatforallee( 5), VG(0) = I ®® +0, ®

n—&—z _ AZ; ®Ag is nonsmgular Then, for any matrices
X. and Y . that belong to Z ., it is 1mmed1ately obtained
from equation (41) that

"VG(XE) - VG(YE)" < ’7”X5 - YE“a (42)
where 7 1= 2| M|

Moreover, there exists 7) such that |[VG(0 NTIG(0)] <
0(e2" 1) = 7 because of G(0) = O(e?" ‘H) Using the
Newton-Kantorovich theorem, the estimate is given by
k

|Zic = 0] =|Zi:] <27 =0(> ). (43)
Hence, since Z;. = O(e2+1), 2(0) Z;.2(0) = O(e2"+1)
results in (33). |

6 Numerical Example

In order to demonstrate the efficiency of the soft-
constrained stochastic Nash games, we present results

for the megawatt-frequency control problem of multiarea
electric energy systems. The model is based on the multi-
stage decomposition of two interconnected areas (Elgerd
and Fosha, 1970). The detailed physical significances of
the model were also developed in (Gajié¢ et al., 1990). The
system matrices are given as follows.

[0 0.315 0 0 0
0 0 1 0 0
A= |0 —1.888 —0.0498 6 0o |,
0 0 0 —3.333 3.333
[0 0 -5208 0 -125
*30'15 8 8 8 0 0 000
A= | 1888 000 |, Asy = 0 18.88 000 ,
0 0 000
0 000 0 0 000
| 0 000
0 1 0 0
Ayy — —1.888 —0.0498 6 0
0 0 —3.333 3333 |’
L 0 52083 0 —125

Aq11 = block diag (0 0 0.00249 0 0) ,

A2 = block diag (0 0.00249 0 0),

B, =[000033.333], B3, =[000 33.333],
EL,=[00-0600], E3,=1[0-0600],
Q1 = block diag (15 514) ,

Q2 = block diag (515 I4) ,

Ry = Ry =0.1, Vi1 = Vay = 10,

Aj =0, By =0, E;; =0, Vi =0, i # j.

Small parameters € = 0.1 and ¢ = 0 are selected. In order
to guarantee the feasibility of the solution, we consider
that the difference in the area power angle for the model
presented in (Gaji¢ et al., 1990) is 60 degrees.

It should be noted that both the deterministic distur-
bance distribution and the state-dependent noise related
to the load frequency constant (Elgerd and Fosha, 1970)
are considered. That is, the nature of stochastic uncer-
tainty considered here is not addressed in (Gaji¢ et al.,
1990). We suppose that the error of the load frequency
constant is within 5% of the nominal value. Therefore, the
proposed design method is very useful because the result-
ing strategy can be implemented to more practical weakly
coupled large-scale stochastic systems.

The proposed computational algorithm was developed
in MATLAB 5.2 and Control System Toolbox 5.2 for simu-
lation purposes. Moreover, the computer used in this sim-
ulation was a Pentium M 1200 MHz with 632MB RAM,
running Windows XP.

It is easy to verify that for the two-players case, al-
gorithm (23) converges to the exact solution of CSAREs
(12a) with an accuracy of |[F™| < 1.0e — 11 after seven
iterations, where [F®| .= S°2_ | Fy(e, u, PP, PSP

le »



Table 1. Errors per iterations.

k [F] k [F]

0 2.7022 4 5.0196e — 02
1 1.1057e + 01 5 4.3264e — 04
2 2.8660 6 2.6499¢ — 08
3 6.0292¢ — 01 7 6.2248¢e — 14

In order to verify the accuracy of the solution, the re-
mainder per iteration is substituted by P( ) into CSARES
(12a). In Table 1, the results of the error ||F( )| per iter-
ation are given. It can be seen that algorithm (23) yields
quadratic convergence.

Finally, high-order approximate soft-constrained
stochastic Nash strategies are obtained as follows.

F{I* = [—2.8614e —1.7457 —3.9435 —5.0595
—2.9645 —1.4043 —7.1326e — 02
4.9675¢ — 02 1.9434e — 03 |, (44a)
F{D* = [3.3869¢ — 01 —2.1367 —3.4923¢ — 01
—1.5753¢ — 01 —4.5787¢ — 03 —9.9669¢ — 01
—3.6633 —4.8556 —2.9584 ] . (44b)

As a result, although both state-dependent stochas-
tic noise and unknown deterministic disturbance are in-
cluded, the high-order approximate Nash strategy was ob-
tained.

7 Conclusion

In this paper, infinite-horizon stochastic Nash games
were discussed. First, conditions required for the exis-
tence of Nash equilibrium were established by utilizing
CSARES. Second, after establishing an asymptotic struc-
ture along with positive definiteness for solving CSAREs,
Newton method was adopted. As a result, it was shown
that quadratic convergence can be attained. Thus, the
proposed algorithm is expected to be very useful and
reliable for a sufficiently small value of . As another
important feature, a high-order approximate strategy
that yields better cost performance was attained. In fact,
the cost degradation by using the proposed approximate
strategy was demonstrated.
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Appendix I: Proof of Theorem 4

Let us consider the scalar function V (¢, z(t)) :=
2T (t)P.x(t). By applying Ito’s formula to V(t, x(t))
and considering (9), we have dV (¢, z(t)) = ||ui(t) +
Ry BioPea(t)[3,, —[v(t) -V, B Pa(t)[},, ~[l=(®)13,. +
HU(t)H?eu—Hv(t)H%/m]}dHQZP L & () PeApex(t)dwp ().
Since we assume that for all u(¢) and v(t), the closed-
loop system is asymptotically mean-square stable,

limy oo E2T(t)2(t) = 0. Thus, 1nte%;at1ng both sides of
the above equation and using F/ fo VP-Apex(t)dwy(t) =

Oresultsin J(uy, v, (0)) = (O)Px )+E [° [|u1 t)—

wi ()%, — () - K;lEZPEx(t)H%,IJ dt. From this, it fol-
lows that J(uf, v, z(0)) = 27 (0)P.z(0) — E [;~ |v(t) —
Vi EXPa(t)|3, dt < 2" (0)P.x(0), where &(t) is gov-

erned by di(t) {(A€ — S1ePo)E(t) + Esv(t)} dt +

Z;])V; Apei(t)dwp(t), ;E(O) = 20 Furthermore, if
J(uj, v, 2(0)) =z 7§ then v(t) = v*(t). Hence,
J(ui, v, 2(0)) < x 7§ for all v(t) # v*(t) and

J(uf, v*, z(0)) = . Then, %(t) is governed

by (11c) as Z(t) = ( )

Let #(t) and Z(t) be govern ed by dz(t) = [Ac(t) +
By Fic2(t) + Eov™(t)]dt + E Apei(t )dwp(t)v £(0) =
a;U, dz(t) = [A.z(t) + Bi. :E(t) + E.v*(t))dt +
Zp 1 ApeZ(t)dw,(t), Z(0) = 0 , respectively. Further-
more, we define two new varia ble v(t) == (Fy. — Fle) (t)
andn( ) == v*(t)— leETP Z(t). Then, J(u1, v*, z(0))—
J(ui, v*, 2(0)) = E 7 |lv(®)[%, — In®IF, }dt- In-
troducing £(t) = Z(t) — x( ) yields dé(t) ="[(A: —

S1ePo)E(t) + BleV( Nt + 3,0, Apeb(t)duy(t), £(0) = 0,

n(t) =V, 'ET P.£(t). Hence, takmg into account the fact
that for any 1/( ), the closed- loop system is asymptotically
mean-square stable, E [° d[¢(t)|3, = 0. Furthermore,
takngfO €T (1) P Apef( )dwy(t) = 0 and the SARE (9 )
into account, we have J(ug, v*, 2(0)) —J(uf, v*, ij)) =

E [y IIV Way, — @17, )dt — de™ () P£(t)
Efo HRH - fT( )[PEE‘EVl;lEgPE + PE<AE -
S1c 6> (Ac = $1.P)TP. + Tt 1A;P5Aps}§<t) -
26T (OP.Brv®)|dt = B[S + Fe®lh, +
[€()[3),. ] dt. Next, assuming that v(t) := v(t)+ F7.£(t) =
Fra(®) = Froa(t) yields de(t) = [A£(t) + Brov(t)dt +

z(t
Zi/ll Ape&(t)dwy(t). Since £(0) = 0 and &(t) is asymp-
totically mean-square stable, E [° d|£(t)|3, = 0. Thus,

J(u1, v*, z(0)) — J(uj, v*, x(0)) = E [;°

lo@)I%,, +

[€@)12, Jderd]€(t )IIWE] = E [5" [lo(t)+Ry BLWE(®)| %, +
\|g %dt where W = W. A+ AWI+3 00 AT W. A,

Smce 1nequahty (10) holds, the desired result is ob-
tained. [ |



Appendix II: Proof of Lemma 11

Since it is assumed that the stochastic system is asymp-
totically mean-square stable, lim; ., EzT (t)x(t) = 0.
Thus, applying It6’s formula to xT(t)LEx(t% and using a
completion of squares yields J(v, 2(0)) =z~ (0)L.x(0) —
E [;° Jvu(t) — Vi, 'EI La(t)[3, dt. Hence, J(v, 2(0)) <
27(0) Lez(0), and equality holds iff (37). Furthermore, the
maximum value J(9, x(0)) = 27(0)L.2(0) is obtained
uniquely by o(t). [ ]
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