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Abstract

The guaranteed cost control (GCC) problem for uncertain stochastic systems with N decision makers is investigated. It is
noteworthy that the necessary conditions, which are determined from Karush-Kuhn-Tucker (KKT) conditions, for the existence of
a guaranteed cost controller have been derived on the basis of the solutions of cross-coupled stochastic algebraic Riccati equations
(CSARES). It is shown that if CSARESs have an optimal solution, then the closed-loop system is exponentially mean square stable
(EMSS) and has a cost bound. In order to simplify computations and attain a global optimum, the linear matrix inequality (LMTI)
technique is also considered. Finally, a numerical example for a practical megawatt-frequency control problem shows that the
proposed methods can help in attaining an adequate cost bound. Furthermore, the features of these methods are characterized.
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1 Introduction

Over the last decade, stochastic control problems gov-
erned by It6’s differential equation have attracted consid-
erable research interest. Recently, stochastic LQ and H
control problems with state- and control-dependent noise
have been investigated [5,6,10]. They have received much
attention and have been widely used in various fields.
In particular, the stochastic Hy/H, control with state-
dependent noise has been addressed [8]. Although the re-
sults of [8] are very elegant in theory and despite the fact
that it is easy to obtain a strategy pair by solving the cross-
coupled stochastic algebraic Riccati equations (CSAREs),
a control problem with multiple decision makers is an is-
sue that remains to be considered. Dynamic game theory
is the most important approach for solving this problem.
In [15], stochastic Nash games have been tackled for their
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deterministic disturbance and stochastic uncertainty for
the first time. However, deterministic uncertainties such
as modelling errors have not been focused on in this pa-
per. This is because it is hard to define equilibrium for
deterministic uncertain systems.

It is well known that uncertainty occurs in many dy-
namic systems and is frequently a cause of instability
and performance degradation. In recent years, the prob-
lem of designing robust controllers for linear systems with
parameter uncertainty has received considerable atten-
tion in control system literature. One design approach to
solve this problem is the so-called guaranteed cost control
(GCC) [1-3,7]. This approach has the advantage of plac-
ing an upper bound on a given performance index, and
it is guaranteed that the degradation of system’s perfor-
mance due to uncertainty is smaller than the cost bound.
Although these design methodologies have proved to be
efficient in solving various engineering problems, stochas-
tic modelling with multiple decision makers has not yet
been addressed.

In this paper, the GCC problem for a stochastic sys-
tem with N decision makers and one that involves deter-
ministic uncertainty is discussed. In particular, we intro-
duce a new interpretation of the GCC problem in view
of the optimization of the cost bound between the or-
dinary method [1-3] and the LMI technique. First, the
stochastic algebraic Riccati inequality (SARI) is estab-
lished such that the closed-loop system is exponentially
mean square stable (EMSS) and has a cost bound. Sec-
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ond, the GCC problem is formulated on the basis of the
Pareto strategy. In order to obtain the strategy set, new
CSAREs are established as the necessary conditions us-
ing Karush-Kuhn-Tucker (KKT) conditions for the exis-
tence of a guaranteed cost controller. Furthermore, New-
ton’s method is used for solving the CSAREs. Therefore,
the exact cost bound can be computed directly. The linear
matrix inequality (LMI) technique is also considered for
the same problem. Although this approach results in the
supremum, the global optimum is guaranteed because the
considered design problem is based on convex optimiza-
tion. Finally, a numerical example is solved for a practical
megawatt-frequency control problem to validate the pro-
posed technique.

Notation: The notations used in this paper are fairly stan-
dard. block diag denotes a block diagonal matrix. The
superscript 7' denotes matrix transpose. I,, denotes the
n x n identity matrix. || - | denotes its Euclidean norm for
a matrix. F[-] denotes the expection operator. Tr denotes
the trace of a matrix. A\pin and Anax denote the mini-
mum and maximum eigenvalues for a matrix, respectively.
vecM denotes the column vector of the matrix M [16]. ®
denotes the Kronecker product. Uy, denotes a permuta-
tion matrix in the Kronecker matrix sense [16] such that
UpgvecM = vecMT, M € RP*4.

2 Definition and Preliminary

We first introduce the EMSS and the related facts (see
e.g., [5,6,8,9] and the references therein for more details).

Definition 1 [5] A stochastic system described by Ito’s
equationdx(t) = Ax(t)dt+Arz(t)dw(t) is said to be EMSS
if it satisfies the following condition:

3p, ¥ >0, Ela(t)|* < pe ") Ella(to)|*. (1)

Definition 2 [8,9] [A, Ay, ..., Ay | O] is exactly ob-
servable, if for any T > 0, y(t ) = 0 tel0, T]=20=0

holds with y(t) = Cx(t), where x(t) the solution of

M
du(t) = Ax(t)dt + Y Apx(t)dw,(t),

p=1

2(0) = zo. (2)

Moreover, (fl, Ay, .. ,AM) is called stable, if the above
system (2) is asymptotically mean square stable.

Lemma 3 [4] For any matrices D € R"*", E € <",
and F(t) € R, with FT(t)F(t) < I, and scalar 3 > 0,
the following inequality holds: DF(t)E + ETFT(t)DT <
3DDT + 31 ETE.

Lemma 4 [5,6] The trivial solution of a stochastic dif-
ferential equation is as follows:

dx(t) = f(t, x)dt + g(t, z)dw(t), (3)

where f(t, x) and g(t, x) which are sufficiently differen-
tiable maps, are EMSS if there exists a function V(x(t)),
which satisfies the following inequalities:

arfz(t)]* < Va(‘l“/(ﬁ))té azlz(t)]?, ar, az >0, (4a)
DV (x(t)) := %f(t, x)
—|—%Tr gt (t, x)%g(t x)
< —clz(®)]? >0 (4b)
for z(t) # 0.

Lemma 5 Consider an autonomous uncertain stochastic
system

M
(B)dt + Y Apa(t)dwy(t),
i, "~ o)

dz(t) = [A+ DF(t)Ez

&
—~

(en)
=

Il

where z(t) € R™ is the state vector, and F(t) € R7%% is a
Lebesgue measurable matrix of the uncertain parameters
satisfying FT (t)F (t) < I5. Associated with this stochastic
system is the corresponding cost function

J=FE / 2T (#)Qx(t)dt, Q = QT > 0. (6)
0

If for any given positive definite symmetric matriz Q, there
exists a positive definite symmetric matriz X and a posi-
tive scalar p that satisfies the stochastic algebraic Riccati
inequality (SARI)

M
XA+ ATX +Y ATXA, +uXDDTX
p=1
+u'ETE+Q <o, (7)

then the stochastic system (5) is EMSS. Moreover,

J= E/xT t)ydt < E[zT(0)Xz(0)]. (8)
0

Proof: Suppose there exists a symmetric positive definite
matrix X > 0 such that the SARI (7) holds. In order to
prove that the stochastic system (5) is EMSS, let us define
the following Lyapunov function candidate:

V(z(t) = V(z) =27 (t)Xz(t) > 0. (9)
First, using the fact that

Anin (X)) <V (2) < Anax (X) |2(0) %, (10)



the condition (4a) holds. Second, in order to prove formula
(4b), the stochastic differential is given by

DV () =T (1) [5([;1 + DP(E] + [A+ DFWEX

M

+§:AgXﬁ4x@

p=1

~ ~ ~ ~ M ~ ~ o~
<zT(t) [XA +ATX + Y ATXA,
p=1

+m@ﬁy+wﬁﬂﬂu@

< Auin Q)] (8)|2 (11)

Hence, V(x(t)) is a Lyapunov function for the stochastic
system (5). By using (10), we also have

(A 2 _)\min(Q) T
DV (2) < =Amin(Q)|z(H)]° < 7Amax()~()‘/( )- (12)

Since the expectation of the stochastic integral vanishes,
according to the the comparison lemma [20] the solution
of equation (12) is represented as

)\min(Q) ] ) (13)

EW@HSEW@@MWp#;—th

Therefore, since the following inequality holds by using
(10):

><i

)\min(Q)

5E3L1Emmw%marJ——fr%, (14)

E|lz(®)|? <
o) < 3

—
>
~—

Amax (X)

the stochastic system (5) is EMSS. Moreover, applying
1t6’s formula gives

M ~ ~
dV(z) =DV (2)dt + 2 2" () Al Xdw,

p=1

~ M ~ ~
< —2"(t)Qu(t)dt +2) 2" (t) A} Xdw,. (15)

p=1

By integrating both sides of the inequality (15) from 0 to
T, the following inequality holds:

T
E[V(z(T))] — E[V(z(0))] < —F /xT(t)Qx(t)dt. (16)
0

Since the stochastic system (5) is EMSS, E[V (x(T))] — 0
holds. Thus, inequality (8) holds. The proof of Lemma 5
is completed. |

3 Problem Formulation

Consider the following uncertain stochastic systems with
N-decision makers.

dz(t) = [[A + DF(1)E,z(t)

N
+ Y [Bi+ DF() EuiJui(t) | dt

=1
—|—§:A]gx(t)clwp(t)7 2(0) = 2°, (17)

where z(t) € R™ is the state vector, and u;(t) € R™, i =
1, ..., N are the control inputs. wy(t) € R, p=1, ... , M
is a one-dimensional standard Wiener process defined in
the filtered probability space [6,8,10]. All the matrices are
constant matrices with appropriate dimensions. F(t) €
RS is a Lebesgue measurable matrix of uncertain pa-
rameters satisfying FT(t)F(t) < I,. The initial state o
is assumed to be a random variable with a covariance ma-
trix E[z(0)xT(0)] = M.
The performance criterion is given by

Ji(u;) == E/ [T (1)Qix(t) +ul (t)Ryui(t)] dt, (18)
0

where Q; = QF > 0 € R" and R, = R > 0 ¢
§Rmi Xm; .

Suppose that the Nash game approach is applied.
Then, due to the presence of the deterministic uncer-
tainty, the players cannot evaluate a Nash equilibrium
solution. Hence, the purpose of this paper is to establish
a class of robust strategies, which guarantee a given value
of the cost function for each player.

First, we consider that the 7th decision maker will de-
sign his control strategy based on the state information.
The design specifications of the ith decision maker can be
expressed in terms of a cost function J;. We consider the
situation in which decision makers decide their strategies
through mutual cooperation. The solution to such a prob-
lem is found in the class of Pareto optimal strategies. It
means that no deviation from the Pareto optimal strategy
can decrease the costs of all decision makers [13,14,19].

A Pareto solution is a set (u1, ... ,un), which mini-
mizes

N N
J(ul, ,uN) = Z'yi.]i(ui), 0<y <1, Z% = 1(19)
=1 =1

for some ;, i =1, ... ,N.
Without loss of generality, the strategies are restricted
to the following linear feedback strategies [12].

’U,z(t) = Kix(t), 1= 1, ,N. (20)



The definition of the GCC for uncertain stochastic sys-
tems with deterministic uncertainties is given below.

Definition 6 A linear feedback strategy expressed as
ui(t) = K;2(t) is said to be the GCC in Pareto optimality
with a guaranteed cost J for uncertain stochastic systems
(17) and the cost function (19) if the closed-loop system
is EMSS, and the closed-loop value of (19) satisfies the
bound J(uy, ... ,un) < J for all admissible uncertainties.

The objective of this paper is to introduce the GCC in
Pareto optimal strategies w;(t) = K;x;(t), i =1,---, N
for uncertain stochastic systems (17) with deterministic
uncertainties.

3.1 Necessary Conditions Obtained Using KKT Condi-
tions

First, we establish the conditions for the existence of the
GCC problem in Pareto optimality. Using Lemma 5 and
the assumption that E[z(0)zT(0)] = Moy, it is immedi-
ately deduced that the closed-loop stochastic system is
EMSS and the integral portion of J(u1, ... ,uy) satisfies
the relation

J(ul, ,U,N) < J = ’I‘I‘[MOP], (21)

if there exists a solution to the following SARI:

F(P, Ky, ...,Kn, 1)
= PAK + AKP + MPDDTP +pu *ELEg

+ZATPA +Z%K R,K;+Q <0, (22)

p=1 1=1

where Ay ::NA + Zi\il B;K;, Ex := F, + Zi\il EyK;
and @ ==Y ;7 7 Q.

From the above problem, we obtain the following nec-
essary optimality conditions:

Theorem 7 Let us consider the uncertain stochastic sys-
tems (17) and cost function (19). If the following two con-
ditions hold

i) [Ax +uDDTP, Ay, ...
able
ii) (Ax +uDDTP, Ay, ...

s Ay | M()] is exactly observ-
,AM) 1s stable

and v* is a local minimum that satisfies constraint quali-
fication ', then there exists a unique positive definite so-
lution G* > 0 such that

M(P*, G*, Ki, .., Ki, u*) =0, (23a)

! When the gradients of the active inequality and equality
constraints are linearly independent at v*, it is called con-
straint qualification.

I(P*, G*, K, o Ky, 1) =0, (23¢)
F(P*, K, . K%, u*) =0, (23d)
where v* = ([vecP*|T, [vecK}]T, ..., [vecK%]|T, u*),

M(P, G, Ki, ... ,Kn, p)
:=G(Ag + uDDTP)T 4 (Ax + uDDT P)G
M

+> A,GAT + My, (24a)
p=1
HI(P7 Kl) . KN; )

.=BI' P+ 'ELE, +M‘1ZEblEkak
k=1
I(P? Ga Kla 7KN; /’L)
:=Tr[GPDD P] — n *Tr[GEL Ek]. (24c)

In other words, let v* be the solution set that gives a lo-
cal minimum. Then, there exists a state feedback strategy
u;(t) = K;x(t), which is called the GCC in Pareto opti-
mality such that these conditions (23) that are described
by the CSAREs hold.

Proof. According to the KKT conditions [17], the prob-
lem of determining a strategy set that minimizes the cost
bound (21) subject to the constraint of SARI (22) can be
converted into the following optimization problem.

First, the cost of a closed-loop uncertain stochastic sys-
tem with a state feedback controlle u;(t) = K;x(t) can be
obtained when J < Tr[M,P], where P is the solution of
the SARI (22). Let us consider the Lagrangian L

L(P7 Ga Kla 7KN; /’L)
=Tr [MoP] + Tr [GF(P, Ky, ..., Kn, p)]; (25)

where G is a symmetric positive definite matrix of La-
grange multipliers.

It is clear that Tr [MyP] and F (P, Ky, ..., Kn, j) are
continuously differentiable at a point v*. Using the KKT
conditions, we have

OL

%_-I_l);:M(P*a G*a Kr; "'7K]y§/a /’L)_Oa
8K1 :G*Hz(P*a Kr; 7K]y§/a /’L*):Oa
OL * * * * *
%:I(PaGaKla'“7KNau):Oa

F(P*, Kf, .., K%, u*) <0, G* >0,
G*F(P*, KI, ... K&, u*) =0.

Hence, (23a) and (23c¢) can be derived. Applying the con-
ditions i) and ii) to (23a), it follows immediately that (23a)
has a unique positive definite solution G* > 0. From the
remaining equations, (23d) and (23b) hold. ]



It should be noted that the obtained conditions are nec-
essary. Therefore, the result can only be expected to be
a local minimum. However, we have found that the pro-
posed technique works well in practice. In fact, the relia-
bility of this method is shown with the help of a numerical
example.

3.2 Newton’s Method

In order to obtain the optimal solutions v*, we have to
solve CSAREs (23). We will discuss the numerical method
on the basis of Newton’s method to solve these sets of
equations. In particular, the following special case of N =
2 and M =1 is considered because it is easy to extend it
to the general case.

Let us consider the following CSAREs (26).

Fi(P, Kl, Ko, 1)
= PAK + AZP 4+ uPDDTP 4+ 'ELEr + ATPA,

—|—Z%‘ Qi + K R, K], (26a)

i=1
fZ(P’ G’ Kla KQ) /’L)

— G (Ax +pDDTP)" + (Ax + uDDT P) G
+A,GAT + My, (26b)
f3(P, K1, K, )

=B{ P+ p 'ELEa+ ' Efy(En K1 + EypK)
+mR1K7, (26¢)
f4(P’ Kla KQ) /’L)

=By P+ 'ERLE. + p  Ef(En Ky + EpK)

+y2Ra Ko, (26d)
f5(Pa Ga Kla KQ; /’L) o
=Tr[GPDDTP] — u *Tr[GELEK], (26e)

where Ag := A+ B1 K1 +BysKsand Eg := E,+Ep K1+
By Ko,

An iterative approach for solving CSAREs (26) is to
use the following algorithm, which is based on Newton’s
method.

2D = 20 _ AP g K(n) K(n) pm) 1
vecf, (P™, K(") K(") ,A"))
vecf,(P™, G, K(") KM, )

X | vecfy(P™, K(") K§"> <">) (27)
vecf,(P™, K(") K )

vecf, (P, G™), K(") KM )

S

T
[veeK {17 ) |

it
—
o

= E13 Z14 Eis
Eo1 Ho2 23 Ha4 Zos
AP, G, Ky, Ko, p) := | Eg1 =33 234 E35 |
Ea1 E43 S44 Eus
Z51 Z52 253 Zs4 Zs5

E11 = (Ax + uDD"P)" @ I,
® (Ax + uDDTP)T + AT © AT
Zi13 =1, ® (PBl) + [(PBl) ® In]Unml

+pt [In @ (ETEy) + [(ETEp) @ I)Unm,
+1, @ (KT EL Ey) + (KT ELEy) @ L)Unm,
+1, ® (KTELEy) + (KT ELEy,) In]Unml]

+1, ® (MK Ry) + [(m KL Ry) @ L)Upm,
Z14 =1, ® (PBy) + [(PB2) @ I|Upm, + p~*

[In ® (BT Eys) + [(ET Ey) © L]Unm,
+1, @ (KT EL Ey) + (KT EL Ey) @ LU,
+1, ® (KTELEy) + (KT ELEy) © In]Unmg]

+1, ® (12 K3 R2) + [(12 K3 R2) ® 1)U,
Z15 := vec[PDDTP — n 2ELEg],
Eo1 := (uDDT) ® G + G ® (uDDT P),
Hog 1= (AK +uDDTP)® I,

® (Ag + uDDTP) + A; ® Ay,

h423 - G®Bl + [Bl ® G} nmai»
h424 - G®BQ + [BZ ® G} nmsas
Zo5 := vec[GPDDT + DDTPG}
E31 =1, ® B], B33 := I ® (u B Ep1 + 71 R1),
Es4 =1, ® (W 'EL Ep), Es5 = —pu 2EX By,
E4 =1, B, 243 :=1, ® (u 'ELEp),
Eu=1,®p" Eszb2+V2Rz), Eus = —pu Ef B,
Es1 = 235, B0 = El5, Zos 1= —2p 2By, Bk G,
Zs54 = =20 2ELEKG, Z55 := 2u > Tr[GEL Fk].

1]

It is well known that Newton’s method is quadratic if the
iteration starts near the desired optimum solutions v*.
However, if the A of (27) is close to a non-singular matrix,
the inverted A can be numerically unstable and the iter-
ative solution may diverge. Moreover, large dimensions of
the associated inverse of the Jacobian matrix cause com-
putational complexity; for example, a large amount of
computer memory is required for computation. In other
words, the computation of the inverse matrix with the
sparse and large dimensions leads to numerical complex-
ity. On the other hand, the derivation of (27) appears to
be tedious, even though it provides the exact bound of the
guaranteed cost Tr[MyP]. Since the necessary conditions
of CSARE:s are derived from KKT conditions, its solution
could be obtained as a local minimum; this is a major
drawback of this approach. Therefore, in order to over-
come this shortcoming and reduce the number of required
storage elements, LMI conditions will be used instead of
KKT conditions, as discussed in the next section.



4 LMI Approach

It is difficult to obtain the global optimum solution analyt-
ically because the approach given in the previous section
is not a convex optimization. However, if the exact bound
of the guaranteed cost is not needed, the same problem
can be formulated by LMI optimization as a suboptimiza-
tion problem. It is well known that the LMI optimization
problem can be solved by convex optimization, and thus,
the global minimum can always be found. First, we have
the following corollary on the basis of Lemma 5.

Corollary 8 Consider the uncertain stochastic system
(17) with the state feedback strategy u;(t) = K;x(t) and
the corresponding cost function (19). If there exists a
positive definite symmetric matric P > 0 that satisfies

the following stochastic algebraic Riccati strict inequality
(SARSI)

PAg + AL P+ uPDDTP 4 'ELEx

M N
+ZAZPAP+Z%K¢TR1K¢+Q<O, (28)

p=1 i=1

then the closed loop stochastic system is EMSS. Moreover,
J < E[zT(0)Pz(0)] = Tr[MoP].

Taking into consideration the aforementioned property,
we have the following result.

Theorem 9 Consider the uncertain stochastic systems
described by (17) and cost function (19). Suppose that the
following LMI (29) has a solution set of a symmetric pos-
itive definite matrix X € R™*"™, matriz Y; € R™ <™ and
positive scalar .

A
& XAT ... xAT, o7 X YT ... YL
A X =X - 0 0 0 0 0
: . : : : : 0
AuX 0 X 0 0 0 0
=] W 0 0 —pl, 0 0O 0
X 0 0 0 —-Q' o 0
;0 0 0 0o I 0
: : 0 : : 0
L Yy 0 - 0 0 0 0 - In|
<0, (29)

where ® := X AT + AX + "N (V" BT 4+ B;Y;) + uDDT,
U= E,X + YN EyY; andT; := —(vR;) L.

If such conditions are satisfied, K; = Y; X! is the GCC
gain matriz for closed-loop uncertain stochastic systems.
Furthermore, the value of (19) satisfies the following in-

equality:

J(uy, ... ,un) < Tr[MoP] = Tr[MoX '] (30)

Proof: Pre- and post-multiplying inequality (29) by the
positive definite matrix

block diag (P I,, -+ I, Is I, Iy, ~+ Iy ) >0,
denoting X = P! and Y; = K; P! and applying the
Schur complement [18], we obtain (28). On the other hand,
since the results of the cost bound (30) can be proved by

using an argument similar to the one used in the proof of
Lemma, 5, the proof is omitted. |

Since the LMI (29) consists of a solution set of X €
(1, Xi, Y1, ..., Yn), various efficient convex optimization
algorithms can be applied. Moreover, its solutions repre-
sent a set of guaranteed cost controllers. This parameter-
ized representation can be exploited to design guaranteed
cost controllers, which minimize the value of the guaran-
teed cost for the closed-loop stochastic systems. Conse-
quently, solving the following optimization problem allows
us to determine the optimal bound.

‘](ula 7U'N) S n[MOX_l] < H&n’l‘r[M()Z] = J*,
X € (:U/v X7 Yia 7YN) (31)

such that the LMI (29) and

-7 I,
. 2
[ I X] <0 (32)
That is, the problem addressed in this paper is as follows:
“Find K; = Y; X 1,i=1, ..., N such that the LMIs (29)
and (32) are satisfied and the cost Tr[MyZ] becomes as
small as possible.”

Finally, the optimization problem that should be solved
is given.

Theorem 10 If the above optimization problem has the
solutions u, X, Y;, 1 =1, ... | N and Z, then the strategy
w;i(t) = Kix(t) = ;X x(t) is the linear state feedback
strategy, which ensures the minimization of the guaranteed
cost (31) for the uncertain stochastic systems.

Proof: Using Theorem 9, the control strategies u;(t) =
K;x(t) = Y; X 1z(t) that consist of the feasible solutions
w, X, Y, i=1, ..., N and Z are the guaranteed cost con-
trollers of the uncertain stochastic systems (17). Using the
Schur complement of the LMI (32) results in X! < Z.
Thus, the minimization of Tr[Mj Z] implies the supremum
J of the guaranteed cost for the uncertain stochastic sys-
tems (17). The optimality of the solution of the optimiza-
tion problem follows from the convexity of the objective



function under the LMI constraints. This is the desired
result. [ |

This method on the basis of the LMI results provides
a conceptually simple procedure and saves considerable
computation time as compared to CSAREs.

5 Numerical Example

In order to demonstrate the efficiency of the proposed de-
sign methodologies, we present results for the megawatt-
frequency control problem of multiarea electric energy
systems [11] with a trivial modification. The system ma-
trices are given as follows, where the difference of the area
power angle is 60° as compared with [11].

[0 0.315 0 0 0
0 0 1 0 0
0 —1.888 —0.0498 6 0
0 0 0 —-3.333 3.333
A=|0 O -13.9 0 —33.333
0 0 0 0 0
0 18.88 0 0 0
0 0 0 0 0
LO 0 0 0 0
-3.15 0 0 0
0 0 0
18.88 0 0 0
0 0 0 0
0 0 0 0 ,
0 1 0 0
—1.888 —0.0498 6 0
0 0 —-3.333 3.333
0 —-13.9 0 —33.333 ]

A; = block diag (0 0 0.00249 0 0 0 0.00249 0 0),
B =[0000333330000],
By =[0000000033.333],

DT:-000010000
1000000001]°

5o 0014029033670 0 0 O

“ 100 0 0 0 01.40290 3.367 |’
[3.367 0

Ebl = 0 :| ) Eb2 - |:3367:| )

Q1 = block diag (I5 0.11,) .
@2 = block diag (O.II5 I4) ,
R1 = R2 = 0.1, Y1 = Y2 = 0.5, MO = Ig.

It should be noted that both the deterministic uncer-
tainty that represents the time constant of the governor
and the stochastic uncertainty as the state-dependent
noise related to the load frequency constant [11] are con-

sidered. That is, suppose that there is uncertainty in the
time constant of the governor and the variation is within
10%. This indicates deterministic uncertainty in closed-
loop uncertain stochastic systems. On the other hand, we
suppose that the error of the load frequency constant is
within 5% of the nominal value. Hence, this uncertainty
represents the state-dependent noise. Therefore, the pro-
posed design method is very useful because the resulting
strategy can be implemented in more practical stochastic
uncertain systems.

By applying Theorem 7 and using the Newton’s
method (27), the linear optimal state feedback strategies
are given as

K pew = [ —3.4109¢ — 01 —2.3887e + 01 —8.0996
—7.7020 —2.7589 —3.3496¢ + 01
—5.7029 —3.4447 —1.0310e — 01 ],

K3 pow = [3.4706 —3.7227¢ + 01 —6.0771
—3.4642 —1.0310e — 01 —2.9379¢ + 01
—9.2869 —8.4071 —2.7799 ],

Tr[P] = 2.923541327673542¢ + 01,

[Liew = 3.218409801834177¢ + 03.

On the other hand, using the LMI technique of Theorem
9 gives the following results:

K = [ —3.4112e — 01 —2.3887¢ + 01 —8.0996
—7.7020 —2.7589 —3.3496¢ + 01
—5.7028 —3.4447 —1.0307e — 01 ],

Ko = [3.4706 —3.7227e + 01 —6.0771
—3.4642 —1.0310e — 01 —2.9379¢ + 01

—9.2869 —8.4071 —2.7799 ],
J* = 2.923541341535887e + 01,
[t = 3.218397065823378 ¢ + 03.

Therefore, it can be easily observed that the exact cost
bound by means of Newton’s method is smaller than the
cost bound obtained by the LMI technique. However, since
these results are very close and the technique does not
require complex calculations unlike the Newton’s method,
it is preferable to use the LMI technique for solving the
GCC problem with multiple decision makers.

6 Conclusion

The guaranteed cost control (GCC) problem for uncer-
tain stochastic systems with N decision makers has been
considered by using two different optimization techniques.
In particular, a new interpretation of the optimization
method for the GCC problem has been introduced. First,
the necessary conditions for the existence of a guaranteed
cost controller have been established on the basis of the
KKT conditions. As a result, it has been shown that the
optimal solutions can be obtained by solving CSAREs.



It should be noted that the same methodology can be
applied to the existing GCC problem [1]. Second, in or-
der to simplify the computations, the LMI technique has
also been considered. Since this method is based on con-
vex optimization, the global minimum can be attained, as
compared to the previous approach, whose solution could
be a local minimum. Finally, for a practical megawatt-
frequency control problem, we have confirmed that the
cost bound obtained via the LMI technique can be reduced
by Newton’s method. In other words, we can obtain the
exact cost bound by using Newton’s method instead of
the LMI method. However, the LMI technique would still
be reliable and useful because the obtained supremum is
very close to the exact cost bound and it is very easy to
solve the problem by using software such as MATLAB’s
LMI control Toolbox.
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