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Abstract

In this paper, we develop stability and control design framework for time-varying and time-invariant sets of nonlinear dynamical
systems using vector Lyapunov functions. Several Lyapunov functions arise naturally in multi-agent systems, where each agent
can be associated with a generalized energy function which further becomes a component of a vector Lyapunov function. We
apply the developed control framework to the problem of multi-vehicle coordinated motion to design distributed controllers for
individual vehicles moving in a specified formation. The main idea of our approach is that a moving formation of vehicles can
be characterized by a time-varying set in the state space, and hence, the problem of distributed control design for multi-vehicle
coordinated motion is equivalent to design of stabilizing controllers for time-varying sets of nonlinear dynamical systems.
The control framework is shown to ensure global exponential stabilization of multi-vehicle formations. Finally, we implement
the feedback stabilizing controllers for time-invariant sets to achieve global exponential stabilization of static formations of
multiple vehicles.
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1 Introduction

In the analysis and control design of complex intercon-
nected dynamical systems it is often desirable to treat
the overall system as a collection of interconnected
subsystems. The behavior of the aggregate or intercon-
nected system can then be predicted from the behaviors
of the individual subsystems and their interconnections.
The use of vector Lyapunov functions [1,22,29,16,25]
in interconnected systems analysis offers a very flexible
framework since each component of the vector Lya-
punov function can satisfy less rigid requirements as
compared to a single scalar Lyapunov function. In par-
ticular, each component of a vector Lyapunov function
need not be positive definite with a negative or even
negative-semidefinite derivative. Alternatively, the time
derivative of the vector Lyapunov function need only
satisfy an element-by-element inequality involving a
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vector field of a certain comparison system.

Multi-agent systems present a class of interconnected dy-
namical systems where agents are often coupled through
the common task that they need to accomplish, but oth-
erwise dynamically decoupled, meaning that the motion
of one does not directly affect the others. The complex-
ity of cooperative manoeuvres that multi-agent systems
need to perform as well as environmental conditions of-
ten necessitate the design of feedback control algorithms
that use information about current position and veloc-
ity of each vehicle to steer them while maintaining a
specified formation. For example, for mobile agents op-
erating in foggy environment or located far from each
other, open-loop visual control for coordinated motion
becomes impractical. In this case, feedback control algo-
rithms are required for individual vehicle steering which
determine how a given vehicle maneuvers based on posi-
tions and velocities of nearby vehicles and/or on those of
a formation leader. The leader could be real, that is, one
of the vehicles in a formation leads the others or it could
be virtual, that is, vehicles synthesize a leader and the
motions of the vehicles in a formation are defined with
respect to a virtual agent whose positions and velocities
are known at each instant of time.
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Analysis and control design for networks of mobile
agents has received considerable attention in the liter-
ature. Some of the common manoeuvres that a group
of mobile agents may perform are flocking [26,32],
cyclic pursuit [20], (virtual) leader following [9,30],
rendezvous [4,28], etc. Graph-theoretic notions [8] are
essential in the analysis and control design for a system
of mobile agents performing a common task [14,10]. A
number of recent papers propose rigorous mathemat-
ical techniques for the analysis of networks of agents.
Specifically, authors in [5,29] use the graph theory to
model interconnected systems, while [10,7,23] involve
graph theoretic notions for stability analysis of forma-
tions of large number of agents. Authors in [19,27,26]
use potential functions to analyze flocking and [6] re-
sorts to control Lyapunov functions to design feedback
controllers for coordinated motion of multi-robot plat-
forms. Distributed control of robotic networks has been
extensively studied in [3,28] where the authors develop
a variety of control algorithms for network consensus.
Furthermore, distributed nonlinear static and dynamic
control architectures for multi-agent coordination using
thermodynamic principles was presented in [12]. A sur-
vey of recent research results in cooperative control of
multi-vehicle systems was performed in [24].

Stability of time-varying sets for nonlinear dynamical
systems have not been widely studied in the literature.
Notable exceptions include [18,17,21] where stability
analysis for conditionally invariant sets was developed.
In this paper, we develop stability analysis and control
design framework for time-varying and time-invariant
sets of nonlinear dynamical systems using vector Lya-
punov functions. In multi-agent systems, several Lya-
punov functions arise naturally where each agent can
be associated with a generalized energy function which
further becomes a component of a vector Lyapunov
function. Furthermore, since a specified formation of
multiple vehicles can be characterized by a time-varying
set in the state space, the problem of control design for
multi-vehicle coordinated motion is equivalent to design
of stabilizing controllers for time-varying sets of non-
linear dynamical systems. Thus, using the stability and
control results developed for time-varying sets based
on vector Lyapunov functions, we design distributed
control algorithms for stabilization of multi-vehicle
formations. These distributed control algorithms use
only local information about individual vehicle relative
position and velocity with respect to the leader in or-
der to maintain a specified formation for a system of
multiple vehicles. Finally, we specialize the results ob-
tained for time-varying sets to address stabilization of
time-invariant sets and to further develop stabilizing
control algorithms for static formations (rendezvous)
of multiple vehicles. The developed cooperative control
algorithms are shown to globally exponentially stabilize
both moving and static formations.

2 Stability and Stabilization of Time-Varying
Sets

In this section, we present the results on stability and
stabilization of time-varying sets for time-varying non-
linear dynamical systems using vector Lyapunov func-
tions [1,22,29,16,25]. To elucidate this, consider the time-
varying nonlinear dynamical system given by

ẋ(t) = f(t, x(t)), x(t0) = x0, t ≥ t0, (1)

where x(t) ∈ D ⊆ Rn, t ≥ t0, is the solution to (1),
t0 ∈ [0,∞), D is an open set, 0 ∈ D, f(t, 0) = 0, t ≥ t0,
and f(·, ·) is Lipschitz continuous on [0,∞)×D.

The following definition introduces several types of sta-
bility for time-varying sets of nonlinear time-varying
dynamical systems. For this definition, Dt

0 , D0(t),
t ≥ t0, is a time-varying set such that, at each instant
of time t ≥ t0, D0(t) is a compact set and Oε(D0(t)) ,
{x ∈ D : dist(x,D0(t)) < ε}, t ≥ t0, defines the ε-
neighborhood of D0(t) at each instant of time t ≥ t0,
where dist(x,D0(t)) , infy∈D0(t) ‖y − x‖, t ≥ t0.

Definition 2.1 Consider the nonlinear time-varying
dynamical system (1). Let Dt

0 be a time-varying set such
that Dt

0 is positively invariant with respect to (1) and at
each instant of time t ∈ [t0,∞), D0(t) is a compact set.

i) Dt
0 is Lyapunov stable if for every ε > 0 and t0 ∈

[0,∞), there exists δ = δ(ε, t0) > 0 such that x0 ∈
Oδ(D0(t0)) implies that x(t) ∈ Oε(D0(t)) for all t ≥
t0.

ii) Dt
0 is uniformly Lyapunov stable if for every ε > 0,

there exists δ = δ(ε) > 0 such that x0 ∈ Oδ(D0(t0))
implies that x(t) ∈ Oε(D0(t)) for all t ≥ t0 and for all
t0 ∈ [0,∞).

iii) Dt
0 is asymptotically stable if it is Lyapunov sta-

ble and for every t0 ∈ [0,∞), there exists δ =
δ(t0) > 0 such that x0 ∈ Oδ(D0(t0)) implies that
limt→∞ dist(x(t),D0(t)) = 0.

iv) Dt
0 is uniformly asymptotically stable if it is uniformly

Lyapunov stable and there exists δ > 0 such that x0 ∈
Oδ(D0(t0)) implies that limt→∞ dist(x(t),D0(t)) = 0
uniformly in t0 and x0 for all t0 ∈ [0,∞).

v) Dt
0 is globally asymptotically stable if it is Lyapunov

stable and limt→∞ dist(x(t), D0(t)) = 0 for all x0 ∈
Rn and t0 ∈ [0,∞).

vi) Dt
0 is globally uniformly asymptotically stable if it

is uniformly Lyapunov stable and limt→∞ dist(x(t),
D0(t)) = 0 uniformly in t0 and x0 for all x0 ∈ Rn and
t0 ∈ [0,∞).

vii) Dt
0 is uniformly exponentially stable if there ex-

ist scalars α > 0, β > 0, δ > 0 such that
x0 ∈ Oδ(D0(t0)) implies that dist(x(t),D0(t)) ≤
α dist(x0,D0(t0))e−β(t−t0), t ≥ t0, for all t0 ∈ [0,∞).

viii) Dt
0 is globally uniformly exponentially stable if there

exist scalars α > 0, β > 0 such that dist(x(t),D0(t)) ≤
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α dist(x0,D0(t0))e−β(t−t0), t ≥ t0, for all x0 ∈ Rn and
t0 ∈ [0,∞).

The following definition introduces the notion of classW
functions involving quasimonotone increasing functions.

Definition 2.2 ([29,25]) A function w = [w1, ..., wq]T :
[0,∞) × Rq → Rq is of class W if, for every fixed
t ∈ [0,∞), each component wi(·, ·), i = 1, ..., q, of w(·, ·)
satisfies wi(t, z′) ≤ wi(t, z′′) for all z′, z′′ ∈ Rq such
that z′j ≤ z′′j , j = 1, ..., q, j 6= i, and z′i = z′′i , where zi

denotes the ith component of z.

Note that if w(t, ·) ∈ W, it follows that w(·, ·) is essen-
tially nonnegative [11] which implies that a time-varying
dynamical system whose dynamics are represented by
w(·, ·) exhibits solutions that belong to the nonnega-
tive orthant for all nonnegative initial conditions [11].
Throughout this paper, we use notation x ≤≤ y (respec-
tively, x << y), where x, y ∈ Rq, to denote that each
component of x and y satisfies inequality xi ≤ yi (re-
spectively, xi < yi), i = 1, . . . , q. Furthermore, we use e
to denote the vector given by e , [1, . . . , 1]T ∈ Rq. The
following result presents sufficient conditions for several
types of stability of time-varying sets with respect to
nonlinear time-varying dynamical systems using vector
Lyapunov functions.

Theorem 2.1 Consider the nonlinear time-varying dy-
namical system (1). Assume there exists a continuously
differentiable vector function V (t, x) = [V1, . . . , Vq]T :
[0,∞)×D → Q∩Rq

+, whereQ ⊂ Rq and 0 ∈ Q; a contin-
uous function w = [w1, . . . , wq]T : [0,∞)×Q → Rq; and
class K functions [15] α(·), β(·) such that Vi(t, x) = 0,
x ∈ Di(t), t ≥ t0, where Di(t) ⊂ D, t ≥ t0; Vi(t, x) > 0,
x ∈ D\Di(t), t ≥ t0, i = 1, . . . , q; Dt

0 = D0(t) ,
∩q

i=1Di(t) 6= Ø is a positively invariant time-varying set
with respect to (1) which is compact at each instant of
time t ≥ t0; w(t, ·) ∈ W; w(t, 0) = 0, t ≥ 0;

α(dist(x,D0(t))) ≤ eTV (t, x) ≤ β(dist(x,D0(t))),
(x, t) ∈ D × [0,∞), (2)

and

∂Vi(t, x)
∂t

+ V ′
i (t, x)f(t, x) ≤ wi(t, V (t, x)),

(x, t) ∈ D × [0,∞), i = 1, . . . , q. (3)

In addition, assume that the vector comparison system

ż(t) = w(t, z(t)), z(0) = z0, t ≥ t0, (4)

has a unique solution z(t), t ≥ t0, forward in time. Then
the following statements hold:

i) If the zero solution to (4) is uniformly Lyapunov stable,
then Dt

0 is uniformly Lyapunov stable with respect to
(1).

ii) If the zero solution to (4) is uniformly asymptotically
stable, then Dt

0 is uniformly asymptotically stable with
respect to (1).

iii) If D = Rn, Q = Rq, α(·) and β(·) are class K∞ func-
tions, and the zero solution to (4) is globally uniformly
asymptotically stable, then Dt

0 is globally uniformly
asymptotically stable with respect to (1).

iv) If there exist constants ν ≥ 1, α > 0, β > 0 such that,
instead of (2), the following inequality holds

α [dist(x,D0(t))]
ν ≤ eTV (t, x) ≤ β [dist(x,D0(t))]

ν
,

(x, t) ∈ D × [0,∞), (5)

and the zero solution to (4) is uniformly exponentially
stable, then Dt

0 is uniformly exponentially stable with
respect to (1).

v) If D = Rn, Q = Rq and there exist constants ν ≥ 1,
α > 0, β > 0 such that (5) holds and the zero solu-
tion to (4) is globally uniformly exponentially stable,
then Dt

0 is globally uniformly exponentially stable with
respect to (1).

Proof. i) Let ε > 0. It follows from uniform Lyapunov
stability of the nonlinear dynamical system (4) that
there exists µ = µ(ε) > 0 such that if ‖z0‖1 < µ and
z0 ∈ Rq

+, where ‖ · ‖1 denotes the absolute sum norm,
then ‖z(t)‖1 < α(ε), t ≥ t0, and z(t) ∈ Rq

+, t ≥ t0. Now,
choose z0 = V (t0, x0) ≥≥ 0, x0 ∈ D, t0 ∈ [0,∞), and,
for µ = µ(ε) > 0, choose δ = δ(µ(ε)) = δ(ε) > 0 such
that β(δ) = µ. Then, for x0 ∈ Oδ(D0(t0)), it follows
from (2) that

‖z0‖1 = eTz0 = eTV (t0, x0)≤ β(dist(x0,D0(t0)))
< β(δ) = µ, (6)

which implies that eTz(t) = ‖z(t)‖1 < α(ε), t ≥ t0.
Now, with z0 = V (t0, x0) ≥≥ 0 and the assumption that
w(t, ·) ∈ W it follows from (3) and the vector comparison
principle [25] that 0 ≤≤ V (t, x(t)) ≤≤ z(t), t ≥ t0.
Thus, using (2), it follows that if x0 ∈ Oδ(D0(t0)), then

α(dist(x(t),D0(t))) ≤ eTV (t, x(t)) ≤ eTz(t) < α(ε),
t ≥ t0, (7)

which implies that x(t) ∈ Oε(D0(t)), t ≥ t0. This proves
uniform Lyapunov stability of the time-varying set Dt

0
with respect to (1).

ii) Uniform Lyapunov stability of Dt
0 with respect to (1)

follows from i). Furthermore, since the zero solution to
(4) is uniformly asymptotically stable, there exists µ > 0
such that if ‖z0‖1 < µ, then limt→∞ z(t) = 0. As in
i), let z0 = V (t0, x0) ≥≥ 0, x0 ∈ D, t0 ∈ [0,∞), and
choose δ = δ(µ) > 0 such that β(δ) = µ. In this case, if
x0 ∈ Oδ(D0(t0)), it follows from (2) that

‖z0‖1 = eTz0 = eTV (t0, x0)≤ β(dist(x0,D0(t0)))
< β(δ) = µ, (8)
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which implies that limt→∞ z(t) = 0. Since w(t, ·) ∈ W
and z0 = V (t0, x0), it follows from (3) and the vector
comparison principle that 0 ≤≤ V (t, x(t)) ≤≤ z(t), t ≥
t0. Now, using (2), it follows that, for x0 ∈ Oδ(D0(t0)),

α(dist(x(t),D0(t))) ≤ eTV (t, x(t)) ≤ eTz(t), (9)

for all t ≥ t0. Since limt→∞ z(t) = 0, it follows from (9)
that limt→∞ dist(x(t),D0(t)) = 0 which proves uniform
asymptotic stability of Dt

0 with respect to (1).

iii) Uniform Lyapunov stability of Dt
0 follows from i).

Next, for any x0 ∈ Rn, t0 ∈ [0,∞), and z0 = V (t0, x0),
identical arguments as in ii) can be used to show that
limt→∞ dist(x(t), D0(t)) = 0, which, along with the uni-
form Lyapunov stability, implies global uniform asymp-
totic stability of Dt

0 with respect to (1).

iv) It follows from the uniform exponential stability of
the nonlinear dynamical system (4) that there exist pos-
itive constants γ, µ, and η such that if ‖z0‖1 < µ, then

‖z(t)‖1 ≤ γ‖z0‖1e−η(t−t0), t ≥ t0. (10)

As in i), let z0 = V (t0, x0) ≥≥ 0, x0 ∈ D, t0 ∈ [0,∞)

and choose δ = δ(µ) =
(

µ
β

) 1
ν

> 0. In this case, if x0 ∈
Oδ(D0(t0)), it follows from (5) that

‖z0‖1 = eTz0 = eTV (t0, x0)≤ β [dist(x0,D0(t0))]
ν

< βδν = µ. (11)

Since w(t, ·) ∈ W and z0 = V (t0, x0), it follows
from (3) and the vector comparison principle that
0 ≤≤ V (t, x(t)) ≤≤ z(t), t ≥ t0. Now, using (5) and
(10), it follows that, for x0 ∈ Oδ(D0(t0)),

α [dist(x(t),D0(t))]
ν ≤ eTV (t, x(t))
≤ eTz(t)
≤ γ‖z0‖1e−η(t−t0)

≤ γ β [dist(x0,D0(t0))]
ν
e−η(t−t0),

t ≥ t0, (12)

which implies that

dist(x(t),D0(t)) ≤
(

γβ

α

) 1
ν

dist(x0,D0(t0))e−
η
ν (t−t0),

t ≥ t0, (13)

establishing uniform exponential stability of Dt
0 with re-

spect to (1).

v) The proof is identical to the proof of iv). 2

Remark 2.1 If w(t, z) ≡ w(z), then uniform stability
of (4) is equivalent to the regular notion of stability for
autonomous systems.

Remark 2.2 Note that, if in Theorem 2.1,Di(t) , {x ∈
Rn : Xi(t, x) = 0}, t ≥ t0, where Xi : [0,∞)×Rn → Rsi

are continuous functions for all i = 1, . . . , q, then the
result of the theorem still holds for the definition of a
distance given by dist(x,D0(t)) ,

[XT(t, x)X (t, x)
] 1

2 ,
where X (t, x) , [XT

1 (t, x), . . . ,XT
q (t, x)]T.

Next, we use the result of Theorem 2.1 to design stabi-
lizing controllers for time-varying sets of multi-agent dy-
namical systems composed of q agents whose dynamics
are given by

ẋi(t) = fi(t, x(t)) + Gi(t, x(t))ui(t), t ≥ t0,

i = 1, . . . , q, (14)

where x(t) = [xT
1 (t) . . . , xT

q (t)]T, xi(t) ∈ Rni , t ≥ 0,
fi : [0,∞)× Rn → Rni and Gi : [0,∞)× Rn → Rni×mi

are continuous functions for all i = 1, . . . , q. Consider the
time-varying sets given by Di(t) , {x ∈ Rn : Xi(t, xi) =
0}, t ≥ t0, where Xi : [0,∞)×Rni → Rsi are continuous
functions for all i = 1, . . . , q. Define the motion of the
ith agent on the set Di(·) as xei(t), t ≥ t0, and note that
Xi(t, xei(t)) ≡ 0. Assume there exist vector functions
uei(t), t ≥ t0, i = 1, . . . , q, such that

Gi(t, xe(t))uei(t) = ẋei(t)− fi(t, xe(t)), t ≥ t0,

i = 1, . . . , q, (15)

where xe(t) , [xT
e1(t), . . . , x

T
eq(t)]T, t ≥ t0.

The next result presents a controller design that guar-
antees stabilization of a time-varying set for the time-
varying nonlinear dynamical system (14) using vector
Lyapunov functions.

Theorem 2.2 Consider the multi-agent dynamical
system given by (14). Assume there exist a continu-
ously differentiable, component decoupled vector func-
tion V : [0,∞) × Rn → Rq

+, that is, V (t, x) =
[V1(t, x1), . . . , Vq(t, xq)]T, (x, t) ∈ Rn× [0,∞); a contin-
uous function w = [w1, . . . , wq]T : [0,∞) × Rq

+ → Rq,
and class K functions α : [0,∞) → [0,∞) and β :
[0,∞) → [0,∞) such that Vi(t, xi) = 0, x ∈ Di(t) ⊂ Rn,
t ≥ t0, i = 1, . . . , q; Vi(t, xi) > 0, x ∈ Rn\Di(t), t ≥ t0,
i = 1, . . . , q; Dt

0 = D0(t) , ∩q
i=1Di(t) 6= Ø, t ≥ t0, is

a compact set at each t ≥ t0; w(t, ·) ∈ W; w(t, 0) = 0,
t ≥ 0;

α(dist(x,D0(t))) ≤ eTV (t, x)≤ β(dist(x,D0(t))),
(x, t) ∈ Rn × [0,∞), (16)

and, for all i = 1, . . . , q,

∂Vi(t, xi)
∂t

+ V ′
i (t, xi)fi(t, x)≤wi(t, V (t, x)),

(x, t) ∈ Ri, (17)
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where Ri , {(x, t) ∈ Rn × [0,∞) : V ′
i (t, xi)Gi(t, x) =

0}, i = 1, . . . , q. In addition, assume that the zero solu-
tion z(t) ≡ 0 to

ż(t) = w(t, z(t)), z(0) = z0, t ≥ t0, (18)

is uniformly asymptotically stable. Then Dt
0 is uniformly

asymptotically stable with respect to the nonlinear dy-
namical system (14) with the feedback control law u =
φ(t, x) = [φT

1 (t, x), . . . , φT
q (t, x)]T, x ∈ Rn, t ∈ [0,∞),

given by

φi(t, x) =





uei(t)−
(

c0i + µi(t,x)+
√

λi(t,x)

σT
i

(t,x)σi(t,x)

)
σi(t, x),

if σi(t, x) 6= 0;

uei(t), if σi(t, x) = 0,

(19)

where uei(t), t ≥ t0, satisfies (15), λi(t, x) , µ2
i (t, x) +

(σT
i (t, x)σi(t, x))2, µi(t, x) , ρi(t, x) − wi(t, V (t, x)) +

∂Vi(t,xi)
∂t + σT

i (t, x)uei(t), ρi(t, x) , V ′
i (t, xi)fi(t, x),

σi(t, x) , GT
i (t, x)V ′T

i (t, xi), and c0i > 0, i = 1, . . . , q.
If, in addition, α(·) and β(·) are class K∞ functions and
the zero solution z(t) ≡ 0 to (18) is globally uniformly
asymptotically stable, then Dt

0 is globally uniformly
asymptotically stable with respect to (14) with the feed-
back control law u = φ(t, x) given by (19). Furthermore,
if there exist constants ν ≥ 1, α > 0 and β > 0 such
that, instead of (16), the following inequality holds

α [dist(x,D0(t))]
ν ≤ eTV (t, x)≤ β [dist(x,D0(t))]

ν
,

(x, t) ∈ Rn × [0,∞), (20)

and the zero solution to (18) is uniformly exponentially
stable, then Dt

0 is uniformly exponentially stable with re-
spect to (14) with the feedback control law (19). Finally,
if (20) holds and the zero solution to (18) is globally uni-
formly exponentially stable, thenDt

0 is globally uniformly
exponentially stable with respect to (14) with the feedback
control law (19).

Proof. The vector Lyapunov derivative components
V̇i(·, ·), i = 1, . . . , q, along the trajectories of the closed-
loop system (14), with u = φ(t, x), (x, t) ∈ Rn × [0,∞),
given by (19), satisfy

V̇i(t, xi) =
∂Vi(t, xi)

∂t
+ ρi(t, x) + σT

i (t, x)φi(t, x)

=





∂Vi(t,xi)
∂t + ρi(t, x) + σT

i (t, x)uei(t)

−c0iσ
T
i (t, x)σi(t, x)− µi(t, x)

−
√

λi(t, x), if σi(t, x) 6= 0;
∂Vi(t,xi)

∂t + ρi(t, x), if σi(t, x) = 0,

≤wi(t, V (t, x)), (x, t) ∈ Rn × [0,∞).

Now, the result is a direct consequence of Theorem
2.1. 2

Remark 2.3 Note that if, in Theorem 2.2, q = 1, Dt
0 ≡

{0}, and (14) is a time-invariant system, then we can set
xe(t) ≡ 0, ue(t) ≡ 0, w(t, z) ≡ 0, and V (t, x) ≡ V (x).
In this case, the feedback control law (19) specializes to
Sontag’s universal formula [31].

Remark 2.4 If Ri = Ø, i = 1, . . . , q, then w(·, ·)
in (17) can be chosen arbitrarily so that the compari-
son system (18) is (globally) uniformly asymptotically
(respectively, exponentially) stable. In addition, since
Di(t) = {x ∈ Rn : Xi(t, xi) = 0}, t ≥ t0, then
Vi(·, ·), i = 1, . . . , q, can be chosen arbitrarily provided
that Vi(t, xi) = 0, x ∈ Di(t), t ≥ t0, Vi(t, xi) > 0,
x ∈ Rn\Di(t), t ≥ t0, i = 1, . . . , q, and (16) (respec-
tively, (20)) holds. For example, Vi(·, ·) can be taken
as Vi(t, xi) = XT

i (t, xi)PiXi(t, xi), xi ∈ Rni , where
Pi ∈ Rsi×si is such that Pi > 0, i = 1, . . . , q. In
this case, α(dist(x,D0(t))) = α [dist(x,D0(t))]

2
, where

0 < α ≤ mini=1,...,q{λmin(Pi)}, β(dist(x,D0(t))) =
β [dist(x,D0(t))]

2, where β ≥ maxi=1,...,q{λmax(Pi)},
and dist(x,D0(t)) ,

[XT(t, x)X (t, x)
] 1

2 , whereX (t, x) ,
[XT

1 (t, x1), . . . ,XT
q (t, xq)]T. In this case, it follows from

Remark 2.2 and Theorem 2.2 that for the closed-loop
system (14), (19) the time-varying set Dt

0 is (globally)
uniformly asymptotically (respectively, exponentially)
stable.

3 Control Design for Multi-Vehicle Coordi-
nated Motion

In this section, we apply the results of Section 2 to a
problem of coordinated motion of multiple vehicles in
pursuit of a (virtual) leader. Specifically, we design a
distributed feedback control law that drives individual
vehicles to a configuration with specified distance and
orientation with respect to a leader while maintaining
this configuration throughout the motion of the leader.
The leader can be either real or virtual. In the latter case,
the agents synthesize a motion with respect to which
they need to maintain a specified formation. To elucidate
the control design, consider planar motion of q agents
with the individual agent dynamics given by

ẍi(t) = uxi(t), xi(0) = xi0, ẋi(0) = ẋi0, t ≥ 0,

(21)
ÿi(t) = uyi(t), yi(0) = yi0, ẏi(0) = ẏi0, (22)

where xi : [0,∞) → R and yi : [0,∞) → R, i = 1, . . . , q,
are the displacements of the ith agent in the horizontal
and vertical directions, respectively, and uxi and uyi are
the control forces acting on the ith agent in the hori-
zontal and vertical directions, respectively. Next, define
ηi , [xi, yi, ẋi, ẏi]T, i = 1, . . . , q, and η , [ηT

1 , . . . , ηT
q ]T.
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Then the generalized dynamics (21), (22) for q agents
can be written in the state space form as

η̇(t) = (Iq ⊗A)η(t) + (Iq ⊗B)u(t), η(0) = η0,

t ≥ 0, (23)

where η0 = [ηT
10, . . . , η

T
q0]

T, ηi0 = [xi0, yi0, ẋi0, ẏi0]T, u ,
[uT

1 , . . . , uT
q ]T, ui , [uxi, uyi]T, “⊗” is the Kronecker

product [2], Iq ∈ Rq×q is the identity matrix, and A, B
are given by

A =




0 0 1 0

0 0 0 1

0 0 0 0

0 0 0 0




, B =




0 0

0 0

1 0

0 1




. (24)

Furthermore, we define the time-varying sets

Di(t) , {η ∈ R4q : ηi − pi(t) = 0}, t ≥ 0,

i = 1, . . . , q, (25)

where

pi(t) ,




xL(t) + lxiL

yL(t) + lyiL

ẋL(t)

ẏL(t)




, t ≥ 0, i = 1, . . . , q, (26)

xL(t), yL(t), t ≥ 0, are, respectively, horizontal and verti-
cal positions of the leader, ẋL(t), ẏL(t), t ≥ 0, are, respec-
tively, horizontal and vertical velocities of the leader, and
lxiL, lyiL ∈ R are, respectively, desired horizontal and
vertical distances between the ith agent and the leader.
Note that each set Di(t), t ≥ 0, i = 1, . . . , q, defines rel-
ative position and velocity of the ith agent with respect
to the leader. In order to construct the set Di(t), t ≥ 0,
i = 1, . . . , q, only the local information about the ith
agent position and velocity is needed. The position and
velocity of the leader at each instant of time are assumed
to be known. Furthermore, the intersection of the sets
(25) given by

Dt
0 = D0(t) ,

⋂

i=1,...,q

Di(t), t ≥ 0, (27)

characterizes the desired formation of agents with re-
spect to the leader where all agents maintain specified
distances and velocities with respect to the leader.

Remark 3.1 Note that this approach of characterizing
multi-vehicle formations via time-varying sets also cap-
tures formations where only neighbor-to-neighbor inter-
actions are permitted [14,26,28,12,3]. In this case, as

long as the connectivity graph describing the entire multi-
vehicle formation is strongly connected [10,12], the for-
mation is uniquely defined by a time-varying set charac-
terizing neighbor-to-neighbor relative positions and ve-
locities.

Next, we define the component decoupled vector func-
tion V : [0,∞) × R4q → Rq such that V (t, η) =
[V1(t, η1), . . . , Vq(t, ηq)]T, where

Vi(t, ηi) = (ηi − pi(t))TP (ηi − pi(t)), ηi ∈ R4,

t ≥ 0, i = 1, . . . , q, (28)

where

P =




1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1




> 0. (29)

Note that Vi(t, ηi) = 0, η ∈ Di(t), t ≥ 0, and Vi(t, ηi) >
0, η ∈ R4q \ Di(t), t ≥ 0, i = 1, . . . , q. In addition,
since λmin(P ) = λmax(P ) = 1, condition (20) is sat-
isfied with α = 1

2 , β = 2, ν = 2, dist(η,D0(t)) ,[
(η − p(t))T(η − p(t))

] 1
2 , η ∈ R4q, t ≥ 0, where p(t) ,

[pT
1 (t), . . . , pT

q (t)]T. Furthermore, it can be shown that,
for Ri , {(η, t) ∈ R4q × [0,∞) : V ′

i (t, ηi)B = 0},
i = 1, . . . , q, condition (17) is satisfied with

∂Vi(t, ηi(t))
∂t

+ V ′
i (t, ηi(t))Aηi(t)≤−γiVi(t, ηi(t)),

(η, t) ∈ Ri, i = 1, . . . , q, (30)

for

γi ∈ (0, 1], i = 1, . . . , q. (31)

In this case, the zero solution to (18) is globally expo-
nentially stable with

w(z) = [−γ1z1, . . . ,−γqzq]T. (32)

Hence, it follows from Theorem 2.2 that the time-varying
setDt

0 defined by (27) is globally uniformly exponentially
stable with respect to (23) with the feedback control law
ui = φi(t, ηi), i = 1, . . . , q, given by (19) with µi(t, ηi) ,
ρi(t, ηi) − wi(Vi(t, ηi)) + ∂Vi(t,ηi)

∂t + σT
i (t, ηi)uei(t),

ρi(t, ηi) , V ′
i (t, ηi)Aηi, σi(t, ηi) , BTV ′T

i (t, ηi),
uei(t) = [ẍL(t), ÿL(t)]T, and w(V (t, η)) given by (32).
Note that the feedback control law ui = φi(t, ηi),
i = 1, . . . , q, is a distributed control algorithm [28,3]
which uses only local information about relative posi-
tion and velocity of the ith agent with respect to the
leader. This allows to reproduce this controller without
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Fig. 1. Position phase portrait of two agents following the
leader.
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Fig. 2. Control forces in horizontal and vertical directions
versus time.

changing its structure as many times as the number of
agents in order to steer individual agent while main-
taining a specified formation with respect to the leader.

In the following simulation, we consider two agents pur-
suing a leader in a triangular formation. For this, we
set lx1L = −2, ly1L = 2

√
3, lx2L = −4, ly2L = 0,

c0i = 0.5, i = 1, 2, γi = 1
5 , i = 1, 2, η10 = [8, 3,−1,−3]T,

and η20 = [−3,−5, 3,−1]T. With this choice of the pa-
rameters lxiL and lyiL, i = 1, 2, the agents will form a
configuration of an equilateral triangle with respect to
the leader. Furthermore, the leader is set to be moving
counter-clockwise around a circle of radius 1 according
to xL(t) = cos t, yL(t) = sin t, t ≥ 0. For the feedback
controller (19), Figure 1 shows position phase portrait of
two agents following the leader and Figure 2 shows the
time history of the control forces acting on each agent.

-6 -4 -2 0 2 4 6 8
-6

-4

-2

0

2

4

6

 

 

1

2

Leader

x

y

Fig. 3. Position phase portrait of two agents following the
leader.
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Fig. 4. Control forces in horizontal and vertical directions
versus time.

Next, we compare the performance of the control law
(19) with the performance of two other cooperative con-
trol algorithms developed in [28] for the same formation
control problem as above with the same data. Specifi-
cally, the first control law that we consider for the system
(21), (22) is given by

[uxi(t), uyi(t)]T =−Kgh̃i(t)−Dgḣi(t)
−Kf (h̃i(t)− h̃i−1(t))
−Df (ḣi(t)− ḣi−1(t))
−Kf (h̃i(t)− h̃i+1(t))
−Df (ḣi(t)− ḣi+1(t)), t ≥ 0, (33)

where i = 1, 2, h̃i(t) , hi(t) − hid(t), hi(t) ,
[xi(t), yi(t)]T, hid(t) , [xL(t) + lxiL, yL(t) + lyiL]T,
h̃3(t) , h̃1(t), h̃0(t) , h̃2(t), h3(t) , h1(t), and h0(t) ,
h2(t). The control gains Kg ∈ R2×2, Dg ∈ R2×2 are

7
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Fig. 6. Control forces in horizontal and vertical directions
versus time.

positive-definite matrices and control gains Kf ∈ R2×2,
Df ∈ R2×2 are positive-semidefinite matrices. The sec-
ond control law for the system (21), (22) accounts for
the actuator saturation and is given by

[uxi(t), uyi(t)]T =−kg tanh(kh̃i(t))− dg tanh(kḣi(t))
−kf tanh[k(h̃i(t)− h̃i−1(t))]
−kf tanh[k(h̃i(t)− h̃i+1(t))], (34)

where kg > 0, k > 0, dg > 0, kf ≥ 0, and tanh(·) is the
hyperbolic tangent defined componentwise.

Figures 3 and 4 show the performance of the controller
(33) with Kg = Dg = Kf = Df = I2. Furthermore,
Figures 5 and 6 show the performance of the controller
(34) with kg = 7, dg = 5, kf = 5, and k = 1. In both
cases, the values of the control gains were slightly al-
tered from the ones in [28] to yield the best compromise
between the convergence time and the control effort. It

was observed that both controllers, (33) and (34), retain
a steady-state error between the desired and actual po-
sitions of each agent. This corresponds to a triangular
steady state formation of two agents with respect to the
leader that oscillates around a desired equilateral trian-
gle but never converges to it. Alternatively, controller
(19) ensures exponential stabilization of the desired for-
mation. In addition, the rate of change for the controller
(34) is significantly higher than that of (19) and (33).

4 Stability and Stabilization of Time-Invariant
Sets

In this section, we present results on stabilization of
time-invariant sets for time-invariant nonlinear dynam-
ical systems using vector Lyapunov functions. Consider
the time-invariant nonlinear dynamical system given by

ẋ(t) = f(x(t)), x(0) = x0, t ≥ 0, (35)

where x(t) ∈ D ⊆ Rn, t ≥ 0, is the system state vector,
D is an open set, 0 ∈ D, f(0) = 0, and f(·) is Lipschitz
continuous on D.

Definition 4.1 For the nonlinear dynamical system
(35), let D0 ⊂ D be a compact positively invariant set
with respect to (35). D0 is Lyapunov stable if, for ev-
ery open neighborhood O1 ⊆ D of D0, there exists an
open neighborhood O2 ⊆ O1 of D0 such that x(t) ∈ O1,
t ≥ 0, for all x0 ∈ O2. D0 is asymptotically stable
if it is Lyapunov stable and there exists a neighbor-
hood O1 of D0 such that dist(x(t),D0) → 0 as t → ∞
for all x0 ∈ O1. D0 is globally asymptotically sta-
ble if it is Lyapunov stable and dist(x(t),D0) → 0 as
t → ∞ for all x0 ∈ Rn. D0 is exponentially stable
if there exist α > 0, β > 0, and a neighborhood O1

of D0 such that dist(x(t),D0) ≤ α dist(x0,D0)e−βt,
t ≥ 0, for all x0 ∈ O1. Finally, D0 is globally expo-
nentially stable if there exist α > 0 and β > 0 such
that dist(x(t),D0) ≤ α dist(x0,D0)e−βt, t ≥ 0, for all
x0 ∈ Rn.

Theorem 4.1 Consider the nonlinear dynamical sys-
tem (35). Assume there exists a continuously differen-
tiable vector function V = [V1, . . . , Vq]T : D → Q ∩ Rq

+,
where Q ⊂ Rq and 0 ∈ Q, such that Vi(x) = 0, x ∈ Di,
where Di ⊂ D, i = 1, . . . , q; Vi(x) > 0, x ∈ D\Di,
i = 1, . . . , q; D0 , ∩q

i=1Di 6= Ø is a compact positively
invariant set with respect to (35), and

V ′(x)f(x) ≤≤ w(V (x)), x ∈ D, (36)

where w : Q → Rq is continuous, w(·) ∈ W, and w(0) =
0. In addition, assume that the vector comparison system

ż(t) = w(z(t)), z(0) = z0, t ≥ 0, (37)
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has a unique solution in forward time z(t), t ≥ 0. Then
the following statements hold:

i) If the zero solution z(t) ≡ 0 to (37) is Lyapunov stable,
then D0 is Lyapunov stable with respect to (35).

ii) If the zero solution z(t) ≡ 0 to (37) is asymptotically
stable, then D0 is asymptotically stable with respect to
(35).

iii) If D = Rn, Q = Rq, and v(x) , eTV (x), x ∈ Rn,
is such that v(x) → ∞ as dist(x,D0) → ∞, and the
zero solution z(t) ≡ 0 to (37) is globally asymptotically
stable, then D0 is globally asymptotically stable with
respect to (35).

iv) If there exist constants ν ≥ 1, α > 0, β > 0 such that

α[dist(x,D0)]ν ≤ eTV (x) ≤ β[dist(x,D0)]ν ,

x ∈ D, (38)

and the zero solution z(t) ≡ 0 to (37) is exponentially
stable, then D0 is exponentially stable with respect to
(35).

v) If D = Rn, Q = Rq, (38) holds for all x0 ∈ Rn, and
the zero solution z(t) ≡ 0 to (37) is globally exponen-
tially stable, then D0 is globally exponentially stable
with respect to (35).

Proof. The proof is similar to the proof of Theorem 2.1,
and hence, is omitted. 2

Next, we use the result of Theorem 4.1 to design con-
trollers to stabilize time-invariant sets for multi-agent
dynamical systems composed of q agents whose dynam-
ics are given by

ẋi(t) = fi(x(t)) + Gi(x(t))ui(t), t ≥ t0,

i = 1, . . . , q, (39)

where x(t) = [xT
1 (t) . . . , xT

q (t)]T, xi(t) ∈ Rni , t ≥ 0, fi :
Rn → Rni satisfying fi(0) = 0 and Gi : Rn → Rni×mi

are continuous functions for all i = 1, . . . , q, and ui(·),
i = 1, . . . , q, satisfy sufficient regularity conditions such
that the nonlinear dynamical system (39) has a unique
solution forward in time.

Theorem 4.2 Consider the multi-agent dynamical sys-
tem given by (39). Assume there exist a continuously
differentiable, component decoupled vector function V :
Rn → Rq

+, that is, V (x) = [V1(x1), . . . , Vq(xq)]T, x ∈
Rn, and continuous function w = [w1, . . . , wq]T : Rq

+ →
Rq, such that Vi(xi) = 0, x ∈ Di ⊂ Rn, i = 1, . . . , q;
Vi(xi) > 0, x ∈ Rn\Di, i = 1, . . . , q; D0 , ∩q

i=1Di 6= Ø
is a compact set; w(·) ∈ W; w(0) = 0, and, for all
i = 1, . . . , q,

V ′
i (xi)fi(x) ≤ wi(V (x)), x ∈ Ri, (40)

where Ri , {x ∈ Rn : V ′
i (xi)Gi(x) = 0}, i = 1, . . . , q.

In addition, assume that the zero solution z(t) ≡ 0 to (37)

is asymptotically stable. ThenD0 is asymptotically stable
with respect to the nonlinear dynamical system (39) with
the feedback control law u = φ(x) = [φT

1 (x), . . . , φT
q (x)]T,

x ∈ Rn, given by

φi(x) =





−
(

c0i + (ρi(x)−wi(V (x)))+
√

λi(x)

σT
i

(x)σi(x)

)
σi(x),

if σi(x) 6= 0;

0, if σi(x) = 0,

(41)

where λi(x) , (ρi(x) − wi(V (x)))2 + (σT
i (x)σi(x))2,

ρi(x) , V ′
i (xi)fi(x), x ∈ Rn, σi(x) , GT

i (x)V ′T
i (xi),

x ∈ Rn, and c0i > 0, i = 1, . . . , q. If, in addition,
v(x) , eTV (x), x ∈ Rn, is such that v(x) → ∞ as
dist(x,D0) →∞, and the zero solution z(t) ≡ 0 to (37) is
globally asymptotically stable, then D0 is globally asymp-
totically stable with respect to (39) with the feedback con-
trol law (41). Furthermore, if there exist constants ν ≥ 1,
α > 0 and β > 0 such that

α [dist(x,D0)]
ν ≤ eTV (x)≤ β [dist(x,D0)]

ν
,

x ∈ Rn, (42)

and the zero solution to (37) is exponentially stable, then
D0 is exponentially stable with respect to (39) with the
feedback control law (41). Finally, if (42) holds and the
zero solution to (37) is globally exponentially stable, then
D0 is globally exponentially stable with respect to (39)
with the feedback control law (41).

Proof. The vector Lyapunov derivative components
V̇i(·), i = 1, . . . , q, along the trajectories of the closed-
loop dynamical system (39), with u = φ(x), x ∈ Rn,
given by (41), are given by

V̇i(xi) = V ′
i (xi)[fi(x) + Gi(x)φi(x)]

= ρi(x) + σT
i (x)φi(x)

=





−c0iσ
T
i (x)σi(x)−

√
λi(x)

+wi(V (x)), if σi(x) 6= 0;

ρi(x), if σi(x) = 0,

≤wi(V (x)), x ∈ Rn. (43)

Now, the result is a direct consequence of Theorem
4.1. 2

Remark 4.1 As in Remark 2.4, ifRi = Ø, i = 1, . . . , q,
then w(·) in (40) and (41) can be chosen arbitrarily so
that the comparison system (37) is (globally) asymptot-
ically (respectively, exponentially) stable. In addition, if
Di = {x ∈ Rn : Xi(xi) = 0}, where Xi : Rni → Rsi are
continuous functions for all i = 1, . . . , q, then Vi(·), i =
1, . . . , q, can be chosen arbitrarily provided that Vi(xi) =
0, x ∈ Di, and Vi(xi) > 0, x ∈ Rn\Di, i = 1, . . . , q. For
example, Vi(·) can be taken as Vi(xi) = XT

i (xi)PiXi(xi),
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xi ∈ Rni , where Pi ∈ Rsi×si is such that Pi > 0,
i = 1, . . . , q.

5 Control Design for Static Formations

In this section, we apply the results of Section 4 to sta-
bilize static formations of multiple vehicles. Specifically,
we design a feedback control law that drives two agents
to a configuration with specified distance between the
agents and orientation with respect to the horizontal.
For this, consider the dynamics of two agents given by
(21), (22) and rewrite them in the state space form as

ξ̇1(t) = Aξ1(t) + Bũ1(t), ξ1(0) = ξ10, (44)
ξ̇2(t) = Aξ2(t) + Bũ2(t), ξ2(0) = ξ20, (45)

where ξ1 , [x1, x2, ẋ1, ẋ2]T, ξ2 , [y1, y2, ẏ1, ẏ2]T, ξ ,
[ξT

1 , ξT
2 ]T, ũ1 , [ux1, ux2]T, ũ2 , [uy1, uy2]T, and A, B

are given by (24). Next, define the sets D1 , {ξ ∈ R8 :
Eξ1−px = 0} andD2 , {ξ ∈ R8 : Eξ2−py = 0}, where

E =




1 −1 0 0

0 0 1 0

0 0 0 1


 , px ,




lx

0

0


 , py ,




ly

0

0


 , (46)

and lx, ly ∈ R. Note that D0 , D1 ∩ D2 determines a
family of formations for two agents where both agents are
at the equilibrium and the distance between the agents
and the angle with respect to the horizontal, respectively,
are given by

L = (l2x + l2y)
1
2 and θ =





arctan
(

ly
lx

)
, lx ≥ 0,

π + arctan
(

ly
lx

)
, lx < 0.

(47)

Furthermore, note that for any pair of L > 0 and θ ∈
[−π

2 , 3
2π], there exist unique lx ∈ R and ly ∈ R such

that (47) is satisfied. Next, define a component decou-
pled vector function V : R8 → R2 such that V (ξ) =
[V1(ξ1), V2(ξ2)]T, ξ = [ξT

1 , ξT
2 ]T ∈ R8, where

V1(ξ1) =
1
2
(Eξ1 − px)TP (Eξ1 − px), ξ1 ∈ R4, (48)

V2(ξ2) =
1
2
(Eξ2 − py)TP (Eξ2 − py), ξ2 ∈ R4, (49)

with

P =




2 1 0

1 2 0

0 0 1


 > 0. (50)

Note that Vi(ξi) = 0, ξ ∈ Di, and Vi(ξi) > 0, ξ ∈ R8\Di,
i = 1, 2. It can be shown that, for Ri , {ξ ∈ R8 :
V ′

i (ξi)B = 0}, condition (40) is satisfied with

V ′
i (ξi)Aξi ≤ −γiVi(ξi), ξ ∈ Ri, i = 1, 2, (51)

for

γi ∈ (0, 1], i = 1, 2. (52)

In this case, the zero solution to (37) is globally expo-
nentially stable with

w(V ) =

[
−γ1V1

−γ2V2

]
. (53)

Furthermore, since λmin(P ) = 1 and λmax(P ) = 3, con-
dition (42) is satisfied with α = 1

2 , β = 3
2 , ν = 2, and

dist(ξ,D0)

,
(

[(Eξ1 − px)T, (Eξ2 − py)T]

[
Eξ1 − px

Eξ2 − py

]) 1
2

,

ξ ∈ R8. (54)

Thus, it follows from Theorem 4.2 that D0 is globally
exponentially stable with respect to (44), (45) with the
feedback control law ũi = φi(ξi) given by (41) where
ρi(ξi) = V ′

i (ξi)Aξi, σi(ξi) = BTV ′
i
T(ξi), i = 1, 2, and

w(V ) is given by (53).

In the following simulation we set lx = 1√
2
, ly = 1√

2
,

c0i = 0.2, γi = 1
2 , i = 1, 2, ξ10 = [2, 5,−3, 2]T, and

ξ20 = [3, 4, 4, 1]T. With this choice of the parameters lx
and ly, the steady state distance between agents is 1 with
the angle with respect to the horizontal being π

4 . Figure
7 shows position phase portrait of two agents and Figure
8 shows the time history of the control forces acting on
each agent.

6 Conclusion

In this paper, we developed stability analysis and control
design framework for time-varying and time-invariant
sets of nonlinear time-varying dynamical systems.
Specifically, we presented sufficient conditions guar-
anteeing several types of stability of time-varying sets
using vector Lyapunov functions. Based on the stability
results, we developed a distributed control framework
for time-varying sets and applied it to stabilization of
moving formations of multiple agents in pursuit of a (vir-
tual) leader. It was shown that, for a system of planar
double integrators, the developed distributed control
algorithm globally exponentially stabilizes a specified
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versus time.

moving formation with respect to the leader. Further-
more, we developed stabilizing control framework for
time-invariant sets and applied it to globally exponen-
tially stabilize static formations of multiple vehicles.
Finally, it should be noted that the stability results for
time-varying and time-invariant sets of nonlinear dy-
namical systems developed in this paper can be used to
design various other control algorithms to achieve stable
coordinated motion of multi-vehicle systems. Further-
more, the results presented here for systems of double
integrators can be extended to more general models
using the feedback linearization technique [13].
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