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BoundaryObservers for Linear andQuasi-LinearHyperbolic

SystemswithApplication toFlowControl

Felipe Castillo a, Emmanuel Witrant a, Christophe Prieur a, Luc Dugard a

aGIPSA-Lab, 11 rue des mathématiques, BP 46, 38402 Saint Martin d’Hères Cedex, France

Abstract

In this paper we consider the problem of boundary observer design for one-dimensional first order linear and quasi-linear strict
hyperbolic systems with n rightward convecting transport PDEs. By means of Lyapunov based techniques, we derive some
sufficient conditions for exponential boundary observer design using only the information from the boundary control and the
boundary conditions. We consider static as well as dynamic boundary controls for the boundary observer design. The main
results are illustrated on the model of an inviscid incompressible flow.

Key words: Boundary observers; hyperbolic systems; infinite dimensional observer.

1 Introduction

Techniques based on Lyapunov functions are commonly
used for the stability analysis of infinite dimensional
dynamical systems, such as those described by strict hy-
perbolic partial differential equations (PDE). Many dis-
tributed physical systems are described by such models.
For example, the conservation laws describing process
evolution in open conservative systems are described
by hyperbolic PDEs. One of the main properties of this
class of PDE is the existence of the so-called Riemann
transformation which is a powerful tool for the proof
of classical solutions, analysis and control, among other
properties [2]. Among the potential applications, hy-
draulic networks [17], multiphase flow [14], road traffic
networks [9], gas flow in pipelines [3] or flow regulation
in deep pits [21] are of significant importance. The in-
terest on boundary observers comes from the fact that
measurements in distributed parameter systems are
usually not available. It is more common for sensors to
be located at the boundaries.

Control results for first-order hyperbolic systems do ex-
ist in the literature. In [13], sufficient conditions on the
structure of the control problem for controlability and
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observability of such systems are given. The stability
problem of the boundary control in hyperbolic systems
has been exhaustively investigated, e.g. in [5] [6] [7] [11]
[15], among other references. However, boundary ob-
servers for hyperbolic systems have been less explored.
The boundary observability of infinite dimensional lin-
ear systems has been discussed in [19] with operator
semigroups acting on Hilbert spaces. In [12], backstep-
ping boundary observer design for linear PDE’s has
been introduced where the observer gains are found
by solving a supplementary set of PDEs. Some of the
most recent results on observation of first order hyper-
bolic systems can be found in [1], where exponential
convergence has been shown by Lyapunov method, for
linearized hyperbolic models using boundary injections.
In [20], the problem of boundary stabilization and state
estimation for a 2 × 2 system of first order hyperbolic
linear PDEs with spatially varying coefficients is con-
sidered. In [4], discrete approximations of this kind
of systems have been used to address the observation
problem when having dynamics associated with the
boundary control. Nevertheless, a generalization for the
boundary observer design of linear and quasi-linear one-
dimensional conservation laws with static and dynamic
boundary control has not been found in the literature.

Let n be a positive integer and Θ be an open non-empty
convex set of Rn. In this work we consider the following
class of quasi-linear hyperbolic systems of order n:
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∂tξ(x, t) + Λ(ξ)∂xξ(x, t) = 0 ∀x ∈ [0, 1], t ≥ 0 (1)

where ξ : [0, 1] × [0,∞) → R
n and Λ is a continuously

differentiable diagonal matrix function Λ : Θ → R
n×n

such that Λ(ξ) = diag(λ1(ξ), λ2(ξ), ..., λn(ξ)). Let us as-
sume the following:

Assumption 1: The following inequalities hold:

0 < λ1(ξ) < λ2(ξ) < ... < λn(ξ) ∀ ξ ∈ Θ (2)

If Λ(ξ) = Λ, then (1) is a linear hyperbolic system given
by:

∂tξ(x, t) + Λ∂xξ(x, t) = 0 ∀x ∈ [0, 1], t ≥ 0 (3)

We consider two types of boundary control for the quasi-
linear hyperbolic system (1). The first one is a static
boundary control given by:

ξ(0, t) = uc(t) ∀t ≥ 0 (4)

and the second one is a dynamic boundary control:

Ẋc(t) = AXc(t) +Buc(t) (5)

ξ(0, t) = CXc(t) +Duc(t) ∀t ≥ 0

where Xc(t) ∈ R
n, A ∈ R

n×n, B ∈ R
n×n, C ∈ R

n×n,
D ∈ R

n×n and uc ∈ C1 ([0,∞),Rn). The initial condi-
tion is defined as:

ξ(x, 0) = ξ0(x), ∀x ∈ [0, 1] (6)

Xc(0) = X0
c (7)

Remark 1: The initial condition of (1) with static
boundary conditions (4) is given by (6).

It has been proved, (see e.g. [6] and [10] among other ref-
erences), that there exist a δ0 > 0 and a T > 0 such that
for every ξ0 ∈ H2((0, 1),Rn) satisfying |ξ0|H2((0,1),Rn) <
δ0 and the zero-order and one-order compatibility con-
ditions, the Cauchy problem ((1), (4) and (6)) and ((1),
(5), (6) and (7)) has a unique maximal classical solution
satisfying:

|ξ(., t)|H2 < δ0 ∀t ∈ [0, T ) (8)

Moreover, for linear hyperbolic systems (3), it holds for
T = +∞. For the quasi-linear hyperbolic system (1), the
following assumption is necessary for some of the results
considered later:

Assumption 2: Given a sufficiently small initial condi-
tion (6), the solutions for (1), with boundary condition
(4) or (5) and initial condition (6) are assumed to be
defined for all t > 0.

Remark 2: Under Assumption 1 and the boundary con-
ditions (4), there is no coupling between the states and
thus an observer can be designed for each state sepa-
rately. However, this is not true for the dynamic bound-
ary conditions (5) as it induces a coupling between the
states and motivates further analysis for the observer
design.

Our main contribution is to develop sufficient conditions
for infinite dimensional boundary observers design for
linear and quasi-linear strict hyperbolic systems with n
rightward convecting PDEs in presence of static (4) as
well as dynamic boundary control (5). To demonstrate
the asymptotic convergence of the estimation error, a
strict Lyapunov function formulation is used. The suf-
ficient conditions are derived in terms of the system’s
and boundary conditions dynamics. In Proposition 1
and Theorem 1, we present the sufficient conditions
for the observer design for linear hyperbolic systems
with static and dynamic boundary control, respec-
tively, ∀ ξ0 : [0, 1] → Θ. Then, in Theorems 2 and 3,
some sufficient conditions for boundary observer design
for quasi-linear hyperbolic systems are determined for
ξ0 : [0, 1] → Υ ⊂ Θ (the subset Υ is defined in details
in Section 4). Finally, in Section 5, we present some of
the main results applied to a flow speed boundary ob-
server for two inviscid incompressible flows coupled by
the boundary conditions.

Notation. By the expression H � 0 and H � 0 we
mean that the matrix H is a positive semi-definite and
a negative semi-definite matrix, respectively. H ≻ 0 and
H ≺ 0 stand for positive definite and negative definite,
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respectively. The usual Euclidian norm in R
n is denoted

by |.| and the associated matrix norm is denoted ‖.‖.
Given γ > 0, B(γ) is the open ball centered in 0 with
radius γ. Given g : [0, 1] → R

n, we define its L2-norm
(when is finite) as:

‖g‖L2 =

√

∫ 1

0

|g(x)|2dx

The H1-norm of g is given by ‖g‖H1 = ‖g‖L2 + ‖∂xg‖L2

and the L∞-norm of g is defined as:

‖g‖L∞ = sup
x∈(0,1)

{|g(x)|}

2 Problem Formulation

We consider the problem of establishing a Lyapunov ap-
proach to solve the problem of finding a state estimate

ξ̂ of ξ from the knowledge of the boundary control uc(t)
and ξ(1, t). More specifically, we focus on the design of
exponential boundary observers defined as follows:

Definition 1: Consider, for all x ∈ [0, 1] and t ≥ 0, the
boundary observer given by the following system:

∂tξ̂(x, t) + Λ(ξ̂)∂xξ̂(x, t) = 0 (9)

with the boundary conditions:

Ẋo(t) = f(Xo(t), uc(t), v(t)) (10)

ξ̂(0, t) = h(Xo(t), uc(t), v(t))

where v(t) ∈ R
n is the observer input, Xo(t) ∈ R

n, f :
R

n × R
n × R

n → R
n and h : Rn × R

n × R
n → R

n. The
initial condition is:

ξ̂(x, 0) = ξ̂0(x), Xo(0) = X0
o (11)

If there exist M0 > 0 and α0 > 0 such that for all ξ

(solution of (1), (4) and (6) or (1), (5) and (6)) and ξ̂
(solution of (9), (10) and (11)) the inequality

‖Xc(t)−Xo(t)‖
2 + ‖ξ̂(., t)− ξ(., t)‖2L2 (12)

≤ M0e
−α0t(‖Xc(0)−Xo(0)‖

2 + ‖ξ̂0 − ξ0‖2L2), ∀ t ≥ 0

holds, then (9) with boundary conditions (10) and ini-
tial condition (11) is called an exponential boundary
observer.

We dedicate the following two sections to the design
of exponential boundary observer design for linear and
quasi-linear hyperbolic systems with static boundary
control (4) and dynamic boundary control (5).

3 Boundary Observer for Linear Hyperbolic
Systems

The first problem we solve is the boundary observer
design for (3) and (6) with static boundary conditions
(4). The following proposition presents some sufficient
conditions for this boundary observer design:

Proposition 1. Consider the system (3) with static
boundary conditions (4) and initial condition (6). Let
P ∈ R

n×n be a diagonal positive definite matrix, µ > 0 be
a constant and L ∈ R

n×n be an observer gain such that:

e−µΛP − LTΛPL � 0 (13)

then:

∂tξ̂(x, t) + Λ∂xξ̂(x, t) = 0 (14)

ξ̂(0, t) = uc(t) + L(ξ(1, t)− ξ̂(1, t)) (15)

is an exponential boundary observer for all twice contin-

uously differentiable functions ξ̂0 : [0, 1] → Θ satisfying
the zero-order and one-order compatibility conditions.

Proof Define the estimation error ε = ξ − ξ̂ whose dy-
namics is given by:

∂tε(x, t) + Λ∂xε(x, t) = 0 (16)
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ε(0, t) = −L(ξ(1, t)− ξ̂(1, t)) = −Lε(1, t) (17)

The problem of the exponential convergence of (16) with
boundary conditions (17) has been already considered in
[6], However, we develop the proof for illustrating pur-
poses, the sake of completeness and to allow the discus-
sion of speed convergence. Given a diagonal positive def-
inite matrix P , consider the quadratic Lyapunov func-
tion candidate proposed by [7] and defined for all con-
tinuously differentiable functions ε : [0, 1] → Θ as:

V (ε) =

∫ 1

0

(

εTPε
)

e−µxdx (18)

where µ is a positive scalar. Computing the time deriva-
tive V̇ of V along the classical C1-solutions of (16) with
boundary conditions (17) yields to the following (after
integrating by parts):

V̇ = −
[

e−µxεTΛPε
]
∣

∣

1

0
− µ

∫ 1

0

(

εTΛPε
)

e−µxdx (19)

The boundary conditions (17) imply that:

V̇ =− εT (1)
[

e−µΛP − LTΛPL
]

ε(1)

− µ

∫ 1

0

(

εTΛPε
)

e−µxdx
(20)

where ε(1) = ε(1, t). For a positive small enough µ and
(13), the first term of (20) is always negative or zero.
From (2) it can be proved that there always exists an
̺ > 0 such that Λ > ̺In×n (e.g ̺ could be the smallest
eigenvalue of Λ). Moreover, the diagonality of P and Λ
implies that:

V̇ ≤ −µ̺V (ε) (21)

Therefore, the function (18) is a Lyapunov function for
the hyperbolic system (16) with boundary conditions
(17). This concludes the proof. �

Note that (13) and (21) imply that µ is a part of the
observer design as it explicitly enables to design the con-
vergence speed. As the value of µ increases, the smaller
the observer gain L has to be in order to satisfy (13).
Having an observer gain L = 0 gives a trivial solution for
Proposition 1. However, the boundary observer param-
eters µ and L allow the observer performance design.

The second problem we consider is the boundary ob-
server design for (3) and (6) with dynamic boundary
conditions (5). This is solved with the following theorem.

Theorem 1. Consider the system (3) with dynamic
boundary conditions (5) and initial condition (6)-(7).
Assume that there exist two diagonal positive definite
matrices P1, P2 ∈ R

n×n, a constant µ > 0 and an
observer gain L ∈ R

n×n such that:

[

ATP1 + P1A+ CTΛP2C + µΛP1 −P1L

−LTP1 −e−µΛP2

]

� 0

(22)

then:

∂tξ̂(x, t) + Λ∂xξ̂(x, t) = 0 (23)

˙̂
Xc = AX̂c +Buc(t) + L(ξ(1, t)− ξ̂(1, t)) (24)

ξ̂(0, t) = CX̂c +Duc(t)

is an exponential boundary observer for all twice con-

tinuously differentiable functions ξ̂0 : [0, 1] → Θ and

for all X̂0
c ∈ R

n satisfying the zero-order and one-order
compatibility conditions.

Proof Define the dynamics of the estimation error ε =

ξ − ξ̂ as follows:

∂tε(x, t) + Λ∂xε(x, t) = 0 (25)

with boundary conditions:
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ε̇c = Aεc − Lε(1, t) (26)

ε(0, t) = Cεc (27)

where εc = Xc−X̂c. Given the diagonal positive definite
matrices P1 and P2, consider, as an extension of the Lya-
punov function proposed in [7], the quadratic Lyapunov
function candidate defined for all continuously differen-
tiable functions ε : [0, 1] → Θ as:

V (ε, εc) = εTc P1εc +

∫ 1

0

(

εTP2ε
)

e−µxdx (28)

Note that (28) has some similarities with respect to the
Lyapunov function proposed in [16] for boundary control

with integral action. Computing the time derivative V̇ of
V along the classical C1-solutions of (25) with boundary
conditions (26) yields to the following:

V̇ =εTc
(

ATP1 + P1A
)

εc − ε(1)TLTP1εc − εTc P1Lε(1)

−
[

e−µxεTΛP2ε
] ∣

∣

1

0
− µ

∫ 1

0

(

εTΛP2ε
)

e−µxdx
(29)

which can be written in terms of the boundary conditions
as follows:

V̇ =− µε
T
c ΛP1εc − µ

∫

1

0

(

ε
TΛP2ε

)

e
−µx

dx+





εc

ε(1)





T

×





ATP1 + P1A+ CTΛP2C + µΛP1 −P1L

−LTP1 −e−µΛP2





×





εc

ε(1)





(30)

Note that (22) implies that the third term of (30) is
always negative or zero. Using the same procedure as in
the proof of Proposition 1, it can be easily shown that
there exists an ̺ > 0 such that:

V̇ ≤ −µ̺V (ε, εc) (31)

Therefore, the function (18) is a Lyapunov function for
the hyperbolic system (25) and (26). �

Note that the matrix inequality (22) considers, through
the Lyapunov matrices P1 and P2, the coupling between
the system’s dynamics and the boundary conditions dy-
namics. As in Proposition 1, the strictly positive con-
stant µ allows designing the convergence speed. Note
that for a fixed µ, (22) becomes an LMI that can be
solved using numerical procedures such as convex opti-
mization algorithms.

Remark 3: The previous results (namely Proposition
1 and Theorem 1) extend to first order hyperbolic sys-
tems with both negative and positive convecting speeds
(λ1 < ... < λm < 0 < λm+1 < ... < λn) by defining

the state description ξ =

[

ξ−

ξ+

]

, where ξ− ∈ R
m and

ξ+ ∈ R
n−m, and the variable transformation ξ̃(x, t)=

(

ξ−(1− x, t)

ξ+(x, t)

)

.

4 Boundary Observer for Quasi-Linear Hyper-
bolic Systems

In this section, under Assumption 2, we present suffi-
cient conditions for exponential observer design for the
quasi-linear hyperbolic system (1) and the boundary
controls (4) and (5).

From Assumption 2, we know that there exist ιi >
0, ∀ i ∈ [1, ..., n] and a unique C1 solution for (1) with
boundary conditions (4) or (5) and initial condition (6)
such that:

‖ξi(., t)‖H1 ≤ ιi, ∀ t ≥ 0, ∀ i ∈ [1, ..., n] (32)

where ιi ∈ R
+. Moreover, from compact injection from

H1(0, 1) to L∞(0, 1), we know that there exists Cξ

(which does not depend on the solution) such that:

‖ξi(., t)‖L∞ ≤ Cξ‖ξi(., t)‖H1 ≤ Cξιi =: γi,

∀ t ≥ 0, ∀ i ∈ [1, ..., n]
(33)

Define Γξ = diag(γ1, ..., γn) and the non empty subset:
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Υ := B(γ1)× ...×B(γn) ⊂ Θ (34)

As previously mentioned, the characteristic matrix Λ(ξ)
is continuous differentiable, implying that there exists a
Lipschitz constant γΛ > 0 such that:

∥

∥

∥

∥

∂ξΛ(ξ)

∥

∥

∥

∥

< γΛ, ∀ ξ ∈ Υ (35)

Also, from the continuity of Λ, the characteristic matrix
can be bounded as follows:

[Λ(ξ)− Λmin] � 0 and [Λmax − Λ(ξ)] � 0 ∀ ξ ∈ Υ
(36)

where Λmin,Λmax ∈ R
n×n are diagonal positive definite

matrices which can be chosen, for example, as:

Λmin = diag

(

min
ξ∈Υ

(λ1), ..,min
ξ∈Υ

(λn)

)

Λmax = diag

(

max
ξ∈Υ

(λ1), ...,max
ξ∈Υ

(λn)

) (37)

Using the previous definitions and assumptions, Theo-
rem 2 presents the sufficient conditions for the boundary
observer design for (1) with boundary control (4).

Theorem 2. Consider the system (1) with static bound-
ary conditions (4) and initial condition (6). Let P ∈
R

n×n be a diagonal positive definite matrix, µ > 0 be a
constant and L ∈ R

n×n be an observer gain such that:

e−µΛminP − LTΛmaxPL � 0

Λmin −
3

µ
γΛΓξ ≻ 0

(38)

are satisfied, then:

∂tξ̂(x, t) + Λ(ξ̂(x, t))∂xξ̂(x, t) = 0 (39)

ξ̂(0, t) = uc(t) + L(ξ(1, t)− ξ̂(1, t)) (40)

is an exponential boundary observer for all twice contin-

uously differentiable functions ξ̂0 : [0, 1] → Υ satisfying
the zero-order and one-order compatibility conditions.

Proof Defining ε = ξ−ξ̂, the dynamics of the estimation
error is given by:

∂tε(x, t) + Λ(ξ)∂xε(x, t) + ve = 0 (41)

with boundary condition

ε(0, t) = −Lε(1, t) (42)

where ve = (Λ(ξ)− Λ(ξ̂))ξ̂x. From (35), it is possible to
consider the term ve of (41) as a vanishing perturbation.

This implies that as ε → 0 in L2, (Λ(ξ) − Λ(ξ̂))ξ̂x →
0 in L2. From (32) and (35), this perturbation can be
bounded for all ξ : [0, 1] → Υ as follows:

‖ve‖L∞ = ‖(Λ(ξ)− Λ(ξ̂))ξ̂x‖L∞ ≤ γΛ‖Γξε‖L∞ (43)

Given a diagonal positive definitematrixP ∈ R
n×n, con-

sider (18) as a Lyapunov function candidate defined for
all continuously differentiable functions ε : [0, 1] → Υ.

Computing the time derivative V̇ of V along the classi-
cal C1-solutions of (41) with boundary conditions (42)
yields to the following:

V̇ =−

∫ 1

0

(

vTe Pε+ εTPve
)

e−µxdx

− µ

∫ 1

0

(

εTΛ(ξ)Pε
)

e−µxdx

+

∫ 1

0

(

εT∂ξΛ(ξ)ξxPε
)

e−µxdx−
[

e−µxεTΛ(ξ)Pε
] ∣

∣

1

0

(44)

Using (32), (35), (37) and (43), the time derivative of
the Lyapunov function can be bounded as:
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V̇ ≤− ε(1)T
[

e−µΛminP − LTΛmaxPL
]

ε(1)

− µ

∫ 1

0

[

εT (ΛminP −
3

µ
γΛΓξP )ε

]

e−µxdx
(45)

Conditions (38) imply that (45) is always negative. It
can be easily shown from condition (38) that there exists
a γε > 0 such that:

V̇ ≤ −µγεV (ε) (46)

where γε could be for example the smallest eigenvalue
of Λmin − 3

µ
γΛΓξ. Therefore, the function (18) is a

Lyapunov function for the hyperbolic system (25) with
boundary conditions (26) for all ξ : [0, 1] → Υ. �

Note that, unlike the linear hyperbolic case, not any µ >
0 ensures the stability of boundary observer for quasi-
linear hyperbolic systems. There is a minimum µ > 0
such that the condition (38) is satisfied. More precisely,
Assumption 1 implies that ΛminP ≻ 0. Therefore, there
exists a finite µ > µmin and a small enough L such that
(38) holds and thus such that (39)-(40) is an exponential
observer for the system (1) with boundary conditions
(4). The µmin can be determined for example as follows:

µmin = maxeig{3γΛΛ
−1
minΓξ} (47)

where maxeig stands for maximal eigenvalue. Equation
(47) implies that smaller values of µ are admissible when
having large convecting speeds, and therefore faster ob-
server convergence can be obtained.

In Theorem 3, sufficient conditions for the observer
design with dynamic boundary conditions (5) are pre-
sented.

Theorem 3. Consider the system (1) with dynamic
boundary condition (5) and initial conditions (6)-(7).
Assume that there exist two diagonal positive definite
matrices P1, P2 ∈ R

n×n, a constant µ > 0 and an
observer gain L ∈ R

n×n such that:









ATP1 + P1A+ CTΛmaxP2C −P1L

+µΛminP1 − 3γΛΓξP1

−LTP1 −e−µΛminP2









� 0

Λmin −
3

µ
γΛΓξ ≻ 0

(48)

are satisfied, then:

∂tξ̂(x, t) + Λ∂xξ̂(x, t) = 0 (49)

˙̂
Xc = AcX̂c +Bcu(t) + L(ξ(1, t)− ξ̂(1, t)) (50)

ξ̂(0, t) = CcX̂c +Dcu(t)

is an exponential boundary observer for all continu-

ously differentiable functions ξ̂0 : [0, 1] → Υ and for all

X̂0
c ∈ R

n satisfying the zero-order and one-order com-
patibility conditions.

Proof.Define the dynamics of the estimation error as in
(41) with boundary conditions (26). Using the same van-
ishing perturbation approach as in the proof of Theorem
2 and the Lyapunov function candidate (28) defined for
all continuously differentiable functions ε : [0, 1] → Υ
gives:

V̇ = εT
(

ATP1 + P1A
)

ε− ε(1)TLTP1ε− εTP1Lε(1)

−
[

e−µxεTΛ(ξ)P2ε
] ∣

∣

1

0
− µ

∫ 1

0

(

εTΛ(ξ)P2ε
)

e−µxdx

+

∫ 1

0

(

εT∂ξΛ(ξ)ξxP2ε
)

e−µxdx

−

∫ 1

0

(

vTe P2ε+ εTP2ve
)

e−µxdx

(51)

After expanding (51), we obtain the following:
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V̇ =− µ

∫ 1

0

(

εTΛ(ξ)P2ε
)

e−µxdx

+

∫ 1

0

(

εT∂ξΛ(ξ)ξxP2ε
)

e−µxdx

−

∫ 1

0

(

vTe P2ε+ εTP2ve
)

e−µxdx+

[

ε

ε(1)

]T

×









ATP1 + P1A+ −P1L

CTΛ(ξ(0))P2C

−LTP1 −e−µΛ(ξ(1))P2









[

ε

ε(1)

]

(52)

With the Schur complement, it can be easily shown that
for all ξ : [0, 1] → Υ:

[

ATP1 + P1A+ CTΛmaxP2C −P1L

−LTP1 −e−µΛminP2

]

−









ATP1 + P1A −P1L

+CTΛ(ξ(0))P2C

−LTP1 −e−µΛ(ξ(1))P2









≻ 0

(53)

Using (32), (35), (37) and (43), we can bound the Lya-
punov function time derivative as follows:

V̇ ≤ −µ

∫ 1

0

[(

εT (ΛminP2 −
3

µ
γΛΓξP2)ε

)]

e−µxdx

− µεT
[

ΛminP1 −
3

µ
γΛΓξP1

]

ε+

[

ε

ε(1)

]T

×















ATP1 + P1A

+CTΛmaxP2C −P1L

+µΛminP1 − 3γΛΓξP1

−LTP1 −e−µΛminP2















[

ε

ε(1)

]

(54)

The matrix inequalities in (48) imply that the third term
of (54) is always negative or zero. Thus, as detailed in
the proof of Theorem 2, it can be easily shown that:

V̇ ≤ −µγεV (ε, εc) (55)

Therefore, for a suitable γε > 0, the function (28) is a
Lyapunov function for the hyperbolic system (41) and
(26) for all ξ : [0, 1] → Υ. �

Like in Theorem 2, the value of µ cannot be any pos-
itive constant as it has some restrictions given by the
second line of (48). To perform the boundary observer
design, first a µ that satisfies the second line of (48) is
computed. Then, this value of µ is employed to compute
L, P1 and P2, solution of (48).

5 Application to an Incompressible Flow Speed
Estimation

In this section, we model an inviscid incompressible flow
inside a pipe of constant cross section using the Burger’s
equation (quasi-linear hyperbolic system). We solve the
state estimation problem using the boundary observer
design presented in the previous sections. We design
two boundary observers: one to observe the system with
static boundary conditions (Theorem 2) and a second
one to observe the system with dynamic boundary con-
ditions (Theorem 3).

Figure 1 presents the schematic of the estimation prob-
lem that we propose to illustrate the main results of
this work. As depicted, there are two tubes in parallel
which share a common input boundary system denoted
as Σ. The variables w1 and w2 describe the fluid speed
distribution of each tube, while uc1 and uc2 are the
system Σ control inputs. The system Σ is considered to
be a static system as well as a dynamic one with the
purpose of applying the results of Theorem 2 and 3, re-
spectively. In practice, for example, the measurements
at the outputs (w1(1, t) and w2(1, t)) could be obtained
directly by flow rate sensors and the actuation at the
left boundaries could be performed with ventilators.

w1(x,t)

w2(x,t)

Σ
uc1

uc2

w1(l,t)

w2(l,t)

l=1

Observer

w1(x,t)
w2(x,t)

Fig. 1. Schematic of the estimation problem
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To model the flow inside the pipes, let us consider the
one-dimensional inviscid Burger’s equation which is the
result of dropping the pressure term in the incompress-
ible Navier-Stockes equations [18]:

∂tw(x, t) + Λ(w(x, t))∂xw(x, t) = 0 (56)

where w = [w1, w2]
T and

Λ(w) =

[

w1(x, t) 0

0 w2(x, t)

]

(57)

Let us assume that (57) satisfies Assumption 1. Define
the following change of coordinates:

ξ1 = w1 − w̃1, ξ2 = w2 − w̃2 (58)

where w̃ = [w̃1, w̃2]
T is an arbitrary reference. With

these new coordinates (ξ1, ξ2), system (56) can be rewrit-
ten in the quasi-linear hyperbolic form (1) as follows:

∂t

(

ξ1

ξ2

)

+

[

ξ1 + w̃1 0

0 ξ2 + w̃2

]

∂x

(

ξ1

ξ2

)

=

(

0

0

)

(59)

Consider the dynamic boundary conditions according to
(5) with the respective matrices given by:

A =

[

−11 4

5 −8

]

, B =

[

8 6

4 10

]

,

C = I2, D = 02×2

(60)

and also consider the static boundary conditions given
by:

ξ(0, t) = −CA−1Buc(t) (61)

Note that due to (60), there is a coupling between the
control inputs and the boundary conditions. The static
boundary conditions (61) are chosen in such a way, with
the purpose of obtaining flow speeds of similar magni-
tudes as in the dynamic case and perform a comparison
using the same uc for both cases. We require, for the
boundary observer design, the definition of the subset
Υ as well as a Lipschitz constant according to (34) and
(35), respectively. We define w̃ = [7, 5]T . To build the
subset Υ, let us first establish the allowable flow speeds
variation as +/− 0.6 which gives:

w1 ∈ [6.4, 7.6] → ξ1 ∈ [−0.6, 0.6]

w2 ∈ [4.4, 5.6] → ξ2 ∈ [−0.6, 0.6]
(62)

From (34), the subset Υ can be defined as:

Υ := {B(0.6)×B(0.6)} (63)

Due to (57), the Lipschitz constant is γΛ = 1. From (62),
the characteristic matrix Λ(ξ) can be bounded according
to (37) with:

Λmin =

[

6.4 0

0 4.4

]

, Λmax =

[

7.6 0

0 5.6

]

(64)

For the boundary observer evaluation, the system con-
trol input uc varies with respect to time according to Fig-
ure 2. However, the variation magnitude is constrained
to ensure that ξ : [0, 1] → Υ. The same uc is used for the
dynamics and the static boundary conditions.

5.1 Static Boundary Observer

In this subsection, we design a boundary observer for
system (59) with static boundary conditions (61). From
the results of Theorem 2, it can be easily found that
for any µ > 0.48, the second inequality of (38) holds.
Considering

P =









1 0 0

0 1 0

0 0 1









, L1 =

[

0.3 −0.1

−0.2 0.3

]

,

µ = 0.6

(65)

9



Fig. 2. Boundary system inputs

which satisfy the conditions of (38), we obtain an expo-
nential boundary observer for (59) with boundary con-
ditions (61) for all ξ : [0, 1] → Υ. Note that the observer
gain L1 has been chosen to introduce a state coupling in
the observer design. In order to evaluate the effectiveness
of the observer, the Burger equations are simulated us-
ing a MacCormack numerical method combined with a
time varying diminishing (TVD) scheme. Figures 3 and
4 show the flow speed estimation error profile for each
tube using the static boundary observer (39)-(40) and
observer initial conditions [−0.5, 0.5]T ∈ Υ.

Fig. 3. Profile of the flow speed estimator error of Tube 1
using the boundary observer (39)-(40)

As depicted in Figures 3 and 4, the estimation error
converges to zero in finite time as expected from the
results of Theorem 2. The simulation results illustrate
the effectiveness of the proposed sufficient conditions for
exponential boundary observer design. Figure 5 depicts

the observer input v(t) = L(ξ(1, t) − ξ̂(1, t)) and 6 the
Lyapunov function (18).

5.2 Dynamic Boundary Observer

In this subsection, we design a boundary observer for sys-
tem (59) with dynamic boundary conditions (5). Once

Fig. 4. Profile of the flow speed estimator error of Tube 2
using the boundary observer (39)-(40)

v1(t)
v2(t)

Fig. 5. The time evolution of the observer input v(t).

Fig. 6. Time evolution of the Lyapunov function for the static
boundary conditions

again, we consider the initial conditions in Υ given by
(63) and the dynamic boundary conditions defined in
(60). We can easily verify that µ > 0.48 satisfies the sec-
ond inequality of (48). Choosing µ = 0.5 in (48) and
considering P1 = P2 yields an LMI for the unknown
variables L and P1. To find a suitable observer gain, a

10



convex optimization algorithm is used to find P1 as well
as L while maximizing Trace(L) (other criteria may be
used). The results obtained are the following:

L2 =

[

2.2556 −1.0795

−1.8259 1.2341

]

(66)

with the respective diagonal positive definite matrix as-
sociated with the Lyapunov function (18):

P1 = P2 =

[

0.2555 0

0 0.3433

]

Figures 7 and 8 show the results obtained with the ob-
server (49) - (50) with gain (66) and the observer initial
conditions [−0.5, 0.5]T ∈ Υ.

Fig. 7. Profile of the flow speed estimator error of Tube 1
using the boundary observer (49)-(50)

As depicted in Figures 7, and 8, the estimation error
converges to zero in finite time as expected from The-
orem 3. The simulation results illustrate the effective-
ness of the proposed sufficient conditions for exponential
boundary observer design. Figure 9 shows the observer

input v(t) = L(ξ(1, t) − ξ̂(1, t)) and 10 the Lyapunov
function (28).

6 Conclusion

In this paper, we designed boundary observers for linear
and quasi-linear hyperbolic systems with n rightward
convective transport PDEs. We obtained some sufficient

Fig. 8. Profile of the flow speed estimator error of Tube 2
using the boundary observer (49)-(50)

L(
ξ(
1,
t)-
ξ(
1,
t))

v1(t)
v2(t)

Fig. 9. The time evolution of the observer input v(t).

Fig. 10. Time evolution of the Lyapunov function for the
dynamic boundary conditions

conditions for exponential boundary observer design for
linear and quasi-linear first order hyperbolic PDE with
static and dynamic boundary control. We have demon-
strated the exponential convergence of the estimation
error by means of a Lyapunov function formulation. A
simulation example has shown the effectiveness of our

11



results for a quasi-linear hyperbolic system with static
and dynamic boundary control.

This work has many applications in different systems
governed by hyperbolic PDE. However, many questions
are still open. In particular, the boundary observer de-
sign of quasilinear first order hyperbolic systems with
dynamics boundary conditions and n rightward and m
leftward convective transport PDEs seems to be a chal-
lenging issue. The use of the Lyapunov function formu-
lated in [8] may be a good approach to address this issue.
The derivation of boundary observers for hyperbolic sys-
tems with non-linear dynamic boundary control is also
another interesting subject to investigate. A polytopic
extension of Theorems 1 and 3 seems to be a natural
extension of this work to address this issue.
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