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Abstract

This paper constructs a framework to describe and study dbedmated output regulation problem for multiple hetenogous linear
systems. Each agent is modeled as a general linear muhiple-multiple-output system with an autonomous exosysitédrich represents
the individual offset from the group reference for the agdrte multi-agent system as a whole has a group exogenotes vstath

represents the tracking reference for the whole group. Utlde constraints that the group exogenous output is onlgllp@vailable

to each agent and that the agents have only access to thgitbnes’ information, we propose observer-based feedbaokralers to

solve the coordinated output regulation problem using wufpedback information. A high-gain approach is used amditfiormation

interactions are allowed to be switched over a finite set @dfirnetworks containing both graphs that have a directedngpgtree and
graphs that do not. The fundamental relationship betweenirtformation interactions, the dwell time, the non-ideatidynamics of
different agents, and the high-gain parameters is givenulaitions are shown to validate the theoretical results.
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1 Introduction network of neutrally stable systems and polynomially un-
stable systems, the author of [17] proposes a design scheme
for achieving synchronization. The case of switching com-

Coordinated control of multi-agent systems has recentl s L . ;
g Y y munication topologies is considered in [18] and a so-called

drawn large attention due to its broad applications in phys- ;
ical, biological, social, and mechanical systems [2-5k Th consensus-based observer is proposed to guarantee leader-

key idea of “coordination” algorithm is to realize a giobal €SS Synchronization of multiple identical linear dynamic
emergence using only local information interactions [6,7] SyStems under a jointly connected communication topology.
The coordination problem of a single-integrator network Similar problems are also considered in [19] and [20], where
is fully studied with an emphasis on the system robust- & frequently connected communication topology is studied

ness to the input time delays and switching communication N [19] and an assumption on the neutral stability is im-
topologies [6-9], discrete-time dynamical models [10,11] Posed in [20]. The authors of [21] propose a neighbor-based
nonlinear couplings [12], the convergence speed evalua-obPserver to solve the synchronization problem for general

tion [13], the effects of quantization [14], and the leader- in€ar time-invariant systems. An individual-based obeer
follower tracking [15]. and a low-gain technique are used in [22] to synchronize a

group of linear systems with open-loop poles at most poly-
nomially unstable. In addition, the classical Laplaciarinra

is generalized in [23] to a so-called interaction matrix. A D
scaling approach is then used to stabilize this interactian

trix under both fixed and switching communication topolo-
gies. Synchronization of multiple heterogeneous linear sy
tems has been investigated under both fixed and switching
communication topologies [24—26]. A similar problem is
- studied in [27, 28], where a high-gain approach is proposed
* This paper was not presented at any IFAC meeting. A prelimi- to dominate the non-identical dynamics of the agents. The
nary version was presented at the 52nd Control and Decisiorn C  cases of frequently connected and jointly connected com-

Following these ideas, the study of coordination of mudtipl
linear dynamic systems becomes an attractive and fruitful
research direction for the control community recently. For
example, the authors of [16] generalize the existing works o
coordination of multiple single-integrator systems to¢hse

of multiple linear time-invariant single-input systemsrka

ference [1]. Corresponding author Z. Meng. Tel. +46-72938. munication topologies are studied in [29] and [30], respec-
Email addressesziyangm@kth. se (Ziyang Meng), tively, where a slow switching condition and a fast switch-
taoyang@kth. se (Tao Yang),dimos@kth.se (Dimos V. ing condition are presented. Recently, the generalizatin

Dimarogonas)kallej@kth.se (Karl H. Johansson).
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coordination of multiple linear dynamic systems to the co- graph,v; is the parent node ang is the child node. A di-

operative output regulation problem are studied in [31-33] rected path in a directed graph is a sequence of edges of

In addition, the study on the synchronization of homoge- the form (vi,v;), (vj, %),.... A directed tree is a directed

nous or heterogeneous networks with nonlinear couplings graph, where every node has exactly one parent except for

also attracts extensive attention [34-37]. one node, called the root, which has no parent, and the root
has a directed path to every other node. A directed graph

In this paper, we generalize the classical output reguiatio has a directed spanning tree if there exists at least one node

problem of an individual linear dynamic system to the co- having a directed path to all other nodes.

ordinated output regulation problem of multiple heteroge-

neous linear dynamic systems. We consider the case wherd=or a leader-follower graplG := (V,E), we haveV =

each agent has an individual offset and simultaneouslgther {vg,vi,...,vn}, E CV xV, where vy is the leader and

is a group tracking reference. The individual offset and the vy, vy, ..., v, denote the followers. The leader-follower ad-

group refer_ence are generated.by_a.utonomous_syst&ms ( jacency matrixA = [ajj] € RM+Dx(0+1) j5 defined such that

systems without inputs). Each individual offset is avaiab aj is positive if (vj,v;) € E while a; = 0 otherwise. Here

to its corresponding agent while the group reference can beywe assume thati = 0, i = 0,1,...,n, and the leader has

obtained only through constrained communication among ng parentj.e., aj =0,j = 0,1,---,n. The leader-follower

the agentsi.e., the group reference trajectory is available to “grounded” Laplacian matrixl = [I;;] € R™" associated

only a subset of the agents. Our goal is to find an observer- . +. . en . o o
based feedback controller for each agent such that the out-Wlth Als defined aj = 3 j_oaj andlij = —aj, where 7 |.

put of each agent converges to a given trajectory determined , ,
by the combination of the individual offset and the group !N this paper, we assume that the leader-follower communi-
reference. Motivated by the approach proposed in [27], we Cation topologyGy(y) is time-varying and switching from a
propose a unified observer to solve the coordinated outputfinite set{Gy}ker, wherel' = {1,2,...,d} is an index set
regulation problem of multiple heterogeneous generasline andd € N indicates its cardinality. We impose the technical
dynamics, where the open-loop poles of the agents can beconditionthaG ) is right continuous, where : [tp, «) — I’
exponentially unstable and the dynamics are allowed to beis a piecewise constant function of time. That is to say,
different both with respect to dimensions and parameters. G4y remains constant fot € [t;,t;,1), £ =0,1,... and
This relaxes the common assumption of identical dynam- switches at =t,, / =1,2,.... In addition, we assume that
ics [17,18,20,21,29] or open-loop poles at most polynomi- inf,(t;r1 —t;) > 1q >0, £ =0,1,..., with lim;_.t, = oo,
ally unstable [18,20,26]. The main contribution of this Wor ~ wherety is a constant known as the dwell time [38].
is that the information interaction is allowed to be switahi
from a graph set containing both a directed spanning treeLet the sets{A}ker and {Ly}ker be the leader-follower
set and a disconnected graph set for the case of heterogeadjacency matrices and leader-follower grounded Laptacia
neous linear systems. This extends the existing works on thematrices associated witfGy}yer, respectively. Conse-
case of fixed communication topologies [17,21,27,31]. The quently, the time-varying leader-follower adjacency rixatr
high-gain technique is used and the relationships betweenand time-varying leader-follower grounded Laplacian ma-
the dwell time [38], the non-identical dynamics among dif- trix are defined ad\; ) = [aj(t)] andLgq) = [lij (t)].
ferent agents and the high-gain parameters are also given.

_ . _ Other notation in this papehmin(P) and Amax(P) denote,
The remainder of the paper is organized as follows. In Sec- respectively, the minimum and maximum eigenvalues of a

tion 2, we give some basic definitions on network model. real symmetric matri®, PT denotes the transpose®fand
In Section 3, we formulate the problem of coordinated out- |, denotes the x n identity matrix.

put regulation of multiple heterogenous linear systems. We
then propose the state feedback control law with a unified )
observer design in Section 4. Two case studies are given in3 Problem Formulation
Section 5. Numerical studies are carried out in Section 6
to validate our designs of observer-based controllers and a3.1 Agent Dynamics
brief concluding remark is drawn in Section 7.
Suppose that we haveagents modeled by the linear MIMO

2 Network Model systems: .

X = A +Biui, (1)
We use graph theory to model the communication topol- Wherexi € R™ is the agent state)j € R™ is the control
ogy among agents. A directed graghconsists of a pair  input,Ai € R"™", andB; € R"*™M.
(V,E), whereV = {vy,vs,..., v} is a finite, nonempty set
of nodes andE C V x V is a set of ordered pairs of nodes. Also suppose that there is an individual autonomous exosys-
An edge(vi,vj) denotes that node; can obtain informa-  tem for eachv; €V,
tion from nodev;. All neighbors of nodev; are denoted as
Ni := {vj|(vj,vi) € E}. For an edggV;,v;) in a directed @ =S, 2



communication topologies.e.,

Agent j . n
G=> aj®%-y)
2,
w; i >
— > Agent i is available for each agemt € V, wherey; is an estimation
produced internally by each agente V.
e Fig. 2 gives an example of information flow among the

U; ? agents and the group autonomous exosystgrfor n = 3

agents.
Z;
Controller k—20{ Observer 3.3 Switching Topologies

For the communication topology s€Gy}ker, we assume
that G, Yk € I'c is a graph containing a directed span-
ning tree withvy rooted. Without loss of generality, we
wherew € RY% andS e R% ¥ relabellc := {1,2,....01} (1< & §_6), where §; € N.
The remaining graphs are labeled @g, vk € 'y, where

In addition, there is a group autonomous exosystem for the d := {01+ 1,01+ 2,...,8}. Denote the graph sk =

Fig. 1. Control architecture for agent

multi-agent system as a whole: {G«}ker, and the graph sétq = {Gy}ker,, respectively. We
also denotél'fg (t) and Ttg (t) the total activation time when
Xo = AoXo, 3) Go(c) € Gq and total activation time wheG,) € Gc dur-

ing ¢ € [fo,t) for fp > to.
wherexg € R andAg € RMoxMo,
Assumption 1 The dwell timery is a positive constant.
3.2 Control Architecture
Assumption 2 Given a positive constarg, there exists a
The control of each agent is supposed to have the structurdo = to such that F(t) > Kng (t) forallt > to.
shown in Fig. 1. More specifically, for the individual au-
tonomous exosystem tracking, available output infornmatio Remark 1 Note that a sufficient condition satisfying As-

for agentvi € V is sumption 2 is thaG is non-empty and given a ¥ 0 and
74 > 0, for any t> tg, the switching signab(t) satisfies
Ysi = CsiXi + Cuita, {t|Gg(t) € Ge} Nt,t+T] # 0. Such a condition is also re-
ferred as “frequently connected” condition.€., the com-
whereCsj € RP*M andCy; € RP1*4, munication topology that contains a directed spanning tree

is active frequently enough [19, 23]). Note that this condi-
For the group autonomous exosystem tracking, only tionimplies that there exists a time sequefcee Top < Ty <
neighbor-based output information is available due to the -* < T¢... such that{t|Gy ) € Gc} N[Tr, Trqa] # 0, for all
constrained communication. This means that not all the £{=0,1,..., where T,; —T, < 2T. Therefore, there exists a
agents have access 9. The available information is the  fo € [to,to+2T] such that F(t) > £ T(t) for all t > To.
neighbor-based sum of each agent’s own output relative to

that of its’ neighborsi.e., L
3.4 Control Objective

n
Gi= Z)aij () (Ydi — Yaj) The control objective of each agent is to track a given trajec

= tory determined by the combination of the group reference
_ ] _ Xo and the individual offseta, i = 1,2,...,n. Such a com-
is available for each agentec V, whereg;j (t),i=0,1,...,n, bination is captured by the coordinated output regulation
i=0,1,...,n,is entry(i, j) of the adjacency matri%\a(t) tracking error {.e., the total tracking error representing the
associated Wiﬂga(t) defined in Section 2 at tim yg; can combination of both individual tracking and group tracking
be represented by = Cyixi, i = 1,2, ...,n andygo = CoXo, of each agent):
whereCqi ¢ RPN i =1 2 ..., nandCy € RP2*™_ Also, the
relative estimation information is available using the sam g = DgiX; + Dwiy + DoXp. (4)



RARETHF

: | Given that Assumption 3 is satisfied, we can perform the
state transformation given in Step 1 of [27] by consideting

Fig. 2. Information flow associated with three agens vy, vs, Xi

the individual autonomous exosystemss, wy, w3, and the group andxp together. We can construct a new stgte- W | ¢y
autonomous exosystem)

w3 w2 w1

Xo
Thus, our objective is to guarantee thatlime(t) = 0. with the dynamics
We design an observer-based controller with available indi
vidual output information and neighbor-based group output L A A | B;
information to solve this problem. X = AiXi +Bili = oA i+ u, (6a)
22
For the system shown in Fig. 2, the overall control can cor- Vei _ Csi Ciny
respond to a formation control problem, wheseencodes =Cix = _ % (6b)
the relative position between each agent and the leadee whil Edi Cai Cizz

the leadeixy defines the overall motion of the group.
where g4i = Ydi — Yqo, and the details designs oN, A,
Bi, G are given in [27]. It was shown that paiA;,C;) is
4 Coordinated Output Regulation with Unified Ob- observable and the eigenvalues/j, are a subset of the
server Design eigenvalues of andAg, i =1,2,...,n.

As suggested by Fig. 1, the design procedure to solve the4.2 Regulated State feedback Control Law
coordinated output regulation problem includes two main
steps: the first one is the state feedback control desigrhandt \We now design a controller to regulateto zero for each
second one is the observer design for the group autonomous o
exosystem, the individual autonomous exosystem, and in-agent based on the state informatioa: [X‘l] , Wherexi; €
ternal state information for each agent. Xi2
R,
4.1 Redundant Modes We impose the following assumptions on the structure of
the systems.
Before designing state feedback control and distributed ob

server, we need first to remove the redundant modes thatAssumption 4
have no effect orys; andygi — Ydo- e (A, B)) is stabilizable, =1,...,n.
¢ (A, B;,Ds;) is right-invertible, i=1,...,n.
We impose the following assumptions on the structure of e (A;,Bj,Dsj) has no invariant zeros in the closed right-half
the systems. complex plane that coincide with the eigenvalues;06rS
Ao, i=1,....n.
Assumption 3

_ Lemma 1 Let Assumption 4 hold. Then, the regulator equa-
o | A Gsi i—1.2. .. .nisobservable. tions(7) are solvable and the state-feedback controlleru
lcail) T F (X1 — MiX2) + X2 ensures thalim; ,.&(t) =0, i =

e (S,Cui), i=1,2,....n is observable. 1,2...,n, wherell;, I'; are the solutions of the following
e (A9,Cp), i =1,2,...,nis observable. regulator equations
We first write the state and output of each agent in the com- Mifiz2 = Al + Az +BilT, (72)
pact form 0:D5il'li+[Dwi Do}, i=1,2...,n, (7b)

X; A 0O Xi B; and F is chosen such thatjA- BiF is Hurwitz.

(_” 0S0 “ O |u Proof: It follows from [39] and the similar analysis of proof

Xo 0 0A0| | % 0 of Lemma 3 in [27], we can show that the regulator equations



(7) are solvable given that Assumption 4 is satisfied. Then, Section 2 at time, si = 61X, i = 62X, i =1,...,n, 61 is

by considering;, = Ai22Xi2 as the exosystem amgd= Ajx +

first p1 rows of ¢, %> is the remainingp, rows of ¢, and

Biui as the system to be regulated for the classic output¥ = 0. In addition,S(¢) = diaglpe 1, 1,672,... 1pe™™),

regulation result [40], we know that = K (X1 — MiXi2) +
%2 ensures that lim,. & (t) =0,i =1,2...,n, wherell;
andr’; are the solutions of the regulator equations (7)m

We next design observers to estim&tebased on output
informationysi and{; for each agent.

4.3 Pseudo-identical Linear Transformation

Note that the individual offsety can be estimated by; and

the group referencg) can be estimated b§. In contrast, the
internal state informatior; for each agent can be obtained

by eitherys; or ¢. In this section, we use the combination
of ysi and ¢ to give a unified observer design.

We definey; = Tixi € RP", i =1,2,...,n, wheren = ng+
max—12_.n(Ni+0qi), p= p1+ p2, and

Ci
CA

Note thatT; is full column rank since the pai(A;,Ci),
i=1,2,...,nis observable. This implies thafTi is non-
singular. Therefore, it follows that

Xi = (A + L) xi + B, (8a)
l“]_%x,i_Lz”wm (8b)
€di
O lym_ 0 _

wheres? = lo p(‘r:) YVl erpempn oz — l 1,«% =TB;,
i

€ = [Ip O} € RP*P" for some matrixd; € RP*P",

4.4 Unified Observer Design

Motivated by [27], based on the available output informatio
ysi and the neighbor-based group output informatprthe
distributed observer is proposed for (8) as

Xi = (o + L)X+ Biui + (&) PET
« <[ Ysi ‘| B [ Ysi ])
3 1= (t) (Yai — Yaj) SToa OG- )
i—12...n, )

wherea;j(t),i=0,1,...,n, j=0,1,...,n, is entry(i, j) of
the adjacency matrid, ) associated witlG, ;) defined in

wheree € (0,1] is a positive constant to be determined, and
2 = 27 is a positive definite matrix satisfying

T_ T lpy O _
AP+ PA" —2P€ € P +1pm=0, (10)
p2

where 8 = minger, Bk and B¢ will be determined later.
Note that the existence of” is due to the fact that

(] o ]¢)

Lemma 2 e All the eigenvalues of Lare in the closed
right-half plane with those on the imaginary axis being
simple, where | is associated witlG, defined in Section
2, and soméSy € {Gybyer-

e Furthermore, all the eigenvalues of; lare in the open
right-half plane forGy € {Gy}ker.-

is observable.

Proof: See Theorem 4.29 in [41] and Lemma 1.6 in [48].

Lemma 3 Let Assumptions 1, 2, 4, and 3 hold and assume
2 (g
that k > 2-4mX6 1Al ?) \herea € (0,1). Then, there

exists are* € (0,1][H such that, it € (0, £*], limy_e (i (t) —
Xi(t))=0,i=12... n, for systemg9).

Proof: Note that for alli = 1,2,...,n, 31 saij(t)(Yai —

yaj) = Y1 lij () ((Yaj — Yao) = ¥ -1 1ij(t)eq;. Define xi =
Xi — Xi. It then follows from (8) and (9) that

Ysi — Ysi ‘|>
> 1lij(t)(eaj — V)
i=1,2...,n,

%4w+xwwam9w<[

wherelij(t), i=1,...,n, j=1,...,n, is the(i, j)th entry of
the adjacency matrik ;) associated Witi@(,(t) defined in
Section 2 at time. It foﬁows that

C1Xi

%gqmmxb’
i=1,2...,n

x#w+xmwaaﬁ%<[

1 The upper bound of the high-gain parameter may be conserva-
tive. We can use an empirical approach to derive a feasiblia
the practical applications.



By introducingé; = £ 1S *(g)X; and after some manipula-
tion, we have that

' “1éi
€& = (o + Le)& — PET q D ;
23 111ij(1)¢]

i=1,2...,n,
0
where % = =0(¢).
8T1+1Li5(8)
(g .
Note thatl 16 ] =%¢&, foralli=1,2,...,n. The overall
G2
dynamics can be written as
e = (Ih® o + % — (Ih@ 267)
0 00
X |n® PL +Lo‘® (IH®C€) Ea
0 01,
(11)
where& = [&].&],... &I and % = diag(Zie, Lo, - - »
Zne)-

Note that—Ly, k € I'c is a Hurwitz stable matrix accord-

ing to Lemma 2. Therefore, we can always guarantee thatlc. It then follows thatVy <

—Lk+ BkIn is also a Hurwitz stable matrix by choosifsg
sufficiently small. In particular, we choogg as a posi-
tive constant satisfying < minO{A(Lk)}, k€ I'¢, where
min{A (Lx)} denote the minimum value of all the real
parts of the eigenvalues &f;. Then, we define piecewise
Lyapunov function candidat = €T (Rk®@ 2~ 1)&, where
P is positive definite matrix satisfying

P(—Lk+ Bkln) + (—Lk+ Bkln)TH( =—lp<0, kelg,

A~ +(-LYTR<0, ke,
where the second inequality is due to Lemma 2.

It then follows that for alk € I,

Vi < 28T (R 27 a) E+ 28T (Ao 271) L&

o (e[3])
o (o[22

<E&T <PK® (@W+M@l_z%ﬂ l

00
€
Olpz‘|

—2¢7 '81 g] %)) E+28T (A2 1) £

-7 <<2&Lk— 20R) @ (€7

0 o]g))f
Yoo+ 247

o] 2) 7))
o))

<& (A (2~

_Zych Ipl
0

—ET<(H<L|<+LF1< 2BR) @ (€7

+2/\maX(Pk)Amax HLZeNIEN?
<-&(Re @ty

e[t

2/\max(H<)/\max )Hsz
EAmin(R)Amin(Z 1)
<-& (AR @2 Y)E,
2Amax(R)Amax(Z )12z |
EAmin(R)Amin(Z 1)
Amin(Z27Y) 2Amax(F)Amax(Z2 1) || -Ze ||
= ( € - EAmin(R)Amin (2771 )Vk’

+

Vi

+

Vi

where we have used (10) and the fact tifat B, k €
— 1AM, VK E T, if ||Z]| <

Amin(RAmin(Z#) W,Vke Me.

Do POAE () WhereAk =

On the other hand, for ak € Iy, we have that

Vi< 28T (A (2 1)) E+ 28T (A 2 71) L€

ol fs)
s3]

<& (Ae @%M + 2P )€

+ 2Amax(A) Amax( 2 )| Ll €]
_ ~1
ool 2 )
0 6lp, €
2/\max R) Amax(Z )HngVk
5/\m|n(H<)Amln( ) 7

|
where we have used (10). Note tAgfax (%T l P1

0
(4
0 6|Pz‘| )

= max{0,1}. It follows that Vi < 1AM, Yk € Tq, if
L]l < % where, = 2max{ 8,1} Amax(2),

vk e Ig.



Following the similar analysis of [38,43], we let= pJ on
[ti—1,tj) for pj € . Then, for anyt satlsfymgto <t <<

ty <t <tpq, defineV = e&T(Pyq ® 2~ 1)E for (11). We
have thaty{ € [tj_1,tj),

V() < e My y)

< e*%”(zf”’”V(tJfl), pj €T,
V(Q) < ey gy y)

< e%’\d(zft"’”v(tjfl), pj € g,

where A¢ = mingr A = W A = maer, Ak =
ax(Z) ax(Ro)

2max( 0, 1} Amax( 2). Definea = Jo247) mav jer 2243,

We then know thaw/(t;j) < alimyy, V(t). Thus, it follows

that

v(t) < ae oA T Oy 1),
wherep denotes times of SW|tch|ng durinf,t). Note that
p<t to . Given thatk > k* = A2 for someA € (0,A°),
it follows from Assumption 2 thall'g( ) > K*Tg( ) for all
t > To. This implies thath *Td(t) — A°TE(t) < —A(TA(t) +

ng (t)), for allt > tp and we therefore know that

V(t) < aPe #A -0y (fp)

"o g 1 (t-1o)

<ew V (fo)

Ina

_ e (BBt .

Furthermore, sex = aA®, where somer € (0,1). We then

have thak* = %ﬂf\mx) and

vy < o Loy

It follows that if € < %, we have for (11) that
€ty < cre 2l 8) 0 g gy

« [ Amax(Z?) maXer Amax(Fk)
wherec* = \/ Amin(27) Minger Amin(Fe)

aTy

* H 1 *
Therefore, we choose™ satisfying € < D P

and || -Ze+|| < Minger % It then follows that
||mt*)oo(X|( ) X|( )) | — 1 2 .

Remark 2 Note that the condition ok is necessary when

topology” beats that of “the bad topology” since the states
of open-loop systems might diverge very fast due to the ex-
istence of unstable modes. The paramatés used to de-
scribe the relationship betweeq ®) and '{d ), i.e, the
remaining times of “good topology and bad topology”,
respectively. The derived upper bound omight not be
tight. However, we would like to emphasize that the signif-
icance is on the qualitative effects instead of quantitativ
effects. In practical applications, we can use an empirical
approach to derive a feasible, as illustrated in Section 6.

From the unified observer design, we then have that

- _ ~ ~T AT .
= (') TXi=RKu%2 ', i=12...,n, (14

which will be used in the control input design.

4.5 Main Results

In this section, we show that the observer architecture in-
troduced in the previous sections provide an asymptoyicall
stable closed-loop system, as presented in Theorems 1 be-
low. The observer-based controller is proposed as

Ui = FXiy + (M — RM)Xz, (15)
wherell; andTl; are the solutions of the regulator equation
(7), andx;; andx;» can be obtained from (9).

Theorem 1 Let Assumptions 1, 2, 3 and 4 hold and assume

that K > % wherea € (0,1), 6 and 2
are given by(10). Then, there exists* € (0,1] such that, if
€ (0,€*], (15)ensures thaimi_.&(t) =0,i=1,2...,n,

for the multi-agent systelfi)-(4).

Proof: Follows from Lemmas 1 and 3, and the separation
principle. [ |

Remark 3 If the leader-follower communication topology
G is time-invariant, Assumptions 1 and 2 are not needed,
and therefore the high-gain parameter only depends on the
non-identical dynamics of the agents.

5 Case Studies

We notice that (9) give a unified way using; and ¢ to
estimatex;, w, andXy. One drawback of such a general
approach is that the dimension of the obseryemay be
unnecessarily large for some cases with special structures
We next give particular structural designs on two special
casesi.e, the case whe(A;,Cg;) is observable and the case
when (A;,Cyi) is observablél.

the communication topology is switching. Roughly speak- 2 These two cases are special cases of the first item of Assampti
ing, we need to guarantee that the influence of “the good 3.



Agent J
e .
Wi i L >
— 1 Agent:
Ysi
Ug
Wi Agent Gi
Controller observer
Group
observer

Fig. 3. Control architecture for agent

5.1 Case l:(A;,Cs) is observable

In this section, we usg;; to estimate both; andw and use

(i to estimatexg. The control of each agent has the structure

shown in Fig. 3.

We replace the first item of Assumption 3 with thiat, Cg;),
foralli=12,...,nis observable.

Step I: redundant mode remove

We first write the state and outputxfandcw for each agent
in the compact form

X _[A-o X Bilu_

Q 0S| | o] "
X

ysi:{csicwi} m]-

We can then construct a new state-\W [ X ] and perform

the state transformation such that

Biui = lAi ém])_(i-l-[ i] Ui,
0 A 0

ysi = CiXi = [Csi Cilz} Xi.

I
I
Pl
X
+

Similar to Section 4.1, we can show that the g&,C) is
observable and the eigenvalues/, are a subset of the
eigenvalues 0§,i=1,2,....n.

Step Il: agent observer

Based on the information of the individual output informa-
tion ys;i, the following individual observer for each agent
is proposed

/)_(\i = A/T(\. +Biui + Ky (C|/_)Z| — ysi) s (18a)
[fiTaaqT]T :Vviils_(\ia i = 1,2,....n, (18b)

whereKy; is chosen such tha + KaCi is Hurwitz stable,
i=1,2...,n.

Step llI: group observer

We transform (3) into its canonical form. Defigg = ToXg €
RP, where

Co
To = :
CoAX "
Therefore, it follows that

Xo = (0 + 20)Xos
Yo = %oXo,

where.a = lo alt RPOPM, 7o =
0 O

0

Then, based on the neighbor-based group outputinformation

¢i, the distributed observer is proposed

Xo = (o+%o)%o — Se) 260 <Zoaij (t) (Vaii — Yaj)
j=

- iau(ﬂ(ﬂ—?j)),
=

(20a)

)/(\Oi = (TOTTO)ilTOTX\Oiv i= 17 2... N, (20b)
where ajj(t), i =0,1,...,n, j =0,1,...,n, is entry (i, )

of the adjacency matrif, ;) associated withGy) de-
fined in Section 2 at timg, the relative estimation informa-
tion y7_o&;j(t)(%i — ;) is obtained using the communica-
tion infrastructure withy; = Cyi% — %0Xoi,i = 1,2,...,nand
Yo = 0. In addition,S(¢) = diaglpe 1, 1pe72,...,Ipe0),
wheree € (0,1] is a positive constant, ang? = 27 is a
positive definite matrix satisfying

AP+ Py —20P60 60D +pry =0,  (21)



and@ is a positive constant satisfying) < %mir@kegc

minO{A (Ly)}. Agent j
Step IV: controller design
. > € .
The observer-based controller is proposed as wl—» Agent i
EE—
U =FX+ (T —FNy)@+ (M2 —FRN2)%i,  (22) y s
1
whereflly;, 'q5, My, andl 5 are the solutions of the following . L ]
regulator equations @;_| Individual | Gi
observer
Controller
MyuS =AMy +Bily, (23a)
0 = DsilM1; + D, (23b) Coupled
M2iAg = Ailai +Bil 2, (23c) | observer [+
0 = Dsjl5; + Do, i= 1,2...,n, (23d) Zo;
andF; is chosen such thd; + BiF is Hurwitz. Fig. 4. Control architecture for agemt
Corollary 2 Let Assumptions 1, 2, 3 (the first item is re- the state transformation such that
placed by that/A,Csi) is observable), and 4 hold and as- _
2 . . .
sume thak > %, WAherea € (Q, 1),.6 and & are % = A% +Bil = A 6412 i+ Bi Ui,
given by(21). Also, letx; and @ be obtained ir(18), andxy; 0 A2z 0

be obtained if(20). Then, there exists € (0,1] such that, if — _ 7.
€€ (0,&], (22) ensures thalim;_,., &(t) =0,i=1,2...,n, & = CiX = [Cdi Cilz} X
for the multi-agent systeifi)-(4).

Similarly, we can show that pai,C;i) is observable and
Proof: The proof is straightforward following the similar  the eigenvalues o are a subset of the eigenvaluesgf
analysis given in Lemmas 1 and 3. [ | i=12...,n

Step IlI: coupled observer
5.2 Case Il:(A;,Cqi) is observable

We next definey; = Tix € RP", i =1,2,...,n, wheren =
In this section, we usg;j to estimatey and use; to estimate No+ MaX—_12__nNi, and
bothx; andxg. The control of each agent is supposed to have

the structure shown in Fig. 4. G
We also replace the first item of Assumption 3 with that Ti= :
(A, Cqi), foralli=1,2,... nis observable. Ciﬂ?*l

Step |: redundant mode remove Therefore, it follows that

We first write the state and outputxfandxg for each agent Xi = (o + L)X + B (26a)
in the compact form ’
ei=%x, i=12,...,n, (26b)
X | _ A0 |IX Bi| 0 lym 1 0 _
ol 10 A | % + 0 Ui, wheres = 0 p(rg) € RPN A4 — , B =TiB;,
[
Xi _ pxpn i pxpn
edi = Ydi — Yo = [Cdi —Co} ol € [Ip 0} eR for some matrix.i € R .
o Based on the neighbor-based group output informafjon
(] the distributed observer is proposed for (26) as
We can then construct a new state- W '| and perform R R
| %o | Xi =( + L)X + Biui + S(e) PET




X (j;aij(t)()’di —Ydj) — J;a@j(t)(?i —)7,-)> , (27a)

X%t =W T X, i =120, (27h)
whereg;j(t), i =0,1,...,n, j=0,1,...,n, is entry(i, j) of
the adjacency matriR, ) associated witl, ;) defined in
Section 2 attime, i = ¢Xi, i =1,2,...,n, Yo = 0. In addi-
tion, S(¢) = diaglpe1,1p672,...,Ipe™ "), wheree € (0,1]
is a positive constant, and? = 227 is a positive definite
matrix satisfying

AP+ PAT—20PC" € P +1n=0,  (28)
where® is a positive constant satisfying) < %mi%
minO{A (Ly)}.

kECc

Step llI: individual observer

Based on the information ofi and the individual output
informationys;, the following individual observer for each
agent is proposed

@ = S +Ksi (Csi% +Cui® —¥si), i = 1,2...,n, (29)

whereKg; is chosen such th& + KsiCy is Hurwitz stable.

Step IV: controller design

The observer-based controller is proposed as
U = F% + (M — FMy)@ + (M2 — FM2)%i,  (30)

wherelly;, 'y, Myj, andl 5 are the solutions of the following
regulator equations

MyS =AMy +Bil g, (31a)
0= Dsinli + |:)wi, (31b)
MoiAg = Aillyi + Bil 2, (31c)
0=DgilMy+Dg, i=12...,n (31d)

andF; is chosen such th&; + B;jF is Hurwitz.

Corollary 3 Let Assumptions 1, 2, 3 (the first item is re-
placed by that(A;,Cy;) is observable), and 4 hold and as-

sume thak > %’W, wherea € (0,1), 8 and & are
given by(28). Also, let andXq; be obtained i{27), andy

be obtained if(29). Then, there exists; < (0,1] such that, if
€ €(0,&], (30) ensures thalim; . &(t) =0,i=1,2...,n,

for the multi-agent systeifi)-(4).

Proof: See [1]. ]
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6 Simulation Results

In this section, we illustrate the theoretical results. Sider

a network of three agents as shown in Fig. 2. We assume that
the adjacency matrii, ;) associated witls ) is switching
periodically. Denote = 0,20,40....

0000
1010
0100’

0010

0000
1000
0101]°

0010

10000
1000
0100’

0010

0000
0000
0000’

0000

when t € [(,(+6),

when t € [( 46,0+ 12),

b
|

when t € [( 412,/ +18),

when t € [( 418,/ + 20).

Example 1

We give an example to validate Theorem 1, the dynamics of

0 30 0
the agents are describedAs= [0 0 2|,B1= |0/,
0-10 1
10 1
CleCd1=D51={1ll},A2= 1,Bz=l ],0522
0 1
0 1
[10].Co=[01].De=[11] A= \Bs=
-2 -2

0

L] ,Cg=Cy3=Dg = {1 O] The dynamics of the in-
dividual autonomous exosystems are describe& as 0,
Cwi=Dwi=-1,i=123, andw;(0) = —2, wp(0) = —4,
and ws3(0) = —6. The dynamics of the group autonomous

PNICRIE!

exosystem are described Ag = [
Dg = —Co.

Following the design scheme proposed in Section 4, for
the solutions of regulator equations (7), we have that

1 10345 —0.4138
A= [_1 —45 6|, Ny = |0 01379 03448 |,
0 —0.1724 00690



Example 2
15

TRy
gy ——
‘I|I|I|I|I|I|I|I|

We next give an example to validate Corollary 2. In
10 I B, I
LTI v

1 this section, the dynamics of the agents are described as

1

2
(T T 3 ion: :
A :

i | A=]00 2|Bi=|0[,Ca=Cn=Da=[111]
Il i
0-10 1

(%))

| VBN A —
T e T IR Ol Rt DA VA 2 =
_51M"”I|” 1|||'\““/// Vol \,\\‘/,I’ ‘,\‘\‘/’,, \\\\ t, N
|\I‘|\levll|||lml.,, N A \ 7y /
|\I‘|\I||l|'lﬁ|1|(llll|| W ‘o o, / '
...... N/ o N N N
||IJ||I\|“||\I|IWII|I|I Az =
-10 i b 3 =
L||II|I|I| W' ! "
|
15

01 0 .
], Bz—l ].Csz—cdz—Dsz—[lo
00 1 .

0 1

O -
],53— u,csa—cdg_osg_[lo_.

"I:Ill:mlﬂﬁ:::: The dynamics of the individual autonomous exosystem are

15, 5 0 15 20 25 30 3 40 described asgu (t) =0, wy(t) =0, andws(t) = 0. The dy-
t(s) namics of the group autonomous exosystem are described

01
Fig. 5. Output convergence of system (1), (2), and (3) under t asAg= l ] ,Co= [1 0}, Do = —Co.
observer-based controller (15) for Theorem 1 -10

5°mmun:‘ Following the design scheme proposed in Section 5.1,
40 !i'fml'::a ==y, | for the solutions of regulator equations (23), we have
lll|!|!?||
: N el P 1.0345 —0.4138
i .
2oty ] that Fy = | -1 45 —6, Mz1 = | 01379 03448 |,
NI
10;‘3'“”"“' ,. ] _0.1724 00690
I|||l
o?:::;‘,'“g l.'%"'u?m _____ S F21 = [0.0690 01724] for agentvy, F> = [ -2 -3],
_zoLzl" ,w‘ | 2= |T2= {—1 0] or agentvp, F3 = {0 —1},
iyl
-30 nl'n:l:l:l:l: 1 10
fhitl g Moz = , Moz = [1 2] for agentvs. We also have
-40 |1|I|i|l| 4 01
”:llﬂ'"
' i i i i i i T T T
Ka1 =[-0.75,—4,-1.29", Keo =[-3,-2]", Kaz =[-1,2]
Yoo woow o - ® for (18), £ = 0.2 for (20) andé = 0.1 for (21).

Fig. 6. Error convergence of system (1), (2), and (3) under th Figs. 7 and 8 show, respectively, the state convergence and
observer-based controller (15) for Theorem 1 the error convergence of system (1), (2), and (3) under the
observer-based controller (22). We see that coordinated ou
put regulation is realized even when there exists multiple
heterogenous dynamics and the information interactioms ar
switching. This agrees with Corollary 2.

r1= [0 00690 01724] for agentvs, Fo = [ -2 6,
_ [o 04 02

, o= [0 -0.2 0.6} for agent vy,
106 02

Example 3

110
P = [0 —1}' Ms = lo 0 111 M= [2 1 2} for agent e give an example to validate Corollary 3, the dynam-

v3. We also have = 0.2 for (9) andf = 0.1 for (10). 030
ics of the agents are describedds= |0 0 2|, B1=
Figs. 5 and 6 show, respectively, the state convergence and 0-10

the error convergence of system (1), (2), and (3) under the

observer-based controller (15). We see that coordinated ou | O

put regulation is realized even when there exists multiple | Cq = Cyqy = Dy = [1 1 1}_ Ay =
heterogenous dynamics and the information interactioms ar ’

switching. This agrees with Theorem 1. 1

01
, B =
oo]

11
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— =V,

o w N e

10

15 20 25
t(s)

30

Fig. 7. Output convergence of system (1), (2), and (3) under t
observer-based controller (22) for Corollary 2

5

C= =V

\ - — =V

=

15 20 25
t(s)

10 30

Fig. 8. Error convergence of system (1), (2), and (3) under th
observer-based controller (22) for Corollary 2

0 0 1
, B
1 -2 -2
0
1

[ ] Cy3=Cy3=Dg = {1 O] The dynamics of the in-

3 =

]’CQZCdZZDsz:[l o]Agzl

dividual autonomous exosystems are describe& as0,

Cwi=Dwi=-1,i=123, andw;(0) = —2, wp(0) = —4,

and w3(0) = —6. The dynamics of the group autonomous
01

exosystem are described ag = [ 0], Co = [1 0},

Do = —Co.

Following the design scheme proposed in Section 5.2,
for the solutions of regulator equations (31), we have

12

1
thatFy = | -1 —45 —6], Mi1=1]0|,T11=0,Mp =
0
1.0345 —0.4138
0.1379 03448 |, Mo = [0.0690 01724} for agent
—0.1724 00690

1 10
V1,F2:{—2—3}.|'|12: 0 yT12=0,Mp= o1l

0 -1, Ma= Lﬂ

10
[13=—-2,Ty3= [O 1‘|, 3= [1 2} for agentvs. We

M2 = {—1 0] for agentvs, F3 = [

also haves = 0.2 for (27), 6 = 0.1 for (28), andKgj = 1,
i=1,23for (29),

Figs. 9 and 10 show, respectively, the state convergence and
the error convergence of system (1), (2), and (3) under the
observer-based controller (30). We see that coordinated ou
put regulation is realized even when there exists multiple
heterogenous dynamics and the information interactioms ar
switching. This agrees with Corollary 3.

7 Conclusions

This paper studied the coordinated output regulation prob-
lem of multiple heterogeneous linear systems. We first for-
mulated the coordinated output regulation problem and-spec
ified the information that is available for each agent. A khigh
gain based distributed observer and an individual observer
were introduced for each agent and observer-based con-
trollers were designed to solve the problem. The infornmatio
interactions among the agents and the group autonomous
exosystem were allowed to be switching over a finite set
of fixed networks containing both the graph having a span-
ning tree and the graph having not. The relationship of the
information interactions, the dwell time, the non-ideatic
dynamics of different agents, and the high-gain parameters
were also given. Simulations were given to validate the the-
oretical results. Future directions include relaxing the

time assumption.
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