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Abstract

The LuGre friction model is used in the current literature to describe the friction phenomenon for mechanical systems. In this
paper, we focus on the hysteresis behaviour of the model. More precisely, we describe analytically the hysteresis loop of the
model through the concepts of consistency and strong consistency. The description is illustrated by numerical simulations.
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1 Introduction

Friction is a nonlinear phenomenon that originates from
the contact of two bodies. It has two types of charac-
teristics, static and dynamic. The static characteristics
of friction include the stiction friction, the kinetic force
(the Coulomb force), the viscous force, and the Stribeck
effect which are functions of steady state velocity. The
static friction models give the friction force as a function
of velocity and only describe the steady-state behaviour
between velocity and friction force. Static friction mod-
els are discontinuous at zero velocity with a dependence
on the sign of velocity [1].
This discontinuity does not reflect accurately the real
friction behaviour and may cause errors in numerical
simulations, or even instability in the algorithms de-
signed to compensate friction [1].
Dynamic friction models capture properties that can-
not be captured by typical static friction models; for in-
stance, presliding displacement related to the elastic and
plastic deformations of asperities, frictional lag, that is
the delay in the change of friction force as a function of
a change of velocity, and stick-slip motion. These mod-
els do not present a discontinuity at zero velocity which
makes them more suitable for numerical simulations and
friction compensation [1].
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Dahl friction model is a dynamic model whose steady–
state is the Coulomb friction [5]. The main contribution
of the model is that it takes into account the existence of
hysteresis between the presliding friction force input and
the displacement output that is observed experimentally
[1]. However, Dahl model does not capture the Stribeck
effect. An improvement of this model is implemented in
the LuGre model [4] which captures some essential prop-
erties of friction such as hysteresis and Stribeck effect
and thus can describe stick-slip motion [2]. Therefore,
it has been used to describe the friction phenomenon
for mechanical systems [10,2]. Necessary and sufficient
conditions for the dissipativity of the LuGre model are
given in [3]. Also, the model has been used for friction
compensation [7,12,13].
In this paper, we focus on the hysteresis behaviour of
the LuGre model. More precisely, we investigate the an-
alytical expression of the hysteresis loop of the model
through the concepts of consistency and strong consis-
tency [8]. These concepts are particularly useful when
dealing with rate–dependent hysteresis as is the case of
the LuGre model. The reader is referred to [8] for a more
detailed explanation and motivation of the concepts of
consistency and strong consistency.
The paper is organized as follows. Section 2 presents the
needed background from [8]. The problem statement is
formulated in Section 3. The main results of this paper
are presented in Section 4. These results are commented
upon is Section 5, and a simulation example is provided
in Section 6. The conclusion is given in Section 7.
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2 Background Results

This section summarizes the results obtained in [8].

2.1 Class of inputs

The Lebesgue measure on R is denoted µ. For a mea-
surable function p : I ⊂ R+ → Rm, ‖p‖∞,I denotes the
essential supremum of |p| on I where | · | is the Euclidean
norm on Rm. When I = R+, it is denoted ‖p‖∞.
Consider the Sobolev spaceW 1,∞(R+,Rn) of absolutely
continuous functions u : R+ → Rn, where n is a posi-
tive integer. For this class of functions, the derivative u̇
is defined a.e, and we have ‖u‖∞ <∞, ‖u̇‖∞ <∞.
For u ∈ W 1,∞(R+,Rn), let ρu : R+ → R+ be the total

variation of u on [0, t], that is ρu(t) =
∫ t
0
|u̇(τ)|dτ ∈ R+.

The function ρu is well defined, nondecreasing and ab-
solutely continuous. Observe that ρu may not be invert-
ible. Let Iu be the range of ρu.

Lemma 1 [8] Let u ∈ W 1,∞(R+,Rn) be non-constant
so that Iu is not reduced to a single point. Then there
exists a unique functionψu ∈W 1,∞(Iu,Rn) that satisfies

ψu ◦ρu = u. The function ψu satisfies ‖ψ̇u‖∞,Iu = 1 and

µ
[{
% ∈ Iu/ψ̇u(%) is not defined or |ψ̇u(%)| 6= 1

}]
= 0.

Lemma 2 [8] Define sγ(t) = t/γ,∀γ > 0, t ≥ 0. Then
∀γ > 0, Iu◦sγ = Iu and ψu◦sγ = ψu.

2.2 Class of operators

Let Ξ be a set of initial conditions and consider the
operator H : W 1,∞(R+,Rn) × Ξ → L∞(R+,Rm).
The operator H is said to be causal if [14, p.60]:
∀
(
u1, ξ

0
)
,
(
u2, ξ

0
)
∈ W 1,∞(R+,Rn) × Ξ, ∀τ > 0 if

u1 = u2 on [0, τ ] then H
(
u1, ξ

0
)

= H
(
u2, ξ

0
)

on [0, τ ].

Assumption 3 [8] Let (u, ξ0) ∈W 1,∞(R+,Rn)×Ξ and
y = H

(
u, ξ0

)
∈ L∞(R+,Rm); if ∃θ ∈ R+ such that u is

constant on [θ,∞), then y is constant on [θ,∞).

Lemma 4 [8] Assume that H : W 1,∞(R+,Rn) × Ξ →
L∞(R+,Rm) is causal and satisfies Assumption 3. Then,
∃!ϕu ∈ L∞(Iu,Rm) that satisfies ϕu ◦ ρu = y. Moreover
‖ϕu‖∞,Iu ≤ ‖y‖∞. If y is continuous on R+, then ϕu is
continuous on Iu and we have ‖ϕu‖∞,Iu = ‖y‖∞.

2.3 Definition of consistency and strong consistency

Definition 5 [8] Let (u, ξ0) ∈ W 1,∞(R+,Rn) × Ξ.
Consider an operator H : W 1,∞(R+,Rn) × Ξ →
L∞(R+,Rm) that is causal and that satisfies As-
sumption 3. The operator H is said to be consistent
with respect to (u, ξ0) if the sequence of functions
{ϕu◦sγ}γ>0 converges in L∞(Iu,Rm) as γ →∞. Denote
L∞(Iu,Rm) 3 ϕ?u = limγ→∞ ϕu◦sγ .

Observe that, in Definition 5 of consistency, the input u
needs not be periodic. Now, to characterize the hysteresis
loop of the operatorHwe introduce the concept of strong
consistency.

Definition 6 [8] Let T > 0. A T -periodic function w :
R+ → R is said to be wave periodic if there exists some
T+ ∈ (0, T ) such that

• The function w is continuous on R+

• The function w is continuously differentiable on
(0, T+) and on (T+, T )

• The function w is increasing on (0, T+) and is decreas-
ing on (T+, T )

Lemma 7 [8] If the input u ∈ W 1,∞(R+,Rn) is
non-constant and T -periodic, then Iu = R+ and
ψu ∈ W 1,∞(R+,Rn) is ρu (T )-periodic. Furthermore,
if n = 1 and u is wave periodic, then a more precise
result can be stated. The function ψu is also wave peri-
odic and ψ̇u (%) = 1 for almost all % ∈ (0, ρu (T+)) and

ψ̇u (%) = −1 for almost all % ∈ (ρu (T+) , ρu (T )).

∀k ∈ N, let ϕ?u,k ∈ L∞ ([0, ρu (T )] ,Rm) be defined as

ϕ?u,k (%) = ϕ?u (ρu (T ) k + %) ,∀% ∈ [0, ρu (T )].

Definition 8 [8] Let (u, ξ0) ∈ W 1,∞(R+,Rn) × Ξ.
Consider an operator H : W 1,∞(R+,Rn) × Ξ →
L∞(R+,Rm) that is causal and that satisfies Assump-
tion 3. The operator H is said to be strongly con-
sistent with respect to (u, ξ0) if it is consistent with
respect to (u, ξ0), and the sequence of functions ϕ?u,k
converges in L∞ ([0, ρu (T )] ,Rm) as k → ∞. Define
L∞ ([0, ρu (T )] ,Rm) 3 ϕ◦u = limk→∞ ϕ?u,k.

If the operator H is strongly consistent with respect to
(u, ξ0), then the graph {(ψu (%) , ϕ◦u (%)) , % ∈ [0, ρu (T )]}
represents the so-called hysteresis loop.

3 Problem Statement

The LuGre model is given by [2]:

ẋ (t) =−σ0
|u̇ (t)|
g (u̇ (t))

x (t) + u̇ (t) , (1)

x(0) = x0, (2)

F (t) = σ0x (t) + σ1ẋ (t) + f (u̇ (t)) , (3)

where t ≥ 0 denotes time; the parameters σ0 > 0
and σ1 > 0 are respectively the stiffness and the mi-
croscopic damping friction coefficients; the function
g ∈ C0 (R,R) represents the macrodamping friction
with g (ϑ) > 0,∀ϑ ∈ R; x(t) ∈ R is the average de-
flection of the bristles; x0 ∈ R is the initial state;
u ∈ W 1,∞ (R+,R) is the relative displacement and is
the input of the system; F (t) is the friction force and is
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the output of the system; and f ∈ C0 (R,R).
In Equation (1), the function g(u̇) is measurable, thus,
the differential equation (1) can be seen as a linear
time-varying system that satisfies all assumptions of
[6, Theorem 3]. This implies that a unique absolutely
continuous solution of (1) exists on R+.
On the other hand, defineMu = supα∈[−‖u̇‖∞,‖u̇‖∞] g(α).
Then 0 < Mu < ∞ since g is continuous and
g (ϑ) > 0,∀ϑ ∈ R. We also have 0 < g (u̇ (t)) ≤ Mu

for almost all t ≥ 0. Thus it follows from [2] that
|x(t)| ≤ Mu

σ0
,∀t ≥ 0 if |x0| ≤ Mu

σ0
. If |x0| > Mu

σ0

then |x(t)| ≤ |x0|,∀t ≥ 0. Thus, ∀x0 ∈ R we have
x ∈W 1,∞ (R+,R).
Now, in equations (1)-(3), consider the operator
H : W 1,∞(R+,R) × R → L∞(R+,R) such that
H(u, x0) = F . Then it can be shown that H is causal
and satisfies Assumption 3. This implies that the con-
cepts introduced in Section 2 apply.
∀γ > 0, when the input u ◦ sγ is used instead of u,
system (1)-(3) becomes

ẋγ (t) =−σ0

∣∣∣ u̇◦sγ(t)γ

∣∣∣
g
(
u̇◦sγ(t)

γ

)xγ (t) +
u̇ ◦ sγ (t)

γ
, (4)

xγ(0) = x0, (5)

Fγ (t) = σ0xγ (t) + σ1ẋγ (t) + f

(
u̇ ◦ sγ (t)

γ

)
. (6)

Lemma 4 shows that there exists a unique func-
tion xu◦sγ ∈ L∞ (Iu,R) ∩ C0 (Iu,R) such that
xu◦sγ ◦ ρu◦sγ = xγ , a unique function vu ∈ L∞(Iu,R)
such that vu ◦ ρu = u̇, and a unique function
ϕu◦sγ ∈ L∞ (Iu,R) such that ϕu◦sγ ◦ ρu◦sγ = Fγ . Using
the change of variables % = ρu◦sγ (t), it follows that

ẋu◦sγ (%) =− σ0

g
(
vu(%)
γ

)xu◦sγ (%) + ψ̇u (%) , (7)

xu◦sγ (0) = x0, (8)

ϕu◦sγ (%) = σ0xu◦sγ (%) +
σ1
γ
|vu (%)| ẋu◦sγ (%)

+f

(
vu (%)

γ

)
, (9)

for all γ > 0 and for almost all % ∈ Iu.

Problem statement : The aim of this paper is to analyze
the convergence properties of the sequence of functions
ϕu◦sγ in order to study the consistency and strong con-
sistency of the operator H and find the analytical ex-
pression of the hysteresis loop of the operator H.

4 Main Results

This section presents the main results of the paper, which
are given in Theorem 9.

Theorem 9 Consider the LuGre model given by
equations (7)-(9) in which u ∈ W 1,∞(R+,R) is
non–constant. Then there exist E, γ1 > 0 such that
‖Fγ‖∞ ≤ E, ∀γ > γ1. The operator H is consistent with
respect to (u, x0) and ∀% ∈ Iu we have

ϕ?u (%) = σ0e
−σ0%
g(0)

[
x0+

%∫
0

e
σ0τ

g(0) ·ψ̇u (τ) dτ
]
+f (0) . (10)

Moreover, if u is T -periodic, then the operator H is
strongly consistent with respect to (u, x0) and

ϕ◦u (%) = σ0e
−σ0%
g(0)

[ϕ◦u (0)

σ0
+

%∫
0

e
σ0τ

g(0) · ψ̇u (τ) dτ
]

+ f (0)

∀% ∈ [0, ρu (T )] . (11)

Suppose now that the input u is wave periodic.
Denote umax = u (T+) and umin = u(0). Then,
ρu (T+) = umax − umin, ρu (T ) = 2 (umax − umin).

Define c = σ0(umax−umin)
g(0) , α = 2

1+e−c . Then

ϕ◦u (%) = g(0)
[
1− αe−

σ0%

g(0)
]

+ f (0)

∀% ∈
[
0, ρu

(
T+
)]

(12)

ϕ◦u (%) = g(0)
[
− 1 + αe

−σ0(%−ρu(T+))
g(0)

]
+ f(0)

∀% ∈
[
ρu
(
T+
)
, ρu (T )

]
. (13)

PROOF. Consider the linear system with input ψ̇u and
output h ∈W 1,∞ (Iu,R).

ḣ(%) =− σ0
g (0)

h(%) + ψ̇u(%),∀% ∈ Iu (14)

h(0) = x0, (15)

The solution of (14)-(15) is

h (%) = e
−σ0%
g(0)

[
x0 +

%∫
0

e
σ0τ

g(0) ψ̇u (τ) dτ
]
,∀% ∈ Iu. (16)

Define W = h2. From (14)-(15) it follows that

W (0) = x20 and Ẇ = − 2σ0

g(0)W + 2 ψ̇uh. By Lemma 1

we have ‖ψ̇u‖∞,Iu = 1 so that Ẇ ≤ − 2σ0

g(0) W + 2
√
W .

This leads to Ẇ ≤ 0, whenever W >
( g(0)
σ0

)2
. Using [9,

Lemma 17] it comes that W ≤ max
(
x20,
(
g(0)
σ0

)2)
so that

|h (%)| ≤ max
(
|x0| , g(0)σ0

)
,∀% ∈ Iu. We now claim that

limγ→∞ ‖χγ‖∞,Iu = 0, where χγ : Iu → R is defined
a.e. as χγ (%) = 1

g(
vu(%)
γ )
− 1
g(0) . Indeed, let ε > 0. Since g

is continuous and non-zero, we have limϑ→0
1

g(ϑ) = 1
g(0) .
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Hence there exists some δε > 0 that depend solely on
ε, such that | 1

g(ϑ) −
1
g(0) | < ε, whenever ϑ ∈ (−δε, δε).

By Lemma 4 we have ‖vu‖∞,Iu ≤ ‖u̇‖∞. Thus there

exists γ? > 0 such that
‖vu‖∞,Iu

γ < δε,∀γ > γ?. Thus

| 1

g
(
vu(%)
γ

) − 1
g(0) | < ε, for almost all % ∈ Iu,∀γ > γ?.

Our claim is thus proved.
For any γ ≥ 1, define yγ : Iu → R as yγ = xu◦sγ − h.
Since xu◦sγ (0) = h (0) = x0, we have for all γ ≥ 1 and
for almost all % ∈ Iu that

ẏγ (%) =
−σ0

g(vu(%)γ )
yγ (%)− σ0 χγ (%) h (%) , (17)

yγ (0) = 0. (18)

where we have used equations (7) and (14). Consider the
Lyapunov function Vγ : Iu → R+ defined by Vγ (%) =
y2γ (%) ,∀% ∈ Iu. By (17) we have for all γ ≥ 1 and for
almost all % ∈ Iu that

V̇γ (%) ≤ −2
σ0

g( vu(%)γ )
Vγ (%) +D1 ‖χγ‖∞,Iu

√
Vγ (%),

(19)
where D1 = 2σ0 ‖h‖∞,Iu > 0. On the other hand, since
vu is essentially bounded and the function g is continuous
and positive, there exists M > 0 such that

g (vu (%) /γ) > M, for almost all % ∈ Iu,∀γ ≥ 1. (20)

Thus, we obtain from (19) that{
V̇γ (%) ≤ − 2σ0

M Vγ (%) +D1 ‖χγ‖∞,Iu
√
Vγ (%)

∀γ ≥ 1, for almost all % ∈ Iu,

so thatV̇γ (%) ≤ 0, for almost all % ∈ Iu,∀γ ≥ 1

that satisfy Vγ (%) >
(
D1M‖χγ‖∞,Iu

2σ0

)2
.

(21)

The fact that Vγ (0) = 0 along with [9, Lemma 17]

imply that Vγ(%) ≤
(D1M‖χγ‖∞,Iu

2σ0

)2
for all γ ≥ 1

and all % ∈ Iu. Hence |yγ (%)| =
∣∣xu◦sγ (%)− h (%)

∣∣ ≤
MD1

2σ0
‖χγ‖∞,Iu . Thus we conclude from the previous

claim that

lim
γ→∞

‖yγ‖∞,Iu = lim
γ→∞

∥∥xu◦sγ − h∥∥∞,Iu = 0. (22)

On the other hand, it follows from the continuity of xγ
that

∥∥xu◦sγ∥∥∞,Iu = ‖xγ‖∞ ,∀γ ≥ 1 (see Lemma 4).

Thus (22) implies that there exists γ1 ≥ 1 such that
‖xγ‖∞ =

∥∥xu◦sγ∥∥∞,Iu < 1 + ‖h‖∞,Iu = E1, ∀γ > γ1.

Hence, we get from equation (4), inequality (20) and the

essential boundedness of u̇, that, for all γ > γ1, the func-
tion ẋγ is essentially bounded by a number that does not
depend on γ. Therefore, by (6) and the continuity of f ,
there exists some E > 0 such that ‖Fγ‖∞ ≤ E, ∀γ > γ1.
On the other hand, by (17), inequality (20) and the
boundedness of h, there exist D2 > 0 and D3 > 0
such that for all γ > γ1 we have ‖ẏγ‖∞,Iu ≤
D2 ‖yγ‖∞,Iu + D3 ‖χγ‖∞,Iu . Thus (22) implies that

limγ→∞ ‖ẏγ‖∞,Iu = limγ→∞ ‖ẋu◦sγ − ḣ‖∞,Iu = 0.

This means that xu◦sγ converges to h in W 1,∞ (Iu,R)
as γ → ∞ because of (22). Hence, (9), the essen-
tial boundedness of vu and the continuity of f im-
ply that limγ→∞

∥∥ϕu◦sγ − ϕ?u∥∥∞,Iu = 0, where ϕ?u =

σ0 h + f (0) ∈ W 1,∞ (Iu,R) since h ∈ W 1,∞ (Iu,R).
This fact proves the first part of Theorem 9.
Now, assume that the input u is T -periodic, then ψu
and ψ̇u are ρu (T )-periodic (see Lemma 7). For any inte-
ger k ≥ 0, let hk (%) = h (ρu (T ) k + %) ,∀% ∈ [0, ρu (T )].

The periodicity of ψ̇u implies that the function
hk satisfies (14) for each k, with initial condition
hk (0) = h (ρu (T ) k). Let k1, k2 ≥ 0 be integers. Let

Vk1,k2 = (hk1 − hk2)
2
, then we have V̇k1,k2 = −2σ0

g(0) Vk1,k2 ,

so that

Vk1,k2 (%) = Vk1,k2 (0) e
−2σ0
g(0)

%,∀% ∈ [0, ρu (T )] . (23)

Therefore, we get Vk1,k2 (ρu (T )) = Vk1,k2 (0)β, where

β = e
−2ρu(T )σ0

g(0) ∈ (0, 1). Observe that Vk1,k2 (ρu (T )) =
Vk1+1,k2+1 (0) so that Vk1+1,k2+1 (0) = βVk1,k2 (0).
Therefore, it can be verified by induction that Vk1,k2 (0) ≤
βmin{k1,k2}D4, where D4 is a positive constant that de-
pends on ‖h‖∞ and x0. This means that Vk1,k2 (0) con-
verges to 0 as k1 and k2 go to ∞. Thus, we obtain from
(23) that ‖Vk1,k2‖∞,[0,ρu(T )] → 0, as k1, k2 →∞, which

means that the sequence of functions hk is a Cauchy
sequence in the Banach space C0 ([0, ρu (T )] ,R). This
implies that the sequence hk converges with respect to
the norm ‖ ·‖∞,[0,ρu(T )] to a continuous function h∞. By
applying the Dominated Lebesgue Convergence Theo-
rem in equation (14) written in the integral form, we
deduce that h∞ satisfies the same equation (14). This
fact implies that h∞ ∈ W 1,∞ ([0, ρu (T )] ,R). Observe
that h∞ (0) may be different than x0.
Since ϕ?u = σ0 h + f (0) it follows that ϕ?u,k =

σ0 hk+f (0), thus definingϕ◦u ∈W 1,∞ ([0, ρu (T )] ,R) by
the relation ϕ◦u (%) = σ0 h∞ (%) + f (0) ,∀% ∈ [0, ρu (T )]
we obtain limk→∞ ‖ϕ?u,k − ϕ◦u‖∞,[0,ρu(T )] = 0, which
ends the proof of the second part of Theorem 9.
If the input u is wave periodic, Lemma 7 states that
ψu is also wave periodic, ψ̇u (%) = 1 for almost all

% ∈ (0, ρu (T+)) and ψ̇u (%) = −1 for almost all % ∈
(ρu (T+) , ρu (T )). Note that ρu (T+) = u (T+) − u (0)
and ρu (T ) = 2 (u (T+)− u (0)). Denote umax = u (T+)
the largest value of u and umin = u (0) the small-
est value of u. Then ρu (T+) = umax − umin and
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ρu (T ) = 2 (umax − umin). Define c = σ0(umax−umin)
g(0) > 0

and a = g(0)
σ0

(
2ec − 1− e2c

)
= − g(0)σ0

(ec − 1)
2
. Then,

from (16) we get h (ρu (T ) k) = e−2ck [x0 +Rk] ,∀k ∈ N
where

Rk =

k∑
j=1

[ ρu(T )(j−1)+ρu(T+)∫
ρu(T )(j−1)

e
σ0τ

g(0) dτ −
ρu(T )j∫

ρu(T )(j−1)+ρu(T+)

e
σ0τ

g(0) dτ

]

= a

k∑
j=1

e2c(j−1) = a
1− e2ck

1− e2c
(24)

From (24) we obtain h(ρu (T ) k) = e−2ckx0 + a e
−2ck−1
1−e2c .

Therefore h∞ (0) = limk→∞ h (ρu (T ) k) = a
(ec−1)(ec+1)

We have seen that h∞ satisfies equation (14), thus

∀% ∈ [0, ρu (T+)] we have h∞ (%) = e
−σ0%
g(0)

[
h∞ (0) +∫ %

0
e
σ0τ

g(0) dτ
]

and ∀% ∈ [ρu (T+) , ρu (T )] we have h∞ (%) =

e
−σ0%
g(0)

[
h∞ (0) +

∫ ρu(T+)
0 e

σ0τ

g(0) dτ −
∫ %
ρu(T+)

e
σ0τ

g(0) dτ
]
.

The last part of Theorem 9 follows from the relation
ϕ◦u (%) = σ0h∞ (%) + f (0) ,∀% ∈ [0, ρu (T )].

5 Comments on Theorem 9

Comment 1. When the input u is wave periodic,
Lemma 7 states that ψu is also wave periodic and
ψ̇u (%) = 1 for almost all % ∈ (0, ρu (T+)) and ψ̇u (%) =
−1 for almost all % ∈ (ρu (T+) , ρu (T )). Thus we get
ψu(%) = %+umin for all % ∈ [0, umax − umin] and ψu(%) =
−%+2umax−umin for all % ∈ [umax − umin, 2 (umax − umin)].
To obtain the equations of the hysteresis loop we have
to write ϕ◦u(%) as a function of ψu(%). From equations
(12)-(13) we get

ϕ◦u (%) = g(0)
[
1− αe−

σ0
g(0)

(ψu(%)−umin)
]

+ f (0)

∀% ∈ [0, umax − umin] (25)

ϕ◦u (%) = g(0)
[
− 1 + αe−

σ0
g(0)

(umax−ψu(%))]+ f (0)

∀% ∈ [umax − umin, 2 (umax − umin)] (26)

Since u is wave periodic, ∀τ ∈ [0, T+], ρu(τ) = u(τ) −
umin and ∀τ ∈ [T+, T ], ρu(τ) = −u(τ) + 2umax − umin.
Observe that ρu is increasing. Consider the change of
variable % = ρu(τ), then we get

F ◦ (τ) = g(0)
[
1− αe−

σ0
g(0)

(u(τ)−umin)
]

+ f (0)

∀τ ∈
[
0, T+

]
(27)

F ◦ (τ) = g(0)
[
− 1 + αe−

σ0
g(0)

(umax−u(τ))]+ f (0)

∀τ ∈
[
T+, T

]
(28)

where F ◦ ∈ W 1,∞ ([0, T ],R) is defined by the relation
F ◦ = ϕ◦u◦ρu. Equation (27) corresponds to the so-called

loading (u increasing). By an abuse of notation, it is
written as

F ◦↑ (u) = g(0)
[
1− αe−

σ0
g(0)

(u−umin)
]

+ f (0) (29)

in which the subscript of the output force F ◦↑ refers to
loading and the superscript refers to the fact that it is
obtained in “steady-state”. In equation (29) the vari-
able u is a real number that belongs to the interval
[umin, umax] (this is the abuse of notation), and F ◦↑ (u) is

the value given by the right-hand side of equation (29).
This means that F ◦↑ is a function defined from the inter-

val [umin, umax] to R.
Equation (28) corresponds to the so-called unloading (u
decreasing). Similarly, it is written as

F ◦↓ (u) = g(0)
[
−1 + αe−

σ0
g(0)

(umax−u)
]

+ f (0) (30)

(29)-(30) constitute the equations of the hysteresis loop
of the LuGre model.
Comment 2. Let u1 ∈ [umax+umin

2 , umax], u2 ∈
[umin,

umax+umin

2 ] be real numbers such that u1 −
umax+umin

2 = umax+umin

2 − u2. Then it can be checked
that F ◦↑ (u1) − f(0) = −(F ◦↓ (u2) − f(0)). This means
that the hysteresis loop is symmetric with respect to
the point (umax+umin

2 , f(0)).

6 Numerical simulations

Consider the LuGre model (1)-(3) with the val-
ues that are taken from [2, p. 105]. We choose
f (ϑ) = σ2ϑ,∀ϑ ∈ R, where the parameter σ2 is the
viscous friction coefficient. A possible choice for g (ϑ) is

g (ϑ) = Fc + (Fs − Fc) e−|ϑ/vs|
β

, ∀ϑ ∈ R, where Fc > 0
is the Coulomb friction force, Fs > 0 is the stiction
force, vs > 0 is the Stribeck velocity, and β is a positive
constant. The values of the differents constants are:
σ0 = 1.47 · 106 N/m, σ1 = 2.42 · 103 kg/s, σ2 = 0 kg/s,
Fc = 2.94 N, Fs = 5.88 N, vs = 0.001 m/s, umin = 0 m,
umax = 6 · 10−6 m, β = 1. We take x (0) = x0 = 0 m.
Let u ∈ W 1,∞ (R+,R) be the wave periodic function
of period T = 2π (seconds), with T+ = π (seconds),
such that u (t) = Uo − U cos(t) (in meters), ∀t ∈ [0, T ],
where U = umax−umin

2 , Uo = umin + U and time t ≥ 0.
The displacement input u is shown in Figure 1 for
t ∈ [0, 3T ]. Theorem 9 shows that H is consistent with
respect to (u, x0); that is limγ→∞

∥∥ϕu◦sγ − ϕ?u∥∥∞ = 0,

where ϕ?u is given by equation (10). Figure 2 shows
ϕu◦sγ (%) versus % for γ = 0.005, γ = 0.01 and γ = 0.1
(in grey). These plots have been obtained by solving the
differential equation (7)-(8) using Matlab solver ode23s
and substituting in equation (9). It can be seen that
the plot that corresponds to γ = 0.1 is close to that
of ϕ?u(%) versus % (in black). The latter plot has been
calculated using equation (10). Theorem 9 also shows
that H is strongly consistent with respect to (u, x0);
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that is limk→∞ ‖ϕ?u,k − ϕ◦u‖∞,[0,ρu(T )] = 0, where ϕ◦u
is given by equations (12)-(13). Figure 3 gives ϕ?u,k(%)

versus % for k = 0, k = 1 and k = 2 (in grey). These
plots have been calculated from equation (10). Observe
that the plot that corresponds to k = 2 is close to that
of ϕ◦u(%) versus % (in black). The latter plot has been
calculated using equations (12)-(13). Figure 4 gives the
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Figure 3. Grey: ϕ?
u,k (%) versus %. Black: ϕ
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hysteresis loop ϕ◦u(%) versus ψu(%). This same loop can
be obtained in its loading part as F ◦↑ (u) versus u (Fig-

ure 4 grey plot), and in its unloading part as F ◦↓ (u)

versus u (Figure 4 black plot). The symmetry property
of this hysteresis loop is illustrated in Figure 4 where
the marker in the center of the figure corresponds to the
point

(
umax+umin

2 , f(0)
)
.

7 Conclusion

An explicit expression for the hysteresis loop of the Lu-
Gre model is provided through the concepts of consis-
tency and strong consistency.
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