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Abstract

This paper addresses the problem of synchronizing orthogonal matrices over directed graphs. For synchronized transformations
(or matrices), composite transformations over loops equal the identity. We formulate the synchronization problem as a least-
squares optimization problem with nonlinear constraints. The synchronization problem appears as one of the key components
in applications ranging from 3D-localization to image registration. The main contributions of this work can be summarized as
the introduction of two novel algorithms; one for symmetric graphs and one for graphs that are possibly asymmetric. Under
general conditions, the former has guaranteed convergence to the solution of a spectral relaxation to the synchronization
problem. The latter is stable for small step sizes when the graph is quasi-strongly connected. The proposed methods are
verified in numerical simulations.
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1 Introduction

This paper introduces two new distributed algorithms
for the problem of synchronizing orthogonal matrices
over graphs. Synchronization means that compositions
of transformations (multiplications of matrices) over
loops in the graph equal the identity (matrix) [1,2,3,4].
Thus, “synchronization” does not refer to the related
concepts of consensus [5] or rendezvous, e.g., attitude
synchronization [6]. We formulate the problem as a
nonlinear least-squares optimization with matrix vari-
ables [7,8]. For symmetric communication topologies we
provide an algorithm with strong convergence guaran-
tees – the solution converges to the optimal solution of
a spectral relaxation, which in turn is known to pro-
duce near-optimal solutions. For graphs that are pos-
sibly asymmetric we provide an algorithm with weaker
convergence guarantees but with good performance in

? The authors gratefully acknowledge the financial sup-
port from the Fonds National de la Recherche, Luxembourg
(FNR8864515, FNR6538106).

Email addresses: johan.thunberg@uni.lu (Johan
Thunberg), bernard.florian@uni.lu (Florian Bernard),
jorge.goncalves@uni.lu (Jorge Goncalves).

numerical simulations.

The synchronization problem appears as one of the
key components in the following applications: the 3D-
localization problem, where the transformations are
obtained from camera measurements; the generalized
Procrustes problem, where scales, rotations, and trans-
lations are calculated between multiple point clouds [9];
the image registration problem, where transformations
are calculated between multiple images [10]. Due to
sensor and communication limitations, there is often a
need to use distributed protocols for the 3D-localization
problem and several approaches have been proposed
recently [11,12,13]. There are also many other interest-
ing applications for the synchronization problem, see
Section 1.2 in [14].

If we exclude the requirement that the synchroniza-
tion method shall be distributed, there is an extensive
body of work. Govindu et al. have presented sev-
eral approaches based on Lie-group averaging, where
a first-order approximation in the tangent space is
used [15,16,17]. Singer et al. have presented several opti-
mization approaches [1,2,3,18,19,20,21]. Pachauri et al.
have addressed the special case where the matrices are

ar
X

iv
:1

70
1.

07
24

8v
3 

 [
m

at
h.

O
C

] 
 7

 A
pr

 2
01

7



permutation matrices [22]. In [3], three types of relax-
ations of the problem are presented: semidefinite pro-
gramming relaxation (see [14] for an extensive analysis
of this approach); spectral relaxation; least unsquared
deviation in combination with semidefinite relaxation.
These three relaxations were evaluated in the proba-
bilistic framework where the error to the ground truth
was calculated in numerical experiments. The simula-
tions showed that the first two approaches were on par,
whereas the last approach performed slightly better.
Furthermore, the last approach was significantly more
robust to outliers. The first distributed algorithm we
present has a connection to the second category of the
three relaxations above, since the matrices in the algo-
rithm converge to the optimal solution of the spectral
relaxation. Our methods are extrinsic, in the sense that
the matrices are calculated in Rd×d and then projected
onto the set of orthogonal matrices. The opposite to
extrinsic methods are intrinsic methods where no pro-
jections from an ambient space occur. In [23], intrinsic
gradient descent methods are studied for the problem
of finding the Riemannian center of mass.

The contributions of this work can be summarised as the
introduction of two novel algorithms (Algorithm 1 and
2) for distributed synchronization of orthogonal matri-
ces over directed graphs. For both algorithms we provide
conditions for guaranteed convergence. The main result
of the paper is the above-mentioned convergence in Al-
gorithm 1 to the optimal solution of the spectral relax-
ation problem (Proposition 14). Previous works in the
context of distributed algorithms have focused on undi-
rected graphs and 3D rotations [11,12,13]. However, in
this work we consider directed graphs and arbitrary di-
mensions. It should be noted that some of the existing
algorithms can be extended to higher dimensions and
are given for the 3D-case mostly for clarity of exposition.

The distributed approaches in this work bear a resem-
blance to linear consensus protocols [24,25,26,27]. The
methods also share similarities with the eigenvector
method in [28] and gossip algorithms [29]. The impor-
tant states in our algorithms are matrices, and those
combined converge to a tall matrix whose range space
is a certain linear subspace. In the case of symmetric
communication between agents, the proposed method
can either be interpreted as an extension of the power
method or the steepest descent method. In our meth-
ods, instead of using the graph Laplacian matrix [24],
matrices similar to the graph connection Laplacian
matrix [30] are used. These matrices can be seen as a
generalizations of the graph Laplacian matrix, in which
the scalars are replaced by matrix blocks.

The paper proceeds as follows. In Section 2 we introduce
the definitions that are necessary in order to precisely
state the problem, which is done in Section 3. Subse-
quently, the distributed method for the case of symmet-
ric graphs (Algorithm 1) is introduced and analyzed in

section 4. In Section 5, the distributed method for the
case of directed and possibly asymmetric graphs (Algo-
rithm 2) is introduced and analyzed. In Section 6, the
paper is concluded.

2 Preliminaries

2.1 Directed Graphs

Let G = (V, E) be a directed graph, where V =
{1, 2, . . . , n} is the node set and E ⊂ V × V is the edge
set. Throughout the paper, the notation A ⊂ B means
that every element in A is contained in B. The set Ni is
the set of neighboring nodes of node i and defined by

Ni = {j : (i, j) ∈ E}. (1)

The adjacency matrix A = [Aij ] for the graph G is de-
fined by

Aij =

{
1 if (i, j) ∈ E ,
0 else.

(2)

The graph Laplacian matrix is defined by

L = diag(A1n)−A, (3)

where 1n ∈ Rn is a vector with all entries equal to 1.
In order to emphasize that the adjacency matrix A, the
graph Laplacian matrix L and the Ni sets depend on
the graph G, we may write A(G), L(G) and Ni(G) re-
spectively. For simplicity however, we mostly omit this
notation and simply write A, L, and Ni.

Definition 1 (connected graph, undirected path)
The directed graph G is connected if there is an undirected
path from any node in the graph to any other node. An
undirected path is defined as a (finite) sequence of unique
nodes such that for any pair (i, j) of consecutive nodes in
the sequence it holds that ((i, j) ∈ E) or ((j, i) ∈ E).

Definition 2 (quasi-strongly connected graph, center,
directed path)
The directed graph G is quasi-strongly connected (QSC)
if it contains a center. A center is a node in the graph to
which there is a directed path from any other node in the
graph. A directed path is defined as a (finite) sequence of
unique nodes such that any pair of consecutive nodes in
the sequence comprises an edge in E.

Definition 3 (strongly connected graph)
The directed graph G is strongly connected if for all pairs
of nodes (i, j) ∈ V×V, there is a directed path from i to j.

Definition 4 (symmetric graph)
The directed graph G = (V, E) is symmetric if

((i, j) ∈ E)⇒ ((j, i) ∈ E) for all (i, j) ∈ V × V. (4)
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Given a graph G = (V, E), the graph Ḡ = (V, Ē) is the
graph constructed by reversing the direction of the edges
in E , i.e., (i, j) ∈ Ē if and only if (j, i) ∈ E . It is easy to
see that

A(Ḡ) = (A(G))T and L(Ḡ) = diag((A(G))T 1n)−A(G)T .
(5)

2.2 Synchronization or transitive consistency of matri-
ces

The set of invertible matrices in Rd×d is GL(d,R) and
the group of orthogonal matrices in Rd×d is

O(d) = {R ∈ Rd×d : RTR = Id}. (6)

The set SO(d) comprises those matrices in O(d) whose
determinants are equal to 1.

Definition 5 (transitive consistency)

(1) The matrices in the collection {Rij}(i,j)∈V×V of ma-
trices in GL(d,R) are transitively consistent for the
complete graph if

Rik = RijRjk (7)

for all i, j and k.

(2) Given a graph G = (V, E), the matrices in the
collection {Rij}(i,j)∈E of matrices in GL(d,R)
are transitively consistent for G if there is a col-
lection {Rij}(i,j)∈V×V ⊃ {Rij}(i,j)∈E such that
{Rij}(i,j)∈V×V is transitively consistent for the
complete graph.

If it is apparent by the context, sometimes we will be
less strict and omit to mention which graph a collection
of transformations is transitively consistent for. Another
word for transitive consistency is synchronization. We
will use the two interchangeably. A sufficient condition
for synchronization of the Rij-matrices for any graph is
that there is a collection {Ri}i∈V of matrices inGL(d,R)
such that

Rij = R−1
i Rj (8)

for all (i, j) ∈ E . Lemma 7 below and the proof thereof
provides additional important information. The result is
similar to that in [12]. For the statement of the lemma,
the following definition is needed.

Definition 6 Two collections {Ri}i∈V and {R̄i}i∈V of
matrices inGL(d,R) are equal up to transformation from
the left, if there is Q ∈ GL(d,R) such that

QRi = R̄i for all i. (9)

Lemma 7 For any graph G = (V, E) and collection
{Rij}(i,j)∈E of matrices in GL(d,R) that are transitively
consistent for G,

(1) there is a collection {Ri}i∈V of matrices inGL(d,R)
such that

Rij = R−1
i Rj for all (i, j) ∈ E , (10)

(2) all collections {Ri}i∈V satisfying (10) are equal up
to transformation from the left if and only if G is
connected,

(3) there is a unique collection {Rij}(i,j)∈V×V ⊃
{Rij}(i,j)∈E of transitively consistent matrices for
the complete graph, if and only if all collections
{Ri}i∈V satisfying (10) are equal up to transforma-
tion from the left.

Proof: See [31].

Another equivalent definition of transitive consistency
or synchronization is given in [12,32]. A set of trans-
formations is transitively consistent if the composite
transformations equal the identity along loops or cycles
in the graph. In Proposition 7 in [12] the equivalence
between this condition for the loops and (10) is shown.
The definition using the auxiliary Ri-matrices, (10), is
the one we will use mostly in our analysis. �

3 Problem formulation

The optimization problem of interest is given by

(P1)


minimize

R
f1(R) =

∑
(i,j)∈E

aij
2
‖Rij −RT

i Rj‖2F ,

subject to R = [R1, R2, . . . , Rn],

Ri ∈ O(d) for all i,

where the aij ’s are positive scalar weights, the set E is
the edge-set of a connected directed graph G = (V, E),
and the matrices in the collection {Rij}(i,j)∈E belong to
O(d). The objective function f1 comprises the weighted
element-wise sum of squared differences between the
Rij-matrices and the (RT

i Rj)-matrices. The problem
(P1) is similar to the problem in [3]. The differences
are that we allow for directed graphs (instead of undi-
rected graphs) and we do not require the matrices to be
contained in SO(d).

The overall problem addressed in this paper is how to
design distributed methods that achieve good solutions
to (P1).

When the Ri-matrices are orthogonal, f1 can be written
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as

f1(U1) =
1

2
tr(UT

1 LundirU1), where (11)

U1 =
[
R−T1 R−T2 . . . R−Tn

]T
. (12)

The matrix U1 will be used frequently in the following.
The presented definition of U1 might seem overly com-
plicated, since R−Ti = Ri when Ri is orthogonal. How-
ever, we will also use U1 when the Ri-matrices are not
orthogonal. In that case it is important to note however
that f1 is given by the definition in (P1) and not by (11).

The matrix Lundir is defined as

Lundir = diag(A1n)⊗ Id + diag(W̄T W̄ )− (W +WT ),
(13)

where

[W ]ij =

{
aijRij if (i, j) ∈ E ,
0 else,

, [A]ij =

{
aij if (i, j) ∈ E ,
0 else,

[W̄ ]ij =

{√
aijRij if (i, j) ∈ E ,

0 else,
and the operator diag(·)

in the second term is understood in the block-matrix
sense, i.e. diag(WTW ) = (In ⊗ 1d1Td ) �WTW , where
� denotes element-wise multiplication. The matrix A is
now, compared to Section 2, a weighted adjacency ma-
trix of G. In the following, A will always be defined in
this way. The matrices Lundir, W , and U1 are de-facto
functions of the graph G, A, and either the Rij-matrices
or the Ri-matrices. However, unless it is absolutely
necessary, we will not show this dependence explicitly.

4 Symmetric Graphs

In this section we introduce Algorithm 1. It is the pro-
posed distributed algorithm for synchronization over
symmetric graphs. A detailed analysis of Algorithm 1
will be conducted in Section 4.2.

4.1 The algorithm

There are four matrices that can be seen as the out-
put of the algorithm at each iteration. Those are: R̃i(k),

Ri(k), Q̃i(k), and Qi(k). The procedure to calculate the

R̃i(k)-matrices is similar to a gradient descent procedure
and can also be seen as the power method. The Ri(k)-

matrices are the projections of the R̃T
i (k)-matrices onto

O(d).

For all i, the matrix Q̃i(k) and the corresponding Qi(k)
is calculated from auxiliary variables. The most impor-
tant such auxiliary variables are the dis(k)’s, which are
calculated in a distributed manner. The protocol for

calculating the dis(k)’s is similar to a well-known av-
erage consensus protocol, but differs by an extra term
(d̃is(k−1)−d̃is(k−2)). This extra term makes the states
converge not to the averages of the initial conditions,
but to the averages over j for the converging sequences
{d̃js(k)}∞k=1. The idea behind the Q̃i(k)-matrices is to

modify the R̃i(k)-matrices in such a way that the mod-

ified matrices (the Q̃i(k)’s) converge to the matrices in
the optimal solution to a spectral relaxation of problem
(P1) (this relaxation is (P2) defined in Section 4.2.2).

Algorithm 1 Distributed method for symmetric graphs

Inputs: a symmetric directed graph G = (E ,V), a
weight matrix A = [aij ], and a collection {Rij}(i,j)∈E of
matrices in O(d).

Outputs: R̃i(k), Ri(k), Q̃i(k), Qi(k) for i ∈ V and
k ≥ 1.

Initialization: let R̃i(0) = Id, dis(0) = 1, d̃is(0) = 1,

and d̃is(−1) = 1 for all i, s. Let Vij = (aij + aji)I and
Qij = aijRij + ajiR

T
ji for all (i, j) ∈ E . Let ε1, ε2 > 0.

Iteration k ≥ 1:
for all i, let

R̃i(k) = R̃i(k − 1)

+ ε1
∑
j∈Ni

(QijR̃j(k − 1)− VijR̃i(k − 1)),

RT
i (k) = PrO(d)(R̃i(k)),

d̃is(k) = { calculated in Subroutine 1 },
dis(k) = dis(k − 1) + (d̃is(k − 1)− d̃is(k − 2))

+ ε2
∑
l∈Ni

(dls(k − 1)− dis(k − 1))

for s = 1, 2, . . . , d,

Di(k) = diag(di1(k), di2(k), . . . , did(k)),

Q̃i(k) = { calculated in Subroutine 1 },
QT

i (k) = PrO(d)(Q̃i(k)(Di(k))−
1
2 ),

where PrO(d) is the projection operator (the least squares
projection onto O(d) computed by means of Singular
Value Decomposition (SVD)).

The dis-variables provide a way of creating the Q̃i(k)-

matrices by re-scaling the columns of the R̃i(k)-matrices.
This re-scaling is necessary to obtain the desired con-
vergence. The Qi(k)-matrices are projections onto O(d)

of scaled versions of the Q̃T
i (k)-matrices. Under general
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conditions, those converge to the projections of the ma-
trices in the optimal solution to the spectral relaxation
of problem (P1).

Subroutine 1 Calculation of Q̃i(k) and d̃is(k)

Inputs: R̃i(k).

Outputs: [d̃i1(k), d̃i2(k), . . . , d̃in(k)]T , Q̃i(k).

(1) If R̃i(k) is not invertible or R̃i(k) is invertible
and it does not hold that the eigenvalues of
R̃i(k)−1R̃i(k − 1) are distinct, real, and positive.

Let Q̃i(k) = R̃i(k) and d̃is(k) = 1 for all s.

(2) Else using eigenvalue decomposition, compute

R̃i(k − 1)−1R̃i(k) = P−1
i (k)D̄i(k)Pi(k). (14)

Let Q̃i(k) = R̃i(k)P−1
i (k)(D̄i(k))−k.

Let d̃is(k) = ‖q̃is(k)‖22 for all s, where Q̃i(k) =
[q̃i1(k), q̃i2(k), . . . , q̃id(k)] and each q̃is ∈ Rd.

Let R̃(k) = [R̃T
1 (k), R̃T

2 (k), . . . , R̃T
n (k)]T for all k. The

update for R̃(k) is given by

R̃(k + 1) = (I − ε1Lundir)R̃(k). (15)

4.2 Analysis

In this section we show how the matrices R̃i(k), Ri(k),

Q̃i(k), andQi(k) relate to problem (P1). We will provide
conditions for well-posedness and convergence.

4.2.1 Some properties of Lundir

For the analysis of Algorithm 1 we first provide an al-
ternative definition of transitive consistency, formulated
in terms of the Lundir-matrix. To be more precise, in
Proposition 8 we state that for the general case of invert-
ible matrices, transitive consistency is equivalent to the
Lundir-matrix having a d-dimensional nullspace. In other
words, there are no collections of matrices that are not
transitively consistent for which the Lundir-matrix has a
nullspace of dimension d. This motivates the choice of
f1 as the objective function in an optimization problem
for synchronization of matrices.

Proposition 8 For collections {Rij}(i,j)∈E of matrices
in GL(d,R) and graph G = (V, E) that is connected, it
holds that

dim(ker(Lundir)) ≤ d. (16)

with equality if and only if transitive consistency holds.

Before we provide the proof of Proposition 8 we provide
the following lemma and the proof thereof.

Lemma 9 For any connected graph G = (V, E) and
collection {Rij}(i,j)∈E of matrices in GL(d,R), the col-
lection {Rij}(i,j)∈E is transitively consistent for G if
and only if there is a collection {Ri}i∈V of matrices in
GL(d,R) such that

im(U1) ⊂ ker(Lundir). (17)

Proof: Suppose {Rij}(i,j)∈E is transitively consistent,
then, according to Lemma 7, there is {Ri}i∈V such that
(10) holds for the Ri-matrices. In this case it holds that

UT
1 LundirU1 = 0, (18)

which implies that (17) is fulfilled since Lundir is sym-
metric. On the other hand, if {Rij}(i,j)∈E is not transi-
tively consistent, there are no Ri such that (10) holds.
It can now be shown that (18) does not hold for any
collection {Ri}i∈V of matrices in GL(d,R). �

Proof of Proposition 8:
Part 1: Here we assume that {Rij}(i,j)∈E is transitively
consistent. Due to Lemma 9, we know that

dim(ker(Lundir)) ≥ d. (19)

Thus we need to show that the inequality in (19) can-
not be strict. Since {Rij}(i,j)∈E is transitively consistent,
there is {Ri}i∈V , where the Ri fulfill (10).

Suppose the inequality (19) is strict. We know that
im(U1) ⊂ ker(Lundir). Now there must be a vector
y = [yT1 , y

T
2 , . . . , y

T
n ]T ∈ Rnd, where the yi are in Rd,

such that y ∈ ker(Lundir), y 6= 0, and yTU1 = 0. There
must be k and l such that the l-th element of yk is
nonzero. Now, let

X̄ = [x̄1, x̄2, . . . , x̄d]

= [(R−1
k R1)−T , (R−1

k R2)−T , . . . , (R−1
k Rn)−T ]T

and Ȳ = [x̄1, x̄2, . . . , x̄l−1, y, x̄l+1, x̄d], where x̄s ∈ Rnd

for s = 1, 2, . . . n. It holds that yT X̄ = 0 and LundirȲ =
0. For all i, let Ȳi denote the i-th d×d block matrix in Ȳ .
The rest of this part of the proof consists of firstly show-
ing that all the Ȳi-matrices are invertible and secondly
showing that we can use those matrices to formulate a
contradictory statement.

It holds that Ȳk ∈ GL(d,R). This is true since it
is constructed by taking the identity matrix and re-
placing the l-th column by another vector that has a
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nonzero l-th element. Now, for any j ∈ Nk it holds that
‖Rkj Ȳj − Ȳk‖F = 0, which implies that Ȳj ∈ GL(d,R).
Also, for any i such that k ∈ Ni, it holds that
‖RikȲk − Ȳi‖F = 0, which implies that Ȳi ∈ GL(d,R).
Now, due to the fact that G is connected, an induc-
tion argument can be used to show that all the Ȳi are
elements in GL(d,R).

The collection {Ȳi}i∈V satisfies Rij = ȲiȲ
−1
j for all

(i, j) ∈ E . Since y 6∈ im(U1), the two collections
{Ȳ −1

i }i∈V and {Ri}i∈V are not equal up to transforma-
tion from the left. But, since the graph is connected, the
two must be equal up to transformation from the left
(Lemma 7). This is a contradiction. Hence it is a false
assumption that the inequality in (19) is strict.

Part 2: Here we show that if dim(ker(Lundir)) ≥ d, then
{Rij}(i,j)∈E is transitively consistent.

Let Ȳ = [y1, y2, . . . , ynd]T ∈ Rnd×d be any full rank
matrix such that LundirȲ = 0. It holds that all the yi ∈
Rd. Let Ȳi be the i-th d × d block matrix in Ȳ . Since
Ȳ is full rank, there is a collection {yij}dj=1 such that
[yi1 , yi2 , . . . yid ] ∈ GL(d,R).

Now, for k ∈ V we know that for any j ∈ Nk it holds
that ‖Rkj Ȳj − Ȳk‖F = 0, which implies that im(Ȳ T

j ) =

im(Ȳ T
k ). Also, for any i such that k ∈ Ni, it holds that

‖RikȲk − Ȳi‖F = 0,

which implies that im(Ȳ T
i ) = im(Ȳ T

k ). Now, due to the
fact that G is connected, an induction argument can be
used to show that im(Ȳ T

j ) = im(Ȳ T
i ) for all i, j. But

then im([yi1 , yi2 , . . . yid ]) ⊂ im(Ȳ T
j ) for all j, which to-

gether with the fact that [yi1 , yi2 , . . . yid ] ∈ GL(d,R) is
full rank, implies that Ȳi ∈ GL(d,R) for all i. It holds
that im(U1({Ȳ −1

i }i∈V)) ⊂ ker(Lundir). Now the desired
result follows by application of Lemma 9. �

From Definition 5 and Proposition 8 we get the following
equivalent characterisations of transitive consistency.

Corollary 10 (equivalent characterisations of transi-
tive consistency)
For a connected graph G = (V, E) and a collection
{Rij}(i,j)∈E of matrices in GL(d,R) the following three
statements are equivalent

(1) {Rij}(i,j)∈E is transitively consistent.

(2) There is a collection {R̄i}i∈V of matrices in
GL(d,R) such that ker(Lundir({Rij}(i,j)∈E)) =

im(U1({R̄i}i∈V)).

(3) There is a collection {R̄i}i∈V of matrices in
GL(d,R) such that Rij = R̄−1

i R̄j for all (i, j) ∈ E .

According to Corollary 10, the following holds. For a
collection {R̄i}i∈V of matrices in GL(d,R), f1 attains
the value 0 if and only if the collection {Rij}(i,j)∈E is
transitively consistent. This means that minimization of
the right-hand side of (11) is an approach to consider
even when the Rij are not necessarily orthogonal. This
is the approach in the first step of an iterative method
recently published [33].

With the assurance given by Proposition 8 that f1 is
a suitable objective function, we now move on to the
convergence analysis of Algorithm 1.

4.2.2 Convergence analysis

We begin by introducing a relaxation of problem (P1),
given by

(P2)

minimize
X∈Rnd×d

1

2
tr(XTLundirX)

subject to XTX = nId.

Let X̄ = [R̄T
1 , R̄

T
2 , . . . , R̄

T
n ]T be one of the optimal solu-

tions to (P2). Under the assumption that Rij = RT
ji for

all (i, j) ∈ E , the spectral relaxation method in Section
2.2 in [3] is the same as solving problem (P2).

Now we provide a list of conditions for convergence,
which are recalled in the following propositions. Only a
subset of the conditions will be used in each proposition.

The conditions (1-3) are fundamental properties that
need no further explanation. Conditions (4-5) and (10)
are conditions for the step size determination. These
have the property that they scale with the number of
nodes in the network, i.e., n. Condition (6) states that
all the R̄i-matrices in the optimal solution to (P2) are in-
vertible and condition (7) states that the sum of those is
invertible. Condition (8) states that the d smallest eigen-
values of Lundir are strictly smaller than the (n − 1)d
largest. Condition (9) states that the d smallest eigen-
values of Lundir are distinct.

The following lemma provides a bound for ε1 such that
the discrete-time system defined by (15) is stable. It is
a justification of convergence condition (4).

Lemma 11 The largest eigenvalue of P , as defined in
convergence condition (4), is an upper bound for the
eigenvalues of Lundir for all graphs G = (V, E) and collec-
tions {Rij}(i,j)∈E satisfying convergence conditions (1)
and (2).
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(1) G = (V, E) is connected and symmetric.

(2) Rij ∈ O(d) for all (i, j) ∈ E .

(3) {Rij}(i,j)∈E is transitively consistent.

(4) ε1 <
2
‖P‖2

, where

P = diag((A+AT )1n) +A+AT .

(5) ε1 <
2
‖L̄‖2

, where

L̄ = diag((A+AT )1n)− (A+AT ).

(6) R̄i ∈ GL(d,R) for all the R̄i-matrices in X̄.

(7)
∑

i∈V R̄i ∈ GL(d,R), where the R̄i are the

matrices in X̄.

(8) It holds that λ(n−1)d > λ(n−1)d+1,

where λ1 ≥ λ2 ≥ · · · ≥ λn are the eigenvalues

of Lundir, i.e., Lundir = V diag([λ1, λ2, . . . , λnd])V T .

(9) It holds that λnd−(i+1) > λnd−i, for

i = 0, 1, . . . d− 2 where the λi are

defined in (8) above.

(10) ε2 <
2
‖L‖2

, where L is the graph Laplacian

matrix of the graph G defined in Section 2

(not to mix up with L̄).

Table 1
Conditions for convergence.

Proof: The largest eigenvalue λmax is given by

λmax = max
v∈Snd

vTLundirv,

where Snd is the nd-dimensional unit sphere. Let
v = [vT1 , v

T
2 , . . . , v

T
n ]T ∈ Snd, where each vi ∈ Rd. By

using the structure of the f1-function in (P1), one can
show that
vTLundirv =

∑
(i,j)∈E

aij‖Rijvj − vi‖22. Now, vTLundirv ≤∑
(i,j)∈E

aij(‖vi‖2 + ‖vj‖2)2 ≤ maxu∈Sn∩(R+)n u
TPu. The

set R+ comprises the non-negative real numbers. �

Lemma 11 has the following implication. If ε1 in Algo-
rithm 1 is chosen to be smaller than 2/‖P‖2, then R̃(k)
(see (15)) converges as k goes to infinity.

Now, unless the Rij-matrices are transitively consistent,
the nullspace of Lundir has a lower dimension than d
and in general it will be zero-dimensional. Thus, R̃(k)
converges to zero. In the case when the Rij-matrices

are transitively consistent, the R̃(k) converge to a d-
dimensional subspace in general.

Now we provide a result for the special case when tran-
sitive consistency holds. Algorithm 1 reduces to the
first two lines in each iteration, which is de facto the

power method. See [28] for a discussion about the power
method in a similar context. We provide Proposition 12
and its proof below for the sake of completeness.

Proposition 12 Suppose convergence conditions (1-3),
and (5-7) hold. Then, for Algorithm 1, there is a positive

integer K such that R̃−1
j (k) is well defined for k ≥ K,

and (for k ≥ K) it holds that

(RT
i (k)Rj(k)→ Rij as k →∞) for all (i, j) ∈ E ,

(R̃i(k)R̃−1
j (k)→ Rij as k →∞) for all (i, j) ∈ E .

Proof: Under conditions (2) and (3), it holds that Lundir

is similar to the matrix L̄ ⊗ Id, where L̄ is defined in
convergence condition (5). This is a consequence of the
fact that we can write Lundir as

Lundir = diag(U1({Ri}i∈V))(L̄⊗Id)diag(U1({RT
i }i∈V)).

In the right-hand side above, diag(·) shall be interpreted
in the block diagonal sense, where the RT

i and Ri are
put as blocks on the diagonal.

Since conditions (1), (2), and (3) hold, we can use Corol-
lary 10. There is a collection {R̄i}i∈V such that the con-
ditions (1) and (2) are fulfilled (in the corollary). Thus,
ker(Lundir) = im(U1({R̄i}i∈V)). Due to this fact and the

fact that R̃i(0) = Id for all i, it holds that the pro-

jection of R̃T (0) onto ker(Lundir) is U1U
T
1 R̃(0) = U1V,

where V = 1
n

∑
i∈V R̄i. Furthermore, R(k) converges to

U1({R̄i}i∈V)V as k goes to infinity (condition (5)). Now,
if V is invertible (condition (7)), by the definition of the

limit there is a K such that R̃−1
j (k) is well defined for

all k ≥ K. It holds that

R̃i(k)→ R̄iV as k →∞, for all i, (20)

RT
i (k)→ R̄iPrO(d)(V ) as k →∞ for all i. (21)

Convergence conditions (6) and (7) holds. Thus, the
(R̄iV )-matrices are invertible. Under these conditions,

the projections of R̃i(k) converge in (21) (see the last
paragraph of Proposition 14 below for details about the
convergence of the projections). �

In Proposition 12 it is important to note that for all
(i, j) ∈ E , RT

i (k)Rj(k) converges to Rij ∈ O(d) in-

side O(d), whereas R̃i(k)R̃T
j (k) converges to Rij ∈ O(d)

without guarantees of being in O(d) for each k.

Now we take a step further in our analysis of Algorithm 1.
We show that when the Rij-matrices are not necessarily
transitively consistent, we still have a nice convergence
property for the R̃i(k)-matrices.
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Proposition 13 Suppose that the convergence condi-
tions (1-2), (4), and (6-8) are satisfied. Then, for Algo-

rithm 1 there is a positive integer K such that R̃−1
j (k) is

well defined for all k ≥ K, and (for k ≥ K) it holds that

(R̃i(k)R̃−1
j (k)→ R̄iR̄

−1
j as k →∞) for all (i, j) ∈ E .

(22)

Proof: Since the convergence conditions (1), (2), and
(4) are fulfilled, we know that the discrete time system
defined in equation (15) is stable.

The columns of X̄ are, up to scale and orthogonal
transformation, the eigenvectors corresponding to the
d smallest eigenvalues of Ldir. Now, let us rewrite R̃(k)

as R̃(k) = V V1(k)V1 + (1/
√
n)X̄V2(k)V2, where the

columns of the matrix V are the eigenvectors corre-
sponding to the (n − 1)d largest eigenvalues of the
matrix Lundir. Due to convergence condition (8), there
are (n− 1)d eigenvalues that are strictly larger than the
other d eigenvalues. The matrices V1(k) and V2(k) are
defined as

V1(k) = diag([(1− ε1λ1)k, (1− ε1λ2)k, (23)

. . . , (1− ε1λ(n−1)d)k]),

V2(k) = diag([(1− ε1λ(n−1)d+1)k, (1− ε1λ(n−1)d+2)k,

. . . , (1− ε1λnd)k]), (24)

and the matrices V1 and V2 are defined as V1 = V T R̃(0)

and V2 = 1√
n
X̄T R̃(0) = 1

n

∑
i∈V R̄i.

Now, by using the definitions of V1(k) and V2(k) together
with the fact that convergence condition (8) holds, we
can formulate the following convergence result:

ρ(k) =

max
j

([V1(k)]jj)

min
j

([V2(k)]jj)
→ 0 as k →∞. (25)

We also see from the definition of V2(k), that V2(k) is

invertible for all k. For any pair (i, j) ∈ E , if R̃j(k) is
invertible, it holds that

R̃i(k)R̃−1
j (k) = (R̃i(k)V −1

2 (k))(R̃j(k)V −1
2 (k))−1 (26)

and R̃j(k) is invertible if and only if R̃j(k)V −1
1 (k) is.

For any i it holds that

R̃i(k)V −1
2 (k) = (1/

√
n)R̄iV2(k)V2V2(k)−1 (27)

+ ([0, . . . , 0, Id, 0, . . . , 0]V V1(k)V T R̃(0))V2(k)−1.

The matrix (V2(k)V2V2(k)−1) is similar to V2 for all k,
i.e., the eigenvalues are the same for the two. This means

that the norm of ((1/
√
n)R̄iV2(k)V2V2(k)−1) is bounded

from below by some positive constant. Now we consider
the second term in the sum on the right-hand side of
(27). Each element in that term is equal to a linear com-
bination of rational expressions ([V1(k)]jj/[V2(k)]ll) for
j, l ∈ {1, 2, . . . , d}. According to (25), all those go to zero
as k goes to infinity.

Now, if k is large enough, ρ(k) is small enough for all the

R̃i(k)(V2(k))−1, and equivalently, R̃i(k) to be invertible.
For such k, it holds that

R̃i(k)R̃−1
j (k)

= R̄i((1/
√
n)V2(k)V2V2(k)−1)·

((1/
√
n)V2(k)V2V2(k)−1)−1R̄−1

j +O(ρ(k))

= R̄iR̄
−1
j +O(ρ(k))

for all (i, j) ∈ E . Thus, R̃i(k)R̃−1
j (k) → R̄iR̄

−1
j as

k →∞. �

Before we proceed, we introduce S(P2) = {X̄Q : Q ∈
O(d)}. When the convergence conditions (1), (2), and
(8) hold, S(P2) comprises the entire set of solutions to
problem (P2).

So far we have only addressed the convergence properties
for R̃i(k) and Ri(k). Now we analyze the convergence of

Q̃i(k) and Qi(k). The following result is a main result of
this work. In the case when theRij-matrices are not nec-
essarily transitively consistent it guarantees convergence
to the projected matrices obtained from the optimal so-
lution to problem (P2). It can be seen as an equivalent re-
sult to that of Proposition 12 for theRi(k)-matrices, but
this time formulated for the Qi(k)-matrices for the case
when transitive consistency does not necessarily hold for
the Rij-matrices.

Proposition 14 Suppose that the convergence condi-
tions (1-2), (4), and (6-10) are satisfied. Then, for Al-

gorithm 1 there is a positive integer K such that R̃−1
i (k)

is well defined for all i and k ≥ K, and (for k ≥ K) it
holds that

U1({Q̃i(k)}i∈V)→ S(P2) as k →∞ (28)

and

(QT
i (k)Qj(k)→ (PrO(d)(R̄i))(PrO(d)(R̄j))

T as k →∞)

for all (i, j) ∈ E . (29)

Proof: The proof will use the notation from Proposi-
tion 13. According to Proposition 13 there is a K such
that R̃−1

j (k) is well defined for all k ≥ K − 1. In the
following we assume that k ≥ K − 1.
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R̃i(k − 1)−1R̃i(k) = P−1
i (k)D̄i(k)Pi(k),

where the right-hand side is the Jordan decomposition.
It holds that

R̃i(k − 1)−1R̃i(k) = R̃i(k − 1)−1V2(k)V −1
2 (k)R̃i(k)

and

V −1
2 (k)R̃i(k)

= (1/
√
n)V2(k)−1R̄iV2(k)V2 (30)

+ V2(k)−1([0, . . . , 0, Id, 0, . . . , 0]V V1(k)V T R̃(0)),

V −1
2 (k)R̃i(k − 1)

= (1/
√
n)V −1

2 (1)V2(k − 1)−1R̄iV2(k − 1)V2 (31)

+ V −1
2 (1)V2(k − 1)−1·

([0, . . . , 0, Id, 0, . . . , 0]V V1(k − 1)V T R̃(0)).

Now, similar to (27) we see that each right-hand side of
(30) and (31) a sum of two terms. The first terms have
bounded eigenvalues and the second terms are O(ρ(k))
andO(ρ(k−1)), respectively. Thus, for all i it holds that

R̃−1
i (k − 1)R̃i(k) = V −1

2 V2(1)V2 +O(ρ(k)), (32)

which means, due to (25), that for all i it holds that

R̃−1
i (k − 1)R̃i(k)→ V −1

2 V2(1)V2 as k →∞. (33)

Now the following holds:

D̄i(k)→ V2(1) as k →∞, (34)

Pi(k)→ Z̄V2 as k →∞, (35)

where Z̄ is a diagonal matrix with real nonzero elements
on the diagonal. Equation (34) is a consequence of the
continuity of the eigenvalues. For equation (35) the key
point is that convergence property (9) holds. Thus, the
diagonal elements of V2(1) are distinct and real. Then
it holds that for k large enough, the elements of Di(k)
are distinct and real. This guarantees the convergence
of Pi(k), see for example Lemma 12 in [34].

The matrix Q̃i(k) is defined as

Q̃i(k) = R̃i(k)P−1
i (k)(D̄i(k))−k. (36)

It holds that

Q̃i(k) = (1/
√
n)R̄iV2(k)V2P

−1
i (k)(D̄i(k))−k

+ ([0, . . . , 0, Id, 0, . . . , 0]V V1(k)V T R̃(0))

· P−1
i (k)(D̄i(k))−k.

We will now prove that

Q̃i(k)→ (1/
√
n)R̄iZ̄

−1 as k →∞. (37)

To prove (37), we prove that{
V2(k)V2P

−1
i (k)(D̄i(k))−k → Z̄−1, as k →∞,

V V1(k)V T R̃(0)P−1
i (k)(D̄i(k))−k → 0 as k →∞.

(38)
The expressions in (38) can be manipulated as follows.

V2(k)V2P
−1
i (k)(D̄i(k))−k

= V2(k)V2

(
P−1
i (k)(D̄i(k))−kPi(k)

)
P−1
i (k),

=
(
V2(k)V2V

−1
2 V −1

2 (k)
) (
V2P

−1
i (k)

)
+O(ρ(k))

= V2P
−1
i (k) +O(ρ(k))

V V1(k)V T R̃(0)P−1
i (k)(D̄i(k))−k

= V V1(k)V T R̃(0)
(
P−1
i (k)(D̄i(k))−kPi(k)

)
P−1
i (k)

=
(
V V1(k)V T R̃(0)V −1

2 V −1
2 (k)

) (
V2P

−1
i (k)

)
+O(ρ(k))

= O(ρ(k)).

In these derivations we have first used the fact that

(R̃−1
i (k − 1)R̃i(k))−k = P−1

i (k)(D̄i(k))−kPi(k).

Then we have used (25), (32), (35), the fact that
V2(1)−k = V −1

2 (k), and the fact that the elements of
V2(k) are bounded by 1 in magnitude. Now, due to the
derivations above we can use (25) and (35) to conclude
that the convergences in (38) hold.

The matrix Di(k) is defined as

Di(k) = diag(di1(k), di2(k), . . . , did(k)), (39)

for all i. We will now prove that

(dis(k)→ 1

n
[Z̄−2]ss as k →∞)

for all i ∈ V, and s ∈ {1, 2, . . . , d}. (40)

We recall that d̃is(k) = ‖q̃is(k)‖22 for all s, where

Q̃i(k) = [q̃i1(k), q̃i2(k), . . . , q̃id(k)] and each q̃is ∈ Rd.

We see from (37) that Q̃i(k) converges to a constant

matrix for all i. This means that the d̃is converge to con-
stants and the averages of those constants are equal to
the corresponding elements of 1

n [Z̄−2]ss. More precisely,

1

n

n∑
i=1

d̃is(k)→ 1

n2
[Z̄−1XTXZ̄−1]ss =

1

n
[Z̄−2]ss (41)
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We will show that for all i and all s it holds that

‖dis(k)− 1

n

n∑
j=1

d̃js(k)‖ → 0, as k →∞, (42)

under the protocol

dis(k + 1) = dis(k) + (d̃is(k)− d̃is(k − 1))

+ ε2
∑
l∈Ni

(dls(k)− dis(k)) (43)

for s = 1, 2, . . . , d,

and the initial conditions chosen as in Algorithm 1. The
protocol is equal to an average consensus protocol up to
the extra term (d̃is(k)− d̃is(k − 1)). Without the extra
term it is well known that the dis(k)’s converge to the
averages of the initial conditions under convergence con-
dition (10), see for example [26]. With the term and con-
vergence condition (10), the convergence in (41) holds.
Now we show this.

We can rewrite (43) as

dis(k + 1) = dis(k) + ε2
∑
l∈Ni

(dls(k)− dis(k))

+ ξ̄s(k) + ξ̄is(k), (44)

where ξ̄s(k) = 1
n

∑n
l=1 ξls(k), ξ̄is(k) = 1

n

∑n
l=1(ξis(k) −

ξls(k)), and ξis(k) = (d̃is(k) − d̃is(k − 1)). The matrix
L is the graph Laplacian matrix of the graph G (see
Section 2) and the matrix (Id−ε2L) is a stochastic matrix
(convergence condition (10) guarantees that the matrix
is stochastic, see [26]). Since we have chosen dis(0) = 0,

d̃is(0) = d̃is(−1) = 1 for all i, s it holds that

[d1s(k + 1), d2s(k + 1), . . . , dns(k + 1)]T

=
1

n

n∑
i=1

d̃is(k)[1, 1, . . . , 1]T

+

k∑
l=1

(Id − ε2L)k−l[ξ̄1s(l), ξ̄2s(l), . . . , ξ̄ns(l)]
T ).

(45)

The right-hand side of (45) is written as the sum of two
parts. We are done with this section of the proof if it
holds that the second part goes to zero as k goes to in-
finity. Let P be the orthogonal matrix on the left-hand
side of in the spectral factorization of (Id−ε2L). We can
write P = [P1, P2], where P1 is a matrix containing the
eigenvectors corresponding to eigenvalues in the interior
of the unit disc and P2 is the vector corresponding to
the eigenvalue that is 1. We know that such a decom-
position exists, see convergence condition (1). It holds
that PT

2 [ξ̄1s(k), ξ̄2s(k), . . . , ξ̄ns(k)]T = 0 for all k and

‖[ξ̄1s(k), ξ̄2s(k), . . . , ξ̄ns(k)]T ‖ goes to zero as k goes to
infinity. Thus, after a coordinate transformation with P ,
the second part on the right-hand side of (45) is equiv-
alent to n convolutions between the impulse responses
of stable systems and bounded inputs that converge to
zero in norm. Hence the second part goes to zero as k
goes to infinity.

Now, by using (37), (41), and (42) we deduce that

Q̃i(k)(Di(k))−
1
2 → R̄iP̄ as k →∞, (46)

where P̄ is an orthogonal matrix. By definition it holds
that

QT
i (k) = PrO(d)(Q̃i(k)D

− 1
2

i (k)). (47)

PrO(d) is defined by PrO(d)(W ) = W1W
T
2 , where

(W1, S,W2) is the Singular Value Decomposition (SVD)
of W ∈ Rd×d. We refer to W1 as the “left matrix” and
W2 as the “right matrix”. The matrix R̄iP̄ is invertible
(convergence condition (6)), and for k large enough the

sign of the determinant of (Q̃i(k)D
− 1

2
i (k)) equals that

of R̄iP̄ . This means that for k large enough the projec-
tions will be either only onto SO(d) or either only onto
O(d) − SO(d). Up to sign the left respective right ma-

trices in the SVD of (Q̃i(k)D
− 1

2
i (k)) converge to the left

respective the right matrix in the SVD of R̄iP̄ . When
projection is performed, these possible sign differences
cancel out in the product between the left and the right
matrices. Thus in (47), the expression on the right-hand
side goes to PrO(d)(R̄iP̄ ) = PrO(d)(R̄i)P̄ as k → ∞.
But since P̄ is orthogonal, it holds that

(QT
i (k)Qj(k)→ (PrO(d)(R̄i))(PrO(d)(R̄j))

T as k →∞)

for all (i, j) ∈ E . (48)

�
The procedure for the dij ’s, i.e., to distributed computa-
tion of a time-varying signal is equivalent to that in [35].

4.3 Numerical simulations

For the collections {Ri}i∈V and {R̃−1
i }i∈V of matrices in

GL(d,R) we define

gap({Ri}i∈V , {R̃−1
i }i∈V) =

∣∣∣∣∣ f1(U1({Ri}i∈V))

f1(U1({R̃−1
i }i∈V))

− 1

∣∣∣∣∣ .
(49)

For the gap-function to be well-defined, we also assume
that the graph G is connected and that the Rij-matrices
in problem (P1) are not transitively consistent. We know
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according to Proposition 13 and Proposition 14 that

gap({R̃−1
i (k)}i∈V , {R̄−1

i }i∈V)→ 0,

gap({Q̃−1
i (k)}i∈V , {R̄−1

i }i∈V)→ 0,

gap({Qi(k)}i∈V , {(PrO(d)(R̄i))
T }i∈V)→ 0,

as k →∞, where the R̄i-matrices are the matrix blocks
in the optimal solution X̄ to problem (P2). By plotting
the logarithm of the gap as a function of k, Fig. 1 shows
that this convergence holds in numerical simulations. We
will now explain this figure in more detail.

The left two figures show the evolution of

gap({Ri(k)}i∈V , {(PrO(d)(R̄i))
T }i∈V) (blue line) and

gap({Qi(k)}i∈V , {(PrO(d)(R̄i))
T }i∈V) (black line)

for two different parameter settings. The right two fig-
ures show the evolution of

gap({R̃−1
i (k)}i∈V , {R̄−1

i }i∈V) (blue line) and

gap({Q̃−1
i (k)}i∈V , {R̄−1

i }i∈V) (black line)

for two different parameter settings. The means over
100 simulations are shown. For each simulation n = 10
and d = 5; the Rij-matrices are created in a two step
procedure. First Ri-matrices are drawn from the uni-
form distribution on O(5). Then element-wise Gaussian
noise is added with standard deviation 0.2 to the RT

i Rj-
matrices. Those noisy matrices are then projected back
onto O(d) to obtain the Rij-matrices. All the aij are ei-
ther equal to 1 or 0; the graph G is chosen randomly from
the set of connected graphs with a certain graph density
(percentage of edges). In the top figures the graph den-
sity is chosen to 0.9 in each simulation, whereas in the
bottom figures the graph density is chosen to 0.6 in each
simulation. The step sizes ε1 and ε2 are both chosen to
1/(2n), which is an upper bound for 2

‖P‖2 .

We see that the convergence is faster when the connec-
tivity in the graph, i.e., graph density, is stronger. We
also see that the performance of the Ri(k)-matrices is
better initially than that of the Qi(k)-matrices, but af-
ter sufficiently many iterations the performance of the
Qi(k)-matrices is several orders of magnitude better (top
left and bottom left figures). This out-performance is to
be expected since the gap is proven to converge to zero
for the Qi(k)-matrices (see Proposition 14) but not for
the Ri(k)-matrices.

5 Directed graphs

In this section we introduce a distributed algorithm
for the synchronization problem over connected graphs
that are directed and possibly asymmetric. Such graphs
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Fig. 1. Convergence plots for Algorithm 1.

are not necessarily strongly connected. The asymmetric
communication scenario is present when some agents
are not able to transmit information due to for example
malfunctioning equipment. Asymmetric communication
could also be deliberately imposed. For example if one
wants a hierarchical communication structure.

5.1 A problem formulation for directed graphs

We begin this section by introducing the following prob-
lem

(P3)



minimize
R

f2(R) =

n∑
i=1

1

2
‖
∑
j∈Ni

aij(RijR
T
j −RT

i )‖2F ,

subject to R = [R1, R2, . . . , Rn],

Ri ∈ O(d) for all i.

It is obviously not the same problem as (P1). However, it
has a structure that allows for the development of a dis-
tributed algorithm in situations where the graph could
be asymmetric. The idea is that the optimal solution to
this problem should be close to that of problem (P1).
When we design an algorithm in this section the objec-
tive of the algorithm will be to calculate a good feasible
solution to (P3).

We will now explain some connections between the two
problems (P1) and (P3). The cost function f2 can be
written as

f2(R) =
1

2
tr(UT

1 L
T
dirLdirU1), (50)
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where

Ldir = diag(A1n)⊗ Id −W. (51)

It holds that

Ldir = Lundir − diag(W̄T W̄ ) +WT , (52)

where diag in the second term on the right-hand side is
defined in same way as for the second term in (13).

Let L̄dir be equivalent to the matrix Ldir defined for the
graph Ḡ and the matrices {R̄ij}(i,j)∈Ē , where R̄ij = RT

ji.
It holds that

Lundir = Ldir + L̄dir. (53)

If the graph G is symmetric and A = AT , it holds that

Lundir = Ldir + LT
dir. (54)

Furthermore, if it also holds that RT
ij = Rji for all i, j,

then
Lundir = 2Ldir. (55)

5.2 The algorithm

Algorithm 2 Distributed method for graphs that could
be asymmetric

Inputs: a directed graph G = (E ,V), a weight matrix
A = [aij ], and a collection {Rij}(i,j)∈E of matrices in
O(d).

Outputs: R̃i(k), Ri(k) for i ∈ V and k ≥ 1.

Initialization: let R̃i(0) = Id for all i and ε3 > 0.

Iteration k ≥ 1:
for all i and all k ≥ 1 we define R̃i(k) via the following
equations.

R̃i(k) = R̃i(k − 1)

+ ε3
∑
j∈Ni

aij(RijR̃j(k − 1)− R̃i(k − 1)),

RT
i (k) = PrO(d)(R̃i(k)).

Let R̃(k) = [R̃T
1 (k), R̃T

2 (k), . . . , R̃T
n (k)] for all k, the up-

date for R̃(k) is written as

R̃(k + 1) = (I − ε3Ldir)R̃(k). (56)

5.3 Analysis

The matrixLdir is defined for directed graphs (and asym-
metric graphs). It is related to the graph connection
Laplacian matrix [2,3,30], which however is only defined
for undirected graphs.

5.3.1 Some properties of Ldir

The matrix Ldir could be seen as a way of extending
Lundir to the case of asymmetric graphs, but the matrix is
also defined for symmetric graphs. We can show a strong
relation between Lundir and synchronization/transitive
consistency of invertible matrices, see Proposition 8. The
equivalent relation does not hold when we consider Ldir.
The question is what we can say about Ldir. The propo-
sitions 15, 18 and 19 provide some answers to this ques-
tion.

Proposition 15 formulates a nullspace condition for Ldir

that must hold for transitively consistent matrices. This
is a necessary condition, similar to that of Proposition 8,
but under the stronger assumption that the graph is
QSC. However, as stated in Proposition 18 further be-
low, this condition is not a sufficient condition for syn-
chronization of invertible matrices. Proposition 18 shows
that there is an infinity of non-synchronized matrix col-
lections close to a synchronized collection {Rij}(i,j)∈E ,
all satisfying the nullspace condition. Proposition 19
states that (P3) has an optimal value equal to 0 if and
only if the Rij ’s are synchronized. It shares similarities
to Lemma 9 formulated for Lundir.

Before we proceed we define the matrix L̄ = diag(A1n)−
A.

Proposition 15 For any (QSC) graph G = (V, E), col-
lection {Rij}(i,j)∈E of matrices in GL(d,R) that is tran-
sitively consistent for G, and collection {Ri}i∈V of ma-
trices in GL(d,R) it holds that

Rij = R−1
i Rj for all (i, j) ∈ E (57)

(if and) only if

im(diag (R1, R2, . . . , Rn)V ) = ker(L̄⊗ Id), (58)

for any matrix V , where the columns thereof form a basis
for ker(Ldir). In particular, if G is QSC, (58) can be stated
as

im(U1({Ri}i∈V)) = ker(Ldir). (59)

Proof:
Only if: Suppose it holds thatRij = R−1

i Rj for all (i, j) ∈
E . Then

Ldir = diag(R−1
1 , R−1

2 , . . . , R−1
n )(L̄⊗ I)· (60)

diag(R1, R2, . . . , Rn).
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Now, LdirV = 0 ⇔ (L̄ ⊗ I)diag(R1, R2, . . . , Rn)V =
0⇔ im(diag (R1, R2, . . . , Rn)V ) = ker(L̄⊗ Id).

If: This part only concerns the case when the graph G
is QSC.

Since {Rij}(i,j)∈E is transitively consistent for G, there is
a collection {R∗∗i }i∈V of matrices in GL(d,R) such that

Ldir =diag(R∗∗−1
1 , R∗∗−1

2 , . . . , R∗∗−1
n )(L̄⊗ I)·

diag(R∗∗1 , R∗∗2 , . . . , R∗∗n ).

Thus, the nullspace ofLdir is given by ker(Ldir) = im(V ),
where V = diag(R∗∗−1

1 , R∗∗−1
2 , . . . , R∗∗−1

n )([1, 1, . . . , 1]T⊗
Id).

Now, suppose (58) holds. Then diag (R1, R2, . . . , Rn)V =
([1, 1, . . . , 1]T ⊗ Id)Q, where Q is some matrix in
GL(d,R). This means that

RiR
∗∗−1
i = Q for all i,

which implies that {R∗∗i }i∈V and {Ri}i∈V are equal up
to transformation from the left. By using Lemma 7 we
conclude that Rij = R−1

i Rj for all (i, j) ∈ E . �

Remark 16 In Proposition 15, the relation

im(diag (R1, R2, . . . , Rn)V ) = ker(L̄⊗ Id) (61)

holds if and only if for any matrix V2, where the columns
thereof comprise a basis for ker(L⊗Id), there is a matrix
Q such that

diag (R1, R2, . . . , Rn)V = V2Q. (62)

Remark 17 In Proposition 15, if G is connected but not
QSC, it can hold that AT is the adjacency matrix of a
QSC graph G′ = (V ′, E ′). Then it holds that

im(U1({R−Ti }i∈V) = ker(Ldir). (63)

Proposition 15 is important as it states that for tran-
sitively consistent matrices and QSC graphs, the con-
ditions (10) and (58) are equivalent. For invertible ma-
trices it is not true that (58) implies transitive consis-
tency. See Proposition 18 below. However, if we restrict
all matrices to be orthogonal, the implication is true,
see Proposition 19 below. The latter proposition guar-
antees that the problem (P3) is well posed in the sense
that the objective function is equal to zero if and only if
the Rij-matrices are synchronized.

Proposition 18 Let G = (V, E) be any QSC graph such
that the node degree of one node is at least 2 (i.e, at least

one element in the vector A(G)[1, 1, . . . , 1]T is greater
or equal to 2). Let {R∗ij}(i,j)∈E be a collection of matri-
ces in GL(d,R) that is transitively consistent for G. Let
{R∗i }i∈V be a collection of matrices inGL(d,R) for which
it holds that

R∗ij = R∗−1
i R∗j for all (i, j) ∈ E . (64)

Now, for any ε > 0, there is a collection {Rij}(i,j)∈E of
matrices in GL(d,R) that is not transitively consistent
for G such that ∑

(i,j)∈E
‖Rij −R∗ij‖F ≤ ε, (65)

and (59) holds for {Rij}(i,j)∈E and a collection {Ri}i∈V
of matrices in GL(d,R).

Proof:
Suppose the k-th element of the vectorA(G)[1, 1, . . . , 1]T

is larger or equal to 2. Then there is l,m such that l 6= k,
m 6= k, R∗kl, R

∗
km ∈ GL(d,R). Let Rkl = R∗−1

k (I+Q)R∗l
and Rkm = R∗−1

k (I − Q)R∗m, where we choose Q 6= 0
such that (I ±Q) ∈ GL(d,R) and

‖Q‖F <
ε

2
. (66)

Furthermore, letRij = R∗ij for all (i, j) 6∈ {(k, l), (k,m)}.
(65) is satisfied. By construction, all theRij are elements
of GL(d,R).

Let Ri = R∗i for all i. It holds that

Ldir(G, {Rij}(i,j)∈E) (67)

= diag(R−1
1 , R−1

2 , . . . , R−1
n )((L̄⊗ I) + Q̄)·

diag(R1, R2, . . . , Rn),

where Rnd×nd 3 Q̄ = [Qij ], Qkl = aklQ, Qkm = −akmQ
and Qij = 0 ∈ Rd×d for all (i, j) 6∈ {(k, l), (k,m)}.
It holds that ker((L̄ ⊗ I) + Q̄) ⊃ ker(L̄ ⊗ I). Since
the eigenvalues of Ldir(G, {Rij}(i,j)∈E) are continu-
ous functions of Q, it holds that for Q small enough,
ker((L̄ ⊗ I) + Q̄) ⊂ ker(L̄ ⊗ I). We assume without
loss of generality that Q has been chosen small enough
so that the latter inclusion holds. Then (58) holds for
the Ri-matrices. According to Proposition 15, if the
Rij-matrices are transitively consistent and G is QSC,
(58) is a condition to guarantee (10). But (10) is not
fulfilled since RkRklR

−1
l = (I + aklQ) 6= I. Thus, the

Rij-matrices are not transitively consistent. �

Proposition 19 For any QSC-graph G = (V, E) and
collection {Rij}(i,j)∈E of matrices in O(d) it holds that
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{Rij}(i,j)∈E is transitively consistent if and only if there
is a collection {Ri}i∈V of matrices in O(d) such that

im(U1({Ri}i∈V)) ⊂ ker(Ldir). (68)

Proof:
Only if: Suppose that the conditions in Proposition 19
on the graph and the matrices hold. Suppose {Rij}(i,j)∈E
is transitively consistent. There is a collection {Ri}i∈V
of matrices in O(d) such that (57) holds for the Ri-
matrices. According to Proposition 15, the condition
(59) also holds for the Ri-matrices.

If: Suppose {Rij}(i,j)∈E is not transitively consistent and
that there is a collection {Ri}i∈V of matrices in O(d)
such that (68) holds. Let Ri(Rij)R

T
j = (I + Zij) for

all (i, j) ∈ E . We know that there is a least one pair
(i1, j1) ∈ E such that Zi1j1 6= 0 (otherwise {Rij}(i,j)∈E
would be transitively consistent).

Now,

Ldir(G, {Rij}(i,j)∈E) (69)

= diag(RT
1 , R

T
2 , . . . , R

T
n )((L̄⊗ I) + Z̄)·

diag(R1, R2, . . . , Rn),

where Z̄ ∈ Rnd×nd is a block matrix whose (i, j)-th block
is equal to aijZij ∈ Rd×d.

It holds that LdirU1({Ri}i∈V) is equal to zero if and only
if Z̄[I, I, . . . , I]T is equal to zero. Thus, it holds that∑

j∈Ni1

ai1jZi1j = 0. (70)

But it also holds, since the (I+Zij)-matrices are orthog-
onal, that

ZT
i1jZi1j + Zi1j + ZT

i1j = 0, for all j ∈ Ni1 . (71)

By combining (70) and (71) we obtain that∑
j∈Ni1

ai1jZ
T
i1jZi1j = 0,

which implies (since all the aij > 0) that Zi1j1 = 0. But
this is a contradiction to the statement that Zi1j1 6= 0. �

The difference between the two previous proofs is the
following. In the proof of Proposition 18 we change Ldir

with additional matrices such that the nullspace is pre-
served. In the proof of Proposition 19, when we try to
preserve the nullspace of Ldir under the constraint that

the changed matrices are orthogonal, we reach the con-
clusion that the change of the matrices must be equal to
zero. This means that we have to go outside the set of
orthogonal matrices when we change Ldir.

5.3.2 Convergence analysis

(1) G = (V, E) is QSC.

(2) G = (V, E) is strongly connected.

(3) Rij ∈ O(d) for all (i, j) ∈ E .

(4) {Rij}(i,j)∈E is transitively consistent.

(5) Let Re(λ1) ≤ Re(λ2) ≤ · · · ≤ Re(λn),

where the λi’s are the eigenvalues

of L̄ = diag(A1n)−A. It holds that

|1− ε3λi| < 1 for i = 1, 2, . . . , n− 1.

(6) There are δ1, δ2 > 0 such that δ1 ≤ aij ≤ δ2
for all the aij-weights.

Table 2
Conditions for convergence.

Now we introduce the following result, in analogy to
Proposition 12, but defined for asymmetric graphs.

Proposition 20 Suppose convergence conditions (1)
and (3-5) hold. Then, for Algorithm 2, there is a positive

integer K such that R̃−1
j (k) is well-defined for k ≥ K,

and (for k ≥ K) it holds that

(RT
i (k)Rj(k)→ Rij as k →∞) for all (i, j) ∈ E ,

and

(R̃(k)R̃−1
j (k)→ Rij as k →∞) for all (i, j) ∈ E .

Proof: When conditions (3) and (4) hold it is easy to
show that Ldir is similar to L̄⊗ Id, where L̄ is defined in
condition (5). Since conditions (1) and (3) hold, we can
use Proposition 15. There is a collection {R̄i}i∈V such
that

ker(Ldir) = im(U1({R̄i}i∈V)).

The rest of the proof is equivalent to that of Proposi-
tion 12 and omitted. �

For the general case when transitive consistency does
not hold, the convergence results in this section are more
conservative than those provided in Section 4.2.2 for Al-
gorithm 1. The main difficulty is that the matrix Ldir is
not symmetric, and we cannot guarantee in general that
its spectrum is real. We have the following theoretical
result.

Proposition 21 Suppose convergence conditions (1),
(3), and (6) hold. Then
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(1) The dynamical system

ẋ(t) = −Ldirx(t), x(t) ∈ Rnd,

is critically stable.

(2) ‖P‖2 is an upper bound for ‖Ldir‖2 where P =
diag(A1n) +A.

(3) If also the convergence condition (2) holds,

(a) the matrix Ldir has no purely imaginary eigen-
values,

(b) there is ε(n, d, δ1, δ2) > 0, such that for
ε3 ∈ (0, ε) the eigenvalues of the matrix
(I − ε3Ldir(G, {Rij}(i,j)∈E)) are contained in
the closed unit disc and if there is an eigenvalue
on the boundary of the disc, it is equal to 1 and
the algebraic respective geometric multiplicities
thereof are equal.

Proof:
(1) Let

ẋ(t) = −Ldirx(t), x(t) ∈ Rnd, (72)

where x(0) is the initial state. We can write x(t) as
x(t) = [xT1 (t), xT2 (t), . . . , xTn (t)]T , where xi(t) ∈ Rd for
all i. Define the function V (x) = maxi(x

T
i xi). If there

is some eigenvalue of Ldir with negative real part or if
there is a Jordan block of dimension larger than one
corresponding to an eigenvalue pair on the imaginary
axis, there is x0 such that for the state x(t) with ini-
tial state x0, V (x(t)) → ∞ as t → ∞. We want to
show that this is not possible. Let us first define the set
Imax(t) = {i : V (x(t)) = xTi (t)xi(t)}. Now,

D+(V (x(t))) = max
i∈Imax(t)

d

dt
xTi (t)xi(t) (73)

= max
i∈Imax(t)

xTi (t)

∑
j∈Ni

(Rijxj(t)− xi(t))


≤ 0,

where D+ is the upper Dini-derivative. A proof of the
first equality in (73) can be found in [36] using the re-
sults in [37] and [38]. Now we can use the Comparison
Lemma [39] to show that V (x(t)) is decreasing indepen-
dently of the choice of x0. The last inequality in (73) is
a consequence of the fact that the Rij-matrices are or-
thogonal.

(2) Let v = [vT1 , v
T
2 , . . . , v

T
n ]T ∈ Snd, where each vi ∈ Rd.

By using the structure of the f2-function, one can show
that vTLT

dirLdirv =
∑n

i=1 ‖
∑

j∈Ni
aij(Rijvj − vi)‖2F .

Now,

vTLT
dirLdirv ≤

n∑
i=1

‖
∑
j∈Ni

aij(‖vj‖2 + ‖vi‖2)‖22 (74)

≤‖P‖22.

(3) Now we show, by a contradiction argument,
that there are no purely imaginary eigenvalues.
Suppose there are purely imaginary eigenvalues.
Then there must be a nontrivial periodic solution
x̄(t) = [x̄T1 (t), x̄T1 (t), . . . , x̄Tn (t)]T to (72), i.e., x̄(t) is
periodic and x̄(t) 6= x̄(t+ ∆) for all t and some ∆ > 0.

It can be shown that in this particular situation
D+(V (x̄(t))) = 0 for all t and it can also be shown that a
necessary condition for this to hold is that x̄i(t) = x̄j(t)
for all i, j and t, and furthermore, this can only happen
if Rij = I for all (i, j).

In the following three paragraphs we prove that
the claims in the preceding paragraph are true. If
D+(V (x̄(t1))) 6= 0, it holds that (see the proof of part
(1)) D+(V (x̄(t1))) < 0. But then V (x̄(t)) < V (x̄(t1))
for all t > t1 (see the proof of part (1)), which implies
that there is no t2 > t1 such that x̄(t2) = x̄(t2). Thus
the solution is not periodic, which is a contradiction.
Hence, we can conclude that D+(V (x̄(t))) = 0 for all t.

Now, let us assume that there is i1, j1 ∈ V such that
x̄i1(t1) 6= x̄j1(t1) at some time t1. Let Vmax(t1, t) = {k :
‖xk(t)‖ = maxl∈V ‖xl(t1)‖}.We can without loss of gen-
erality assume that i1 ∈ Vmax(t1, t1), j1 6∈ Vmax(t1, t1),
and that j1 ∈ Ni1 . The reason for why we can make
this assumption about i1 and j1, is that the graph G is
strongly connected. Now it holds that

d

dt
xTi1(t)xi1(t)|t1

=xTi1(t1)
∑

j∈Ni1

(Ri1jxj(t1)− xi1(t1)) < 0. (75)

The strict inequality holds because xTi1(t1)(Ri1j1xj1(t1)−
xi1(t1)) < 0. We also know that x̄(t) is continu-
ous and continuously differentiable. There must be
t2 > t1 such that Vmax(t1, t2) ⊂ Vmax(t1, t1) − {i1}.
Now, assume that Vmax(t1, t2) is nonempty. Then we
can perform the analogous procedure again, where
we pick i2 ∈ Vmax(t1, t2), j2 6∈ Vmax(t1, t2), where
j2 ∈ Ni2 , and show that that there is a t3 > t2 such
that Vmax(t1, t3) ⊂ Vmax(t1, t2) − {i2, i1}. By repeat-
ing this procedure, one can show by induction that
there must be a tf > t1 such that Vmax(t1, tf ) = ∅.
But V (x̄(tf )) < V (x̄(t1)) contradicts the fact that
x̄(tf ) = x̄(t1).
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To show that x̄i(t) = x̄j(t) for all i, j and t can only
happen when Rij = I for all (i, j), we note the following.
Suppose it holds that x̄i(t) = x̄j(t) for all i, j and t and
in particular at the time t1. Suppose there is i and an
j ∈ Ni such that Rij 6= Id. But then one can show that
the time derivative of ‖x̄i(t1)‖2 is negative at the time
t1. To see this, consider the structure of the right-hand
side of (75); it holds that x̄Ti Rij x̄j − x̄Ti x̄i < 0. Thus
there is a time t2 > t1 where ‖x̄i(t2)‖2 < ‖x̄i(t1)‖2. On
the other hand, since D+(V (x̄(t))) = 0 for all t, there
must be a k ∈ V such that ‖x̄k(t2)‖2 = ‖x̄i(t1)‖2. But
then ‖x̄k(t2)‖2 6= ‖x̄i(t2)‖2, which contradicts the fact
that x̄i(t2) = x̄k(t2) holds.

Now, if the Rij 6= I, the necessary condition is not ful-
filled, hence we have a contradiction. In the case when
the Rij = I, it holds that Ldir(G) = L̄⊗Id and the latter
matrix does not have purely imaginary eigenvalues.

The Rij-matrices and the aij-weights are contained in a
compact set parameterized by (n, d, δ1, δ2), see conver-
gence condtion (6). The eigenvalues of Ldir are continu-
ous over this set. As setforth above, there are no purely
imaginary eigenvalues. Hence, any complex eigenvalue
must have an argument in the open set (π/2, 3π/2).
Supremums and infimums of continuous functions over
compact sets amount to maximums and minimums,
respectively, see Weierstrass’ Extreme Value Theorem.
This means that the arguments of the complex eigenval-
ues are contained in a set [π/2 + δ̃1, 3π/2− δ̃2] for some

δ̃1, δ̃2 > 0. Furthermore, with analogous reasoning, the
magnitudes of the eigenvalues are bounded from above
by some δ̃3 (the magnitudes are continuous functions).
Now we can construct ε. Let α1 and α2 be the unique
positive solutions to

‖[α cos(π/2 + δ̃1)− 1, α sin(π/2 + δ̃1)]T ‖ = 1 and

‖[α cos(3π/2− δ̃2)− 1, α sin(3π/2− δ̃2)]T ‖ = 1,

respectively. We choose ε = min{α1, α2}/δ̃3.

Now, any eigenvalue that is equal to 1 for (I − ε3Ldir)
is corresponding to an eigenvalue that is equal to 0 for
Ldir. The eigenvalues have been shifted by 1 between
the two. The eigenvectors are the same. If the claim
in (3) about the multiplicity would be false, then Ldir

would be unstable, which is a contradiction, see (1). �

Suppose the graph G is QSC and the collection of matri-
ces {Rij}(i,j)∈E is transitively consistent. From Proposi-
tion 21 we can draw the following conclusion about Al-
gorithm 2. If ε3 is chosen small enough, the system de-
fined in (56) is stable. However, we do not provide any
explicit bounds for ε3. An interesting research direction
to pursue would be to investigate if the results in [40]
can be used to derive such bounds.

5.4 Numerical simulations

In Figure 2 the evolution of

gap({Ri(k)}i∈V , {(PrO(d)(R̄i))
T }i∈V) (left two figures),

gap({R̃−1
i (k)}i∈V , {R̄−1

i }i∈V) (right two figures)

is shown. The definition of the gap function and the
problem setup are the same as in Section 4.3, apart from
the construction of the graphs. The graphs are now QSC
and in general asymmetric. Moreover, ε3 = 1/(2n). For
the top two figures the graph density is 0.9 and for the
bottom two figures the graph density is 0.5.

There are two important things to note here. None of
the results in the previous section guarantee that the al-
gorithm converges when the graph is QSC and not nec-
essarily strongly connected, nor do they guarantee that
the algorithm converges when the step size is 1/(2n). Yet
this was the case in all simulations we conducted. We let
the graph density vary between 0.3 and 0.9, the dimen-
sion vary between 3 and 20, we tried different noise levels
and aij-weights, and convergence to at least−0.5 for the
gap (in logarithmic scale) was observed for the means.
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Fig. 2. Convergence plots for Algorithm 2.

6 Conclusion

In this work we proposed two distributed methods to
synchronize orthogonal matrices of arbitrary dimension
over graphs. One was presented for symmetric graphs
and one was presented for graphs that could also be
asymmetric. For both methods we provided a theoretical
analysis including various convergence conditions. In the
case of symmetric graphs, we proved convergence to the
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solution of a spectral relaxation. Numerical simulations
verify this result. In the case of directed and asymmetric
graphs, we proved convergence of the algorithm for small
step sizes. This convergence was illustrated in numerical
simulations.
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