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Abstract

This paper investigates the relations between three different properties, which are of importance in optimal control problems:
dissipativity of the underlying dynamics with respect to a specific supply rate, optimal operation at steady state, and the
turnpike property. We show in a continuous-time setting that if along optimal trajectories a strict dissipation inequality is
satisfied, then this implies optimal operation at this steady state and the existence of a turnpike at the same steady state.
Finally, we establish novel converse turnpike results, i.e., we show that the existence of a turnpike at a steady state implies
optimal operation at this steady state and dissipativity with respect to this steady state. We draw upon a numerical example
to illustrate our findings.
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The notion of turnpike property of an optimal control
problem (OCP)—introduced in [6] in the late 1950s—
is used to describe the phenomenon that in many finite-
horizon OCPs the optimal solutions for different initial
conditions approach a neighborhood of the best steady
state, stay within this neighborhood for some time, and
might leave this neighborhood towards the end of the
optimization horizon. Turnpike phenomena have been
observed in different types of OCPs: with/without ter-
minal constraints [3, 4, 27] and with/without discounted
cost functionals [14, 31, 32]. Turnpikes have received
widespread interest in the context of optimal control of
economics [3, 19]. The works by [1, 24, 26, 29] show
how turnpike phenomena can be used to approximate
solutions of OCPs with long horizons appearing in ap-
plications. 1 Turnpikes also appear in OCPs arising in
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1 We remark that occasionally turnpike phenomena are de-
noted by varying names: [1, 29] refer to turnpikes as a di-
chotomy of optimal control problems, while [24] uses the

economic MPC formulations [8, 9, 10, 12, 31]. Recently,
[5, 13] discussed different aspects of turnpike phenom-
ena in a discrete-time setting with constraints and in a
continuous-time setting without constraints [27]. Taking
into account the large number of publications on turn-
pike phenomena, it is quite surprising that only very
few works state a precise definition of turnpike proper-
ties, see [5, 32]. Often, turnpike results for specific OCPs
are proven without a rigorous definition of the turnpike
property itself [3, 4, 14, 19]. While such an approach
simplifies the construction of many turnpike results, it
hinders establishing converse turnpike theorems.

The main goal of this paper is to analyze the relation be-
tween three different properties that arise in the context
of finite-horizon continuous-time OCPs: system dissipa-
tivity with respect to a specific supply rate (which de-
pends on the cost function of the OCP), optimal opera-
tion at steady state, and the existence of a turnpike at
that steady state. Recently, a related discrete-time anal-
ysis has been presented under the assumptions of local
controllability of the turnpike and turnpike-like behav-
ior of nearly optimal solutions [13]. The present paper
takes a different route by avoiding such assumptions in

phrase hypersensitive optimal control problems.
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the continuous-time case. Its contributions are as fol-
lows: While the preliminary version of this paper [11]
discussed state turnpikes, we extend these results and
provide a framework for the definition of different turn-
pike properties of OCPs, i.e., we suggest to distinguish
state, input-state, and extremal turnpikes of OCPs. Our
main contribution are novel converse turnpike results
that require neither local controllability of the turnpike
nor turnpike-like behavior of nearly optimal solutions as
in [13]. In particular, we show that the existence of a
turnpike implies optimal operation at steady state; we
prove that exactness of turnpikes implies dissipativity,
whereby exactness of a turnpike means that the opti-
mal solutions are at the turnpike steady state for some
parts of the optimization horizon; and we show that un-
der mild local assumptions on the cost function of the
OCP, the existence of a turnpike implies satisfaction of
a strict dissipation inequality along optimal solutions.

The remainder of this paper is structured as follows: Sec-
tion 1 introduces a formal definition of turnpike and dis-
sipativity properties as well as the definition of optimal
operation at steady state. Section 2 discusses implica-
tions of dissipativity. Section 3 investigates the relation
between optimal operation at steady state and dissipa-
tivity, while Section 4 presents converse turnpike results.
To demonstrate how some of our conditions can be veri-
fied, we draw upon the numerical example of a chemical
reactor in Section 5.

1 Preliminaries and Problem Statement

We briefly recall the notions of optimal operation at
steady state, dissipativity with respect to a steady state,
and turnpike properties of OCPs.

1.1 Optimal Steady-State Operation

We consider the nonlinear system given by

ẋ = f(x, u), x(0) = x0, (1)

where the states x ∈ Rnx and the inputs u ∈ Rnu are
constrained to lie in the compact sets X ⊂ Rnx and U ⊂
Rnu . We assume that the vector field f : Rnx × Rnu →
Rnx is Lipschitz on X × U . A solution to (1), starting
at x0 at time 0, driven by the input u : [0,∞) → U , is
denoted as x(·, x0, u(·)).

Consider the maximal control-invariant set X0 ⊆ X
given by

X0 = {x0 ∈ X | ∃u(·) ∈ L([0,∞),U) :

∀t ≥ 0 x(t, x0, u(·)) ∈ X} , (2)

where L([0,∞),U) denotes the class of measurable func-
tions on [0,∞) taking values in the compact setU ⊂ Rnu .

This set is the largest subset of X that can be made pos-
itively invariant via a control u(·). Here, we assume that
X0 6= ∅. Furthermore, consider a finite-horizon OCP that
aims at minimizing the objective functional

JT (x0, u(·)) =
1

T

∫ T

0

F (x(t), u(t)) dt, (3)

where F : X × U → R is the cost function, and T is the
optimization horizon. We assume that F is Lipschitz on
X × U . The OCP reads

inf
u(·)∈L([0,T ],U)

JT (x0, u(·)) (4a)

subject to

ẋ(t) = f(x(t), u(t)), x(0) = x0 (4b)

∀t ∈ [0, T ] : x(t) ∈ X , u(t) ∈ U . (4c)

The pair (x(·, x0, u(·)), u(·)) is called admissible if u(·) ∈
L([0, T ],U) and if there exists a corresponding abso-
lutely continuous solution x(·, x0, u(·)), which satisfies
x(t, x0, u(·)) ∈ X for all t ∈ [0, T ]. An optimal solution
to (4) is denoted by u?(·) and the corresponding state
trajectory is written as x?(·, x0, u

?(·)). 2

Notational remarks: We denote the dependence of opti-
mal solutions to (4) on the initial condition x0 and the
horizon length T by writing OCPT (x0). Whenever it is
convenient, input-state pairs are written as z = (x, u)T

and the combined input-state constraints are written as
Z = X × U . Throughout this paper, we use the super-
script ·̄ to denote a variable at steady state. Hence, we
have f(z̄) = f(x̄, ū) = 0. The set of admissible steady-
state pairs is denoted as

Z̄ := {z̄ ∈ Z | 0 = f(z̄)} .

Admissible trajectory pairs of OCPT (x0) are abbrevi-
ated by z(·, x0) = (x(·, x0, u(·)), u(·))T . For any function
ϕ with domain Rnx+nu we write

ϕ (z?(t, x0)) := ϕ (x?(t, x0, u
?(·, x0)), u?(t, x0)) .

While OCPT (x0) aims at optimizing the transient per-
formance of system (1), one can as well ask for the best
stationary operating conditions. These conditions are
given by the following steady-state problem:

inf
z̄ ∈Rnx+nu

F (z̄) subject to z̄ ∈ Z̄ (5)

where F is the same as in (3). A globally optimal solution
to this static optimization problem is denoted as z̄?. The

2 Here, we assume for simplicity that the optimal solution
exists and is attained. We refer to [18, 28] for conditions
ensuring the existence of optimal solutions to OCP (4).
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set of optimal steady-state pairs is denoted by Z̄?, i.e.,

Z̄? =
{
z̄? ∈ Z̄ | z̄? is optimal in (5)

}
. (6)

Henceforth, we assume that Z̄? 6= ∅. The sets X̄ and
X̄ ?, with X̄ ? ⊆ X̄ ⊂ X , denote the projection of Z̄ ⊂
Rnx × Rnu onto the state space Rnx and the projection
of Z̄? ⊂ Rnx × Rnu onto Rnx , respectively.

In the operation of dynamic processes, it is of major in-
terest to know whether the best infinite-horizon perfor-
mance can be achieved at the best steady state or via
permanent transient operation. Optimal operation over
an infinite horizon is defined similar to [2, 12] as follows.

Definition 1 (Optimal operation at steady state)
System (1) is said to be optimally operated at steady state
if there exists a z̄ = (x̄, ū)T ∈ Z̄ such that, for any initial
condition x0 ∈ X0 and any infinite-time admissible pair
z(·, x0), we have

lim inf
T→∞

JT (x0, u(·)) ≥ F (z̄). (7)

The following lemma follows trivially from the above.

Lemma 1 If system (1) is optimally operated at z̄, then
z̄ is an optimal solution to (5).

1.2 Turnpike Properties of OCPs

Since there is no generally valid definition of turnpike
properties of continuous-time OCPs, we propose a def-
inition motivated by a turnpike result given in [3]. To
this end, consider the placeholder variable ξ ∈ {x, z} ,
which, depending on the context, denotes the state or
the input-state pair of (1). Accordingly, ξ?(·, x0) is ei-
ther an optimal state trajectory x?(·) or an optimal pair
z?(·). Likewise, ξ̄ is either a steady state x̄ or a steady-
state pair z̄. Using this placeholder variable, we define
the set

Θξ,T (ε) =
{
t ∈ [0, T ] :

∥∥ξ?(t, x0, u
?(·))− ξ̄

∥∥ > ε
}
. (8)

Definition 2 (Turnpike property of OCPT (x0))
The solution pairs z?(·, x0) ofOCPT (x0) are said to have
a {state, input-state} turnpike with respect to ξ̄ ∈ {x̄, z̄}
if there exists a function νξ : [0,∞) → [0,∞] such that,
for all x0 ∈ X0 and all T > 0, we have

µ [Θξ,T (ε)] < νξ(ε) <∞ ∀ ε > 0, (9)

where µ[·] is the Lebesgue measure on the real line.
The pairs z?(·, x0) of (4) are said to have an exact {state,
input-state} turnpike if Condition (9) also holds for ε =
0, i.e.,

µ [Θξ,T (0)] < νξ(0) <∞. (10)

Fig. 1. Sketch of a state turnpike property.

The turnpike property states that, for any initial con-
dition x0 and any horizon length T > 0, the time that
the optimal solutions of OCPT (x0) spend outside an ε-
neighborhood of ξ̄ is bounded by νξ(ε), where νξ(ε) is
independent of the horizon length T . In other words, for
sufficiently long horizons T , the optimal solutions have
to enter any arbitrarily small ε-neighborhood of ξ̄. In the
case of a state turnpike, i.e. ξ = x, the solutions have to
be close to the steady state x̄. This situation is sketched
in Fig. 1. In the case of an input-state turnpike, i.e. ξ = z,
also the inputs have to approach any arbitrarily small
ε-neighborhood of ū. Note that, the steady state x̄, re-
spectively, the steady-state pair z̄ approached by the op-
timal solutions is commonly referred to as the turnpike.
According to Def. 2, the turnpike has to be global in the
sense that it is the same for all horizon lengths T ≥ 0
and all x0 ∈ X0. Naturally, it also possible to have local
turnpike properties. Here, for the sake of simplicity, we
focus on global turnpike properties.

If the stronger condition (10) holds, then, for sufficiently
long horizons T , the optimal solutions have to enter the
turnpike exactly for some part of the horizon, i.e., the
optimal solutions have to be at steady state for some
part of the horizon. Hence, this case is denoted as exact
turnpike, for an analysis see [8, 10].

Remark 1 (Extremal turnpikes)
As shown in [27] for OCPs without input or path con-
straints, the adjoint variables also stay close to their op-
timal steady-state values whenever states and inputs stay
close to the turnpike. It is straightforward to modify Def.
2 to include this third case. Without further elaboration,
we suggest to denote this case as an extremal turnpike.

Remark 2 (Turnpikes and reachability)
Def. 2 implies that the turnpike steady state x̄ is asymp-
totically reachable from all x0 ∈ X0.

1.3 Dissipativity

Next, we briefly recall the definition of dissipativity with
respect to a steady state [2]. We refer to [20, 30] for
further details on dissipativity. Let w : X × U → R be
given by

w(x, u) := F (x, u)− F (z̄), (11)

with z̄ ∈ Z̄, and F is the cost function in (3) and (5).
Let K denote the set of functions of class K.
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Definition 3 (Dissipativity wrt a steady state)
System (1) is said to be dissipative on Z with respect to
z̄ ∈ Z̄ if there exists a non-negative storage function 3

S : X → R+
0 such that for all x0 ∈ X , all T ≥ 0 and

all u(·) ∈ L([0, T ],U) satisfying x(t, x0, u(·)) ∈ X for all
t ∈ [0, T ] we have

S(xT )− S(x0) ≤
∫ T

0

w(x(t), u(t)) dt, (12a)

where xT = x(T, x0, u(·)).
If, in addition, for some α ∈ K and ξ ∈ {x, z},

S(xT )− S(x0)

≤
∫ T

0

−α
(∥∥ξ(t)− ξ̄∥∥)+ w(x(t), u(t)) dt (12b)

then,

(i) for ξ = x, system (1) is said to be strictly dissipa-
tive on Z with respect to the steady state x̄;

(ii) for ξ = z, system (1) is said to be strictly dissipa-
tive on Z with respect to the steady-state pair z̄;

Definition 4 (Dissipativity of OCPT (x0))
If, for all x0 ∈ X0, (12a)—respectively (12b)—is sat-
isfied along any optimal pair of OCPT (x0), we say
that OCPT (x0) is dissipative—respectively strictly
dissipative—with respect to ξ̄ ∈ {x̄, z̄}.

Note that in the non-strict case, one can show that dis-
sipativity of system (1) and dissipativity of OCPT (x0)
are equivalent. Furthermore, strict dissipativity of (1)
implies strict dissipativity of OCPT (x0) but not vice
versa. 4 Due to these dissipativity notions, w in (11) is
called a supply rate.

In order to verify (strict) dissipativity, one has two pos-
sibilities: compute a storage function, or rely on converse
dissipativity results. Next, we recall such a result. To
this end, consider the OCP

sup
u(·)∈L([0,T ],U), T

−
∫ T

0

w(x(t), u(t)) dt (13a)

subject to

ẋ = f(x, u), x(0) = x0, (13b)

∀t ∈ [0, T ] : x(t) ∈ X , u(t) ∈ U , (13c)

T ≥ 0, (13d)

3 Note that the required properties of S differ in different
works: in [11, 21] boundedness is assumed, while in [2] the
storage S can take real values instead of non-negative real
values.
4 Note that in [5] dissipativitiy of a system with respect to a
steady state is denoted as dissipativity of an OCP.

which allows a free end time T in (13d). If F (z̄) = 0
holds, then (13) is the free end-time version of
OCPT (x0). Let Sa(x0) denote the optimal value func-
tion of (13), which is also called the available storage.
Observe that Sa(x0) ≥ 0, since T = 0 is allowed. The
following result states a necessary and sufficient condi-
tion for dissipativity.

Theorem 1 (Willems 1972 [30])
System (1) is dissipative on Z = X × U if and only if
Sa(x0) is finite for all x0 ∈ X . Moreover, if the sys-
tem is dissipative with respect to the supply rate w, then
0 ≤ Sa(x0) ≤ S(x0) for any storage function S and the
function Sa itself is a storage function.

The proof can be obtained by straightforward modifica-
tion of the classical proof from [30]. The next corollary
is directly implied by 0 ≤ Sa(x0) ≤ S(x0).

Corollary 1 System (1) is dissipative with bounded
non-negative storage function, if and only if, for all
x0 ∈ X , Sa(x0) ≤ Ŝ <∞.

Remark 3 (Verifying strict dissipativity)
Note that in order to verifiy strict dissipativity on a com-
pact set, one uses that Thm. 1 applies to generic supply
rates w, i.e. one swaps w with−α+w in (13a) and shows
that, for at least one α ∈ K, the available storage Sa is
finite.

Remark 4 (Strict dissipativity of OCPT (x0))
To show strict dissipativity of OCPT (x0), one swaps w
with −α + w and ”u(·) ∈ L([0, T ],U)” in (13a) with
”u(·) is optimal in OCPT (x0)”. Again Thm. 1 holds with
straightforward modification to the proof in [30].

1.4 Problem Statement

The main purpose of this paper is to establish links be-
tween the three following formal statements/assumptions:

Statement 1 For all x0 ∈ X0, OCPT (x0) is strictly
dissipative with respect to ξ̄ ∈ {x̄, z̄} and with bounded
storage function.

It is worth mentioning that if Stmt. 1 is true for ξ̄ = z̄,
then it also holds for ξ̄ = x̄.

Statement 2 System (1) is opt. operated at z̄? ∈ Z̄?.

Statement 3 For all x0 ∈ X0, the optimal solutions of
OCPT (x0) have a {state, input-state} turnpike at ξ̄ ∈
{x̄, z̄}.

Subsequently, we show that

• Stmt. 1 ⇒ Stmt. 3 (Thm. 2);
• Stmt. 1 ⇒ Stmt. 2 (Thm. 3);
• Stmt. 3 ⇒ Stmt. 2 (Thm. 6);
• Stmt. 2 ⇒ Stmt. 1 (Thm. 5);
• Stmt. 3 ⇒ Stmt. 1 (Thm. 7 and Thm. 8).
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Thm. 7 & 8

Thm. 2

Thm
. 5

Thm
. 3 &

4

Thm. 6

Fig. 2. Implications between dissipativity, optimal operation
at steady state and turnpikes investigated in this paper.

An overview of the results to be shown is sketched in
Fig. 2.

For some of these relations we will invoke a reachability
assumption.

Assumption 1 (Exponential reachability)
For all x0 ∈ X0, there exists an optimal steady state pair
z̄? ∈ Z̄?, an infinite-time admissible input u∞(·, x0) ∈
L([0,∞),U), and constants c, λ ∈ R+, independent of
x0, such that∥∥(x(t, x0, u∞(·, x0)), u∞(·, x0))T − z̄?

∥∥ ≤ ce−λt.
This assumption is satisfied if one can steer the state to
any small neighborhood of x̄? in finite time, x̄? corre-
sponds to a steady-state pair (x̄?, ū?) ∈ int(Z), and (1)
has a stabilizable Jacobian linearization at this point.

2 Implications of Dissipativity

Theorem 2 (Dissipativity ⇒ turnpike)
Let Stmt. 1 hold for ξ ∈ {x, z} and Ass. 1 holds for
z̄? ∈ Z̄. Then, Stmt. 3 holds, i.e., OCPT (x0) has a
turnpike at ξ̄? ∈ {x̄?, z̄?}.

PROOF. We first consider ξ = z. Let z?(·, x0) be an
optimal solution to OCPT (x0). The integral dissipation
inequality (12b) gives

S(x?(T ))− S(x?(0)) ≤−
∫ T

0

α(‖z?(t, x0)− z̄?‖) dt

+

∫ T

0

F (z?(t))− F (z̄?) dt.

By Ass. 1, x̄? is exponentially reachable from every x0 ∈
X0. Hence, the second integral is bounded from above
by KF := c

λLF < ∞ independently of T , where LF
is a Lipschitz constant of F and c, λ are from Ass. 1.
In addition, since S is bounded, the lhs is bounded in
absolute value, independently of T , by some KS < ∞.

Hence, we have∫ T

0

α(‖z?(t, x0)− z̄?‖) dt ≤ KS +KF <∞.

Using (8) and that α ∈ K, we obtain∫ T

0

α(‖z?(t, x0)− z̄?‖) dt ≥ α(ε)µ[Θz,T (ε)].

It follows that µ[Θz,T (ε)] ≤ (KS + KF )/α(ε) =: νz(ε),
where νz(ε) does not depend on T . The case ξ = x can
be proved easily along the same lines. �

Theorem 3 (Dissipativity ⇒ opt. operation at z̄?)
If Stmt. 1 holds at z̄?, then Stmt. 2 holds, i.e., system
(1) is optimally operated at the steady state z̄?.

PROOF. (By contradiction). Assume that there exists
an infinite-time optimal pair z?∞(·, x0) and a sequence
{Tk}∞k=1, with Tk+1 ≥ Tk and Tk →∞, such that

lim
k→∞

JTk
(x0, u

?
∞(·)) ≤ F (z̄?)− σ (14)

for some σ > 0. Evaluating the dissipation inequal-
ity (12a) along z?∞(·, x0) and dividing by Tk gives

1

Tk
[S(x?∞(Tk))− S(x?∞(0))] ≤ JTk

(x0, u
?
∞(·))− F (z̄?).

Since the storage function S is bounded, the lhs of the
above inequality converges to zero for Tk →∞, whereas
the rhs converges to−σ < 0, which is a contradiction. �

In the proof of Thm. 3, we never invoked the strict dissi-
pativity term α(‖ξ− ξ̄?‖). Hence, the following stronger
statement holds.

Theorem 4
For all x0 ∈ X0, let OCPT (x0) be dissipative (not neces-
sarily strictly) with bounded storage and with respect to
the steady-state pair z̄?. Then, Statement 2 holds, i.e.,
the system (1) is optimally operated at the steady state z̄?.

3 Implications of Optimal Operation
at Steady State

In order to discuss the implications of optimal operation
at steady state, we will extend a discrete-time result
given in [21] to the continuous-time setting. To this end,
consider the set

C(x̄?, T ) := {x0 ∈ X | ∃u(·) ∈ L([0, T ],U),

∀t ∈ [0, T ] : x(t, x0, u(·)) ∈ X ,
x(T, x0, u(·)) = x̄?} , (15a)
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which is the set of initial conditions x0 ∈ X that can be
steered, in some finite time T ∈ (0,∞), by means of an
admissible input, to x̄? ∈ X . Likewise, we define the set

R(x̄?, T ) := {xT ∈ X | ∃u(·) ∈ L([0, T ],U),

∀t ∈ [0, T ] : x(t, x̄?, u(·)) ∈ X ,
x(T, x̄?, u(·)) = xT } , (15b)

which containts all states that can be reached, in some
finite time T ∈ (0,∞), by means of an admissible input,
starting from x̄?. Since, by construction, x̄? is contained
in both sets, we have C(x̄?, T ) ∩R(x̄?, T ) 6= ∅. Now, let

XT := {x0 ∈ X | ∀t ∈ [0, T ] : ∃u(·) ∈ L([0, T ],U)

x(t, x0, u(·)) ∈ C(x̄?, T ) ∩R(x̄?, T )} (16)

be the set of initial conditions x0, for which (i) there ex-
ists a corresponding admissible pair z(·, x0, u(·)), and (ii)
the inclusion x(t, x0, u(·)) ∈ C(x̄?, T ) ∩ R(x̄?, T ) holds
for all t ∈ [0, T ]. Subsequently, we use the shorthand no-
tation ZT := XT × U .

Theorem 5 (Opt. operation at z̄? ⇒ dissipativity)
If Stmt. 2 holds, then, for any T ≥ 0, Stmt. 1 holds with
Z replaced by ZT , i.e., system (1) is dissipative on ZT .

The proof follows along the same lines as the discrete-
time version [21, Thm. 4] and is thus omitted.

Corollary 2 If Stmt. 2 holds, then, for any T ≥ 0, Stmt.
1 holds with X0 = XT , i.e., OCPT (x0) is dissipative.

4 Converse Turnpike Results

After discussing the implications of dissipativity and op-
timal operation at steady state, we now turn to converse
turnpike results.

Theorem 6 (Turnpike ⇒ opt. operation at z̄)
Let Stmt. 3 hold for ξ̄ ∈ {x̄, z̄}. If either ξ̄ = z̄ or ξ̄ = x̄
and

∂F

∂u
= 0, ∀(x, u) ∈ Z, (17)

then Stmt. 2 holds, i.e., (1) is optimally operated at z̄.

PROOF. We first consider the case ξ̄ = z̄. Fix x0 ∈
X0 and, for contradiction, assume that there exists an
infinite-time admissible pair z∞(·, x0) and a sequence
{Tk}∞k=1 with Tk+1 ≥ Tk and Tk →∞ such that

lim
k→∞

JTk
(x0, u∞(·)) ≤ F (z̄)− σ (18)

for some σ > 0. Next, observe that the turnpike prop-
erty and Lipschitz continuity of F (x, u) imply that there
exists a function γz, independent of T , such that

µ[Ωz,T (ε)] < γz(ε),

with Ωz,T (ε) := {t ∈ [0, T ] | F (z?T (t, x0)) − F (z̄)| > ε}.
Set m := minz∈Z F (z) and Ω̄ := [0, Tk]\Ωz,Tk

(ε). Then,
for arbitrary ε > 0, we have∫ Tk

0

F (z?Tk
(t)) dt =

∫
Ωz,T (ε)

F (z?Tk
(t)) dt+

∫
Ω̄

F (z?Tk
(t)) dt

≥ mµ[Ωz,T (ε)] +

∫
Ω̄

F (z̄)− ε dt

= mµ[Ωz,T (ε)] +

∫ Tk

0

F (z̄)− ε dt−
∫

Ωz,T (ε)

F (z̄)− εdt

= mµ[Ωz,T (ε)] + Tk(F (z̄)− ε)− µ[Ωz,T (ε)](F (z̄)− ε).

Since µ[Ωz,T (ε] < γz(ε), independently of Tk, dividing
by Tk and letting k →∞ gives

lim
k→∞

1

Tk

∫ Tk

0

F (z?Tk
(t)) dt ≥ F (z̄)− ε.

Selecting ε < σ leads to a contradiction to (18), since
the pair z∞(·, x0) truncated to [0, Tk] is admissible for
OCPT (x0) for any Tk ≥ 0.

Recall that, for ξ̄ = x̄, (17) implies that F does not
depend on u. Hence, swapping z with x in the derivations
above, proves the assertion for ξ̄ = x̄. �

Thm. 6 and Lem. 1 lead to the following corollary.

Corollary 3 (Turnpikes are opt. steady states)
Let Stmt. 3 hold for ξ̄ ∈ {x̄, z̄} and assume that the con-
ditions of Theorem 6 hold. Then, for ξ̄ = z̄, the turnpike
z̄ is optimal in (5), i.e., z̄ = z̄?; and, for ξ̄ = x̄, there
exists a ū ∈ U such that (x̄, ū) is optimal in (5).

Corollary 3 is a consequence of the turnpike definition
used in this paper, which implies asymptotic reachability
of x̄ from all x0 ∈ X0 (see Remark 2). If, instead, a local
definition of turnpike is used, analogous local results can
be established.

At this point, one may wonder whether or not Stmts. 1–3
are equivalent. In the view of Thm. 3 & 5 this boils down
to the question of how large the gap between strict and
non-strict dissipativity, i.e., between (12a) and (12b),
is. One intuitive way to close this gap is assuming that
F has a unique minimizer z̄? over Z, and this unique
minimizer is a steady state, i.e., z̄? ∈ Z̄. This, however,
would imply to restrict the class of cost functions signif-
icantly. Another approach, pursued in [13] in a discrete-
time setting, requires local controllability close to z̄ and
turnpike-like behavior of nearly optimal solutions. Next,
we follow a different route and present two distinct set of
conditions guaranteeing that the existence of a turnpike
implies dissipativity.

Theorem 7 (Exact turnpike ⇒ dissipativity)
Let Stmt. 3 hold with X0 = X , and let the turnpike be
exact and of the input-state type (ξ = z). Then,

6



(i) system (1) is dissipative with respect to z̄? on Z
and with bounded storage function, and

(ii) OCPT (x0) is strictly dissipative with respect to z̄?.

PROOF. Part (i): Since, for all T ≥ 0, the optimal

pairs z?(·, x0) show turnpike behavior, we have

|sa(x0)| :=

∣∣∣∣∣
∫ T

0

w(z?(t, x0)) dt

∣∣∣∣∣
≤
∫

Θz,T (ε)

|w(z?(t, x0))|dt+

∫
[0,T ]\Θz,T (ε)

|w(z?(t, x0))|dt.

Due to Lipschitz continuity of F , for all T ≥ 0, all
x0 ∈ X , and all ε > 0, the second integral on the rhs is
bounded from above by TLF ε, where LF is a Lipschitz
constant of F . Hence, the last inequality leads to

|sa(x0)| ≤ µ[Θz,T (ε)]ŵ + TLF ε,

where ŵ := supz∈Z |w(z)| < ∞. The turnpike is exact.
We may set ε = 0 and obtain |sa(x0)| ≤ νz(0)ŵ < ∞.
Hence, for all T ≥ 0 and all x0 ∈ X0, the supremum
in (13) is finite. Using Thm. 1, we conclude that (1) is
dissipative with bounded storage function on Z.

Part (ii): Choose any α ∈ K, and split the time horizon

into Θz,T (ε) and [0, T ]\Θz,T (ε). Similar to part (i), this
leads to

|sa(x0)| :=

∣∣∣∣∣
∫ T

0

−α(‖z?(t, x0)− z̄?‖) + w(z?(t, x0)) dt

∣∣∣∣∣
≤ µ[Θz,T (ε)] (α̂+ ŵ) + T (α(ε) + LF ε),

where α̂ := supz∈Z α(‖z − z̄?‖) < ∞. Setting ε = 0
allows concluding that, for all T ≥ 0 and all x0 ∈
X0, |sa(x0)| < ∞. Note that Thm. 1 also holds if one
restricts the class of considered input signals in (13)
(Rem. 4). Hence, we conclude that along optimal pairs
of OCPT (x0) the strict inequality (12b) holds for the
chosen α ∈ K. �

Let Bρ(z̄) denote an open ball of radius ρ centered at z̄.

Assumption 2 (z̄? is local minimizer of F on Z)
There exists a constant ρ > 0 and αρ ∈ K such that

αρ(‖z − z̄‖) ≤ F (z)− F (z̄), ∀z ∈ Bρ(z̄) ∩ Z. (19)

Theorem 8 (Turnpike ⇒ strict dissipativity)
Suppose that Ass. 2 and Stmt. 3 hold, and let the turn-
pike be of the input-state type (ξ = z).
Then, there exists a bounded storage function S depend-
ing on αρ, s.t. OCPT (x0) is strictly dissipative with
respect to z̄?.

PROOF. Consider αρ ∈ K from Ass. 2 and the integral

sa(x0) =

∫ T

0

αρ(‖z?(t, x0)−z̄?‖)−w(z?(t, x0)) dt (20)

evaluated along optimal pairs z?(·, x0) ofOCPT (x0). We
split the time horizon into Θz,T (ε) and [0, T ] \Θz,T (ε).
Evaluating the rhs of (20) on Θz,T (ε) yields

∫
Θz,T (ε)

αρ(‖z?(t, x0)− z̄?‖)− w(z?(t, x0)) dt

≤ µ[Θz,T (ε)](α̂+ ŵ) (21a)

where α̂ρ := supz∈Z αρ(‖z − z̄?‖) < ∞, and ŵ is as
defined in proof of Thm. 7. The turnpike property of
OCPT (x0) implies, for all T > 0 and all x0 ∈ X0, that

µ[Θz,T (ε)](α̂+ ŵ) ≤ νz(ε)(α̂+ ŵ) <∞. (21b)

To evaluate the rhs of (20) on [0, T ]\Θz,T (ε), recall that
the turnpike of OCPT (x0) implies that for T sufficiently
large, we have ‖z?(t, x0)−z̄‖ ≤ ρ, ∀t ∈ [0, T ]\Θz,T (ε),
where ρ is from Ass. 2. Using (19) we obtain∫

[0,T ]\Θz,T (ε)

αρ(‖z?(t, x0)− z̄?‖)− w(z?(t, x0)) dt ≤ 0.

(22)
Combining (21) and (22) yields sa(x0) < νz(ε)(α̂+ŵ) <
∞. Recalling Rem. 4, we conclude that along optimal
pairs (12b) holds for αρ. �

5 Example: Chemical Reactor

We consider the example of a continuously stirred chem-
ical reactor. A model of the reactor, including the con-
centration of species A and B, cA, cB in mol/l and the
reactor temperature ϑ in ◦C as state variables, reads

ċA = −rA(cA, ϑ) + (cin − cA)u1 (23a)

ċB = rB(cA, cB , ϑ)− cBu1 (23b)

ϑ̇ = h(cA, cB , ϑ) + α(u2 − ϑ) + (ϑin − ϑ)u1, (23c)

where rA = k1cA + k3c
2
A, rB = k1cA − k2cB ,

h = −δ(k1cA∆HAB + k2cB∆HBC + k3c
2
A∆HAD) and

ki = ki0e
−Ei
ϑ+ϑ0 , i = 1, 2, 3. The system parameters

can be found in [25]. The states and inputs are subject
to the constraints cA ∈ [0, 6]moll , cB ∈ [0, 4]moll , ϑ ∈
[70, 150]◦C and u1 ∈ [3, 35] 1

h , u2 ∈ [0, 200]◦C. We con-
sider the problem of maximizing the production rate of
cB ; thus F in (3) and (5) is F (cB , u1) = −βcBu1, β > 0.
To numerically verify dissipativity, we approximate
the exponential term ki(θ) by its fourth-order Taylor
expansion at ϑ = 110◦C. This way the system dy-
namics become polynomial and a polynomial storage
function can be sought using sum-of-squares (SOS) pro-
gramming. Indeed, by choosing a quadratic function
α := ᾱ‖x − x̄?‖2, where ᾱ > 0 is an optimization vari-
able, all data in (12b) become polynomial. We solve the

7



Fig. 3. Simulation results for (23): blue – T = 0.5; dash-dot
red – T = 0.25; green – optimal steady state; black and
dash-dot black – constraints.

following problem

max
ᾱ∈[0,1],S(·)∈Rd[x]

ᾱ (24a)

subject to ∀(x, u) ∈ X × U

w(x, u)− ᾱ‖x− x̄?‖2 − ∂S

∂x
f(x, u) ≥ 0, (24b)

where Rd[x] denotes the vector space of polynomials of
fixed degree d. The non-negativity constraint (24b) is
replaced by a sufficient SOS constraint; here we use the
standard Putinar condition [23] imposed for each of the
four vertices of U separately (this is possible since u en-
ters the dynamics affinely and U is convex). Instead of
the integral inequality (12b) we consider its differential
counter part in (24b). This leads to a semidefinite pro-
gramming problem, which is solved using SeDuMi [22].
Details of sum-of-squares programming are omitted for
brevity; see [7, 17]. The strict dissipativity constant
ᾱ is constrained to [0, 1] for numerical reasons. The
optimal steady state x̄? = [2.1756, 1.1049, 128.53]T ,
ū? = [35, 142.76]T is computed using an SQP-method;
its global optimality is verified using Gloptipoly [15].
Seeking a polynomial storage function of degree five via
(24) is feasible with ᾱ = 1, thus verifying strict dissipa-
tivity with respect to x̄? on X × U .
To illustrate turnpike behavior, we solve (4) as given

above for two initial conditions with a piecewise-
constant input parametrization with [16]. For the
initial condition (cA(0), cB(0), ϑ(0)) = (1.5, 1.2, 140),

we consider an optimization horizon of T = 0.5; for
(cA(0), cB(0), ϑ(0)) = (5.1, 0, 100), we use T = 0.25.
The plots in the upper part of Fig. 3 show the state
trajectories cA, cB and ϑ and their optimal steady-state
values. Clearly, the optimal solutions exhibit the turn-
pike property. The lower part of Fig. 3 depicts the inputs
u1, u2 (last two plots). Note that the input u1 is always
at its upper limit. The third plot from the bottom il-
lustrates the strict dissipation inequality (12b). To this
end, we define the residual

∆(t) = S(x(τ))
∣∣∣t
0
−
∫ t

0

w(x(τ), u(τ))− ᾱ‖x(τ)− x̄?‖ dτ

where ᾱ‖x− x̄?‖, w(x, u) and the storage S are the ones
computed in (24).

6 Summary and Conclusions

Before concluding this paper, it is worth summing up the
main points and highlighting subtle differences between
the presented results. Thms. 2–4 rely on strict dissipa-
tivity of OCPT (x0), i.e. they require (strict) dissipativ-
ity to hold along all optimal solutions. Taking this into
account, it is evident that equivalence of strict dissipa-
tivity of OCPT (x0) (Stmt. 1) and a turnpike property
of OCPT (x0) (Stmt. 3) is guaranteed under mild condi-
tions, cf. Ass. 1 & 2 in Thm. 8. It seems to be the general-
ity of optimal operation at steady state (Stmt. 2) which
in search for equivalence conditions requires stronger as-
sumptions such as local controllability of the turnpike
steady state and turnpike-like behavior of near optimal
solutions, cf. [13].

For continuous-time optimal control problems, this pa-
per has investigated the relationship between dissipa-
tivity properties, optimal operation at steady state, and
turnpike properties. We extended discrete-time results
to show that dissipativity of OCPT (x0) implies (a) op-
timal operation at steady state and (b) a turnpike prop-
erty of optimal solutions. On top, we derived novel con-
verse turnpike results showing that under mild assump-
tions a tunrpike in OCPT (x0) implies dissipativity. Fi-
nally, we commented on sufficient conditions guarantee-
ing the equivalence of the properties.
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