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1. Introduction

The vibrational control method was proposed to stabilize
systems such as inverted pendulums in an open-loop fashion by in-
serting a high frequency dither instead of using feedback (Meerkov,
1980). It has been shown that high-frequency dithers can in-
troduce extra design freedom in stabilization and performance
improvement (Meerkov, 1980), making it attractive to many en-
gineering applications, see, for example, chemical reactors (Cinar,
Deng, Meerkov, & Shu, 1987), gas lasers (Meerkov & Shapiro, 1976)
and under-actuated robotics (Hong, 2002; Yabuno, Matsuda, &
Aoshima, 2005) and references therein.

We adapt the example of vibrational control system (Khalil,
1996 Example 8.10) to illustrate this idea. By vertically oscillating
the suspension point using a sine wave dither with a small am-
plitude but high frequency (Kapitsa, 1951; Stephenson, 1908), an
inverted pendulum can be locally stabilized.! The dynamics model
of this system is presented as:

mlf + (mg — maw cos wt + kasinwt)sind + klH = 0, (1)

* The material in this paper was partially presented at the 12th [EEE International
Conference on Control and Automation, June 1-3, 2016, Kathmandu, Nepal. This
paper was recommended for publication in revised form by Associate Editor Jamal
Daafouz under the direction of Editor Richard Middleton.

E-mail addresses: xiaoxiaoc1@student.unimelb.edu.au (X. Cheng),
yingt@unimelb.edu.au (Y. Tan), i.mareels@unimelb.edu.au (I. Mareels).

1 The amplitude of dither is selected as % to simplify the presentation.
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where 0 is the angular displacement, m is the mass, [ is the length
of pendulum, k is the viscous friction coefficient, a and w are the
amplitude and frequency of oscillating dither respectively. By lin-
earizing it around its equilibrium position at (7, 0), the linearized
model in state-space becomes:

. 0 1 0 0
l=|g k| [¥+] aw ka . Xl
X2 - - X2 — coswt + —sinwt 0| | X2
I m l ml
e’

A B(wt)

(2)

It consists of two parts. One is the unstable A matrix and the other
is the periodic matrix B(wt) coming from the sinusoidal dither. It
has been proved that if the dither frequency w is sufficiently large,
the inverted pendulum is locally stable (Bogoliubov & Mitropolski,
1961). This example shows that even though the equilibrium is
unstable, an open-loop controller using a high frequency dither
can locally stabilize the system. In this example, though dither is
inserted without using feedback, the system (2) has a “feedback-
like” structure. This feedback-like behavior in vibrational control
design was described as a natural interaction between the system
dynamics and vibrated component as pointed out in Shapiro and
Zinn (1997).

A thorough analysis of linear vibrational control systems in the
form of X = Ax + B(wt)x was introduced by Meerkov (1980).
In his seminal work, it was assumed that A has a controllable
canonical form. Under such a scenario, a necessary and sufficient
condition to ensure stabilization is that the trace of A is negative.
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Moreau and Aeyels (2004) used the idea of vibrational control to
enlarge the domain of attraction by designing a periodic output
feedback for linear-time-invariant (LTI) systems. Similarly, pole
assignment capabilities of vibrational control method were dis-
cussed in Kabamba, Meerkov, and Poh (1998). Recently, Berg pro-
posed a design tool using the concept of stability maps for a class
of second-order linear periodic systems (Berg & Wickramasinghe,
2015).

Subsequently, the framework of nonlinear vibrational control
systems was established by R. Bellman and ]. Bentsman in Bell-
man, Bentsman, and Meerkov (1985, 1986a, b). The criteria of
stabilization, controllability and transient behavior for different
types of vibrational control systems were addressed. Shapiro and
Zinn (1997) showed that a class of dynamic system can be locally
stabilized by a nonlinear vibrational controller even if its Jacobian
matrix has a positive trace. This result shows that the vibrational
control method can be applied to a large class of engineering
systems.

Although various stability results of vibrational control systems
have been published, there is little work addressing the robustness
with respect to disturbances or uncertainties, which is one of the
most important performance requirements for engineering appli-
cations. This work focuses on linear vibrational control systems
and explores its robustness in the presence of two types additive
disturbances: one is state-independent and the other is state-
dependent.

In the motivating example, there are always external
forces/moments that can perturb the inverted pendulum. This
leads to a linear vibrational control system in the presence of state-
independent disturbances:

X = Ax + By(wt)x + Bow(t), x(tp) = Xo € R", (3)

where A € R™" B, [to,00) — R™" B, € R™™M w
[to, c0) — R™. Similarly, state-dependent disturbances such as
variation of friction coefficient can also appear thus robustness
analysis is important.

One of the key techniques in stability analysis of vibrational
control systems is averaging (Bellman et al., 1986b; Shapiro &
Zinn, 1997). The existence of disturbances would perturb the
averaged systems, leading to undesirable performance. When
state-independent disturbances are considered, the perturbation
technique (Khalil, 1996) can be applied to show the robustness.
When disturbances are bounded and periodic, by using frequency
analysis, our result shows that the ultimate bound of the system is
inversely proportional to the frequency of the disturbances.

When state-dependent disturbances are considered, neither
perturbation method nor frequency analysis can be directly ap-
plied. Recently, strong average and weak average techniques have
been developed to analyze the robustness of nonlinear time-
varying systems when taking disturbances into consideration
(Nesi¢ & Teel, 2001). It is shown that the strong average of the
vibrational control system does not exist while the weak average
exists. By exploring the stability of the weak averaged system,
we show that the linear vibrational control system is robust to
bounded but slow time-varying disturbances.

The remainder of this paper is organized as follows. In Section
2, preliminaries are stated. Problem formulation and main results
are presented in Section 3 for state-independent disturbances.
Section 4 discusses the robustness of the linear vibrational control
systems with respect to state-dependent disturbances, followed by
simulation examples in Section 5. Section 6 concludes the paper.
All proofs are provided in Appendix.

2. Preliminaries

The set of real numbers is denoted as R. A continuous function
v:R>9 — R belongs to class-X if it is strictly increasing and
y(0) = 0.1Itis of class-K if it belongs to class-K and is unbounded.
A function 8 : R>o x R>o — Rxg is of class-KC if (-, t) belongs
to class-K for each t > 0 and B(s, ) is decreasing to zero for each
s > 0. Define the infinity norm as [|w|e = ess sup;sq|w(t)|. If
lwlleo < 00, it can be called that w € L. N

2.1. Vibrational stabilization

In literature, a generic form of vibrational control systems is
(Bellman et al., 1985; Bullo, 2002; Meerkov, 1980):

t
Xzf(X)Jrg(ax),X(to):xoGR“,Vtzton, (4)
&

where f : R" — R" is continuous with an equilibrium point x,
such that f(x.) = 0. The nonlinear mapping g : [tp, 00) Xx R" — R"
is continuous in both arguments and T-periodic in time.

Definition 1 (Bellman et al., 1985). The equilibrium point x. of
f(x) is said to be vibrationally stabilizable (v-stabilizable) if for
any v > 0 there exists almost periodic and zero-mean g(g, X)
in the first argument such that system (4) has an almost periodic
asymptotically stable solution x°(t) characterized by

X —Xe| < v,
— . T
where X* = limr_. o 7 [y X(7)dT.

As a special case, linear multiplicative vibrational systems in
Bellman et al. (1985) characterize a class of linear systems stabi-
lized by a linear vibrational control input:

1 t
X =Ax+ —B (7>x, x(tg) = xo € R, (5)
& £

where the matrix A € R™" and the vibrational matrix B,
[to, 00) — R™™M is continuous and periodic in t with zero mean
value (see inverted pendulum (2) for example). The positive num-
ber ¢ serves as the design parameter that is related to the dither
frequency.

Lemma 1 provides a necessary and sufficient condition of vibra-
tional stabilization for linear multiplicative systems.

Lemma 1 (Meerkov, 1980). Suppose the matrix A in system (5) has
a controllable canonical form, then the system is v-stabilizable if and
only if the trace of the matrix A is negative.

Remark 1. As the trace of a square matrix equals the summation of
all its eigenvalues, Lemma 1 implies that there may exist positive
eigenvalues such that the system (5) is open-loop unstable . By in-
troducing a high frequency vibration, it is possible to shift unstable
eigenvalues to stable ones. o

2.2. Input-to-state stability

While there exist disturbances in a dynamic system, input-to-
state stability (ISS) (Khalil, 1996) is used to address the robustness.
We consider the following time-varying system:

k:f(t9x7 w)a x(tO)ZXOERnthEtOZOa (6)

where f : [tp,00) x R" x R™ — R" is continuous differen-
tiable in t and locally Lipschitz in x and w. The disturbance w :
[to, 00) — R™ is time-varying. Without losing generality, let us
assume f(t,0,0) = 0.
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Definition 2 (Khalil, 1996; NeSic & Teel, 2001). The system (6) is said
to be input-to-state stable with gain y € K if there exists 8 € KL
such that for each w € £, and X, € R", the solution starting at
(X0, to) exists and satisfies:

Ix(t) = max{B(|xol, t — to), y([wlloo)}, Vt = to = 0.

Definition 2 infers that in the case of no disturbance (w =
0), the system (6) is uniformly globally asymptotically stable. As
pointed out in Khalil (1996), the system (6) is ISS if it is Lyapunov
ISS. The definition of Lyapunov ISS is provided in Definition 3.

Definition 3 (Nesic and Teel, 2001). The system (6) is called
Lyapunov-ISS with gain y if there exists a continuous differentiable
function V : [0, c0) x R" — R such that

ai(|x]) < V(t, x) < ax(|x]),

ov Vv
— + —f(t,x, w) < —a3(|x]), VIX| > p(|wlleo),
at 0x

where a1, 02, 03 € Koo, p € Kand y = ] ' 0 a3 0 p.

3. Main results

Linear vibrational control systems with additive state-
independent disturbances have the following form:
. 1 t
xX=Ax+ —-B; (7>X+Bzw(t), X(to) = xo € R", (7)
& e
where A and B;(-) come from the system (5). The matrix B, € R™™
and w € R™ is the time-varying disturbance satisfying w € L.

As discussed in Lemma 1, it is assumed that matrices A and By(t)
satisfy the following assumptions:

Assumption 1. The matrix A has a controllable canonical form with
a negative trace.

Assumption 2. The time-varying matrix B(t) is continuous and
periTodic with zero mean value, ie. Bi(t) = By(t + T) and
1 Jo Bi(x)dr =0.

In order to analyze the robustness of the system (7), the first
step is to transform it to a new coordinate in the fast time-scale as
done in Bellman et al. (1986b).

In the new time 7 = g it becomes

dx
I = 8AX + B1(z)x + eByw(et), X(10) = X0 € R™. (8)

T

An auxiliary system is then introduced to simplify the stability

analysis of the system (8):
dz
— = By(1)z,
= 1(7)
Suppose that system (9) has a state transition matrix &(t, tp), the
following coordinate transformation is applied:

Z(‘L’o) € Rn, V> 1 >0. (9)

X(t) = @(7, o)y(7). (10)

After taking derivative with respect to 7 in (10), the system (8)
could be re-written in the new coordinate y as
dy _
o = c@ (7, 10)A®(7, To)y(7)

+ &7 (1, 10)Bow(eT)), Y(10) € R (11)

Remark 2. The coordinate transformation (10) plays an important
role in stability analysis of linear vibrational control systems (7).
Since the vibrational matrix Bl(g) has zero mean, it will disappear
if we directly apply the standard first order averaging, leading to
an unstable averaged system. This shows that the precision of first
order averaging is not enough to conclude the stability for vibra-
tional control systems. Intuitively, the transformation improves
resolution: i.e., in the new coordinate, the averaging can provide
a better approximation. o

Remark 3. In the cases of no disturbances (w = 0), Lemma 1
indicates that if the matrix A satisfies Assumption 1, there exists
a vibrational matrix B, (é) such that the average of nominal term
@1, 19)AD(7, 19) is Hurwitz. With the averaging technique,
stability of the transformed system could be concluded. According
to Bellman et al. (1986b), the transformation (10) is nonsingular
and will preserve the stability of the original system (7), thus the

original system (7) is v-stable as well. o

Transformed system (11) can be rewritten as

dy
dr
whereA(t) = @~ !(z, 1)A®(t, To)and W(t) = @~ !(z, 19)Byw(eT).
Since &(t, 1p) and @~ (t, 19) are periodic functions, A(t) is T;
periodic where T, = E Moreover, as @~ !(t, 19) is periodic and
continuous, then ||® ~!(z, 1p)| is bounded for any t > 75 > 0. As
W € Ly, the boundedness of ® (-, -) and the constant B, matrix
lead to w € L.

The subsequent robustness analysis is based on the transformed
system (12). First of all, perturbation technique is used to show
the robustness of the system for bounded disturbances with a rel-
atively conservative estimation of the trajectory bound (Theorem
1). When disturbances are also periodic, Fourier series expansion
technique is further applied to show that the ultimate bound of tra-
jectories can be made smaller for higher frequency disturbances.
The estimation of the ultimate bound is less conservative under
such a situation.

e(A(T)y(t) + (7)), Y(10) = X(70) € R", (12)

Theorem 1. Suppose Assumption 1 holds and w € L. Let D be a

compact set in R", there exists B(t) satisfying Assumption 2, ¢* > 0

such that for all xo € D and ¢ € (0, ¢*), the solutions of system (7)

satisfy:

MN|w]loo
A

where N, M, X are strictly positive constants.

|x(£)] < MN|xole %) 4 , (13)

Proof. See Proof of Theorem 1in Appendix. O

Theorem 1 indicates that for any initial compact set D € R", the
trajectories of the system will exponentially converge to a neigh-
borhood of y(||w|lec) = MN|w| /A around origin. This result
shows the robustness of linear vibrational control systems with
respect to any bounded additive state-independent disturbances.
A direct outcome of Theorem 1 is the following proposition.

It is assumed that the averaged system of (12) without distur-
bance is:

dyay
dt

The closeness of solutions between (12) and (14) is stated in the
following proposition:

= 8Aav)’av;yau(t0) :y(TO)~ (14)

Proposition 1 (Closeness of Solutions). Suppose Assumptions 1-2
hold. Let D be a compact set in R". For any y(to) € D, §2,, and §, there
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exist ¢* and T* such that whenever ¢ € (0, €*), solutions of (12)
y(t, €) and solutions of averaged system (14) yq,(t, €) satisfy:

(7, 70, &) — Yau(7, &)l < & + V([lwlleo),
where Y (||w]leo) = MN||w| oo /A , and M and N are defined in (13).

VT > T%,

Proof. See Proof of Proposition 1in Appendix. O

Remark 4. Proposition 1 shows that due to the existence of
disturbances, the solutions of transformed vibrational control sys-
tem (12) converge to a y(|jw| «)-neighborhood of solutions of
averaged system without disturbances (14) in a finite time interval
as ¢ is sufficiently small. o

Next we will show that if the bounded additive state-
independent disturbances are periodic, it is possible to link the
frequency of disturbances to the estimate of the trajectory bound.
In particular, a class of periodic disturbances that have Fourier
series expansion will be considered. It is well-known that the
Fourier series expansion of a periodic signal exists if it satisfies
Dirichlet conditions (see Kamen and Heck, 2007 for more details).
Most periodic signals in engineering applications satisfy it.

Theorem 2. Let Assumption 1 hold and w € L. Suppose distur-
bance w(t) is a T,-periodic function and its norm can be expressed
in Fourier series form: |w(t)] = ap/2 + Z,f;[ak cos(kwot) +
by sin(kwot )] where wy = 27 /T,,. Let D be a compact set in R", there
exists B1(t) satisfying Assumption 2 and there exist strictly positive
real numbers M, N, A and &* s.t. for all X, € D and ¢ € (0, &*), the
solutions of system (7) satisfy:

N
|x(t)] < MNe ™ (1—e™)

>, MNa y )
+ Z PERNER =5 5 cos(kwot) — Ae™"" 4 kawg sin(kwot)] (15)

x-
._.

oo
MNb
+ Z 22 k2 z [ sin(kaot) — kg cos(kaot) + kape ™.
=1

Proof. See Proof of Theorem 2 in Appendix. O

Remark 5. Theorem 2 reveals a relationship between the trajec-
tory bound and the frequency of periodic disturbances. As shown
n (15), there are two major components in the estimate of the
ultimate bound: one is related to ag and the other is related to
the frequency of the periodic disturbances. It can be seen that
disturbances with a higher frequency will have a smaller ultimate
bound. o

4. Extension to state-dependent disturbances

This section aims at analyzing the robustness of the vibrational
control systems with a more general form of additive disturbances,
which are state-dependent as shown in (16):

x—Ax—i—lB](t)x—i—n(x w), X(to) = Xo € R™. (16)

In (16), matrices A and By are same as in (7) and the term n(x, w)
represents the state-dependent disturbances terms. It is assumed
that n : R" x R™ — R" is continuous and locally Lipschitz in x and
w satisfying n(0, 0) = 0.

Due to existence of the nonlinear term n(-, -), the standard
averaging technique cannot be applied directly. The perturbation
techniques cannot be applied either. Thus strong average and weak
average techniques (NeSi¢ & Teel, 2001) are used to show the
robustness of (16). Next the definitions of the strong average and
the weak average are provided.

4.1. Strong and weak average

Consider a parameterized time-varying system with distur-
bance

k:f(g,x, w), X(to) = xo € R", (17)

where ¢ is a positive and sufficiently small real number. Definitions
of strong and weak average are given below respectively:

Definition 4 (Nesic & Teel, 2001). A locally Lipschitz function fy, :
R" x R™ — R"is said to be the strong average of f(t, x, w) if there
exist B € KL and T* > Osuchthatforallt > tp > 0, w € Lo
and T > T* the following holds:

1 t+T
7 [ thato wis) ~ .5 wistes
< Bulmax(ix, [l 11.T).

Definition 5 (Nesic & Teel, 2001). A locally Lipschitz function f,q :
R" x R™ — R" is said to be the weak average of f(t, x, w) if there
exist By € K£ and T* > O such thatforallt > to > 0, T > T*,
the following holds:

1 t+T
ol w) — / £5. %, w)ds
t
< Bua(max{[x], wl, 1. T).

Remark 6. Both strong and weak averaging techniques handle
disturbances while doing averaging over a period. As discussed
in Nesic¢ and Teel (2001), strong average can handle any bounded
disturbance while weak average can handle slowly time-varying
bounded disturbances. For a general nonlinear time-varying sys-
tem with disturbances, it is relatively easy to find its weak average
while the strong average only exists for a special class of nonlinear
time-varying systems (NeSi¢ & Teel, 2001). o

Remark 7. Weak averaging techniques were used in Cheng, Tan,
and Mareels (2016) to show the robustness of linear vibrational
control systems with additive state-independent disturbances. The
obtained bound of trajectory is relatively conservative compared
with the results obtained in Theorems 1 and 2. Here we con-
sider state-dependent disturbances where disturbances are cou-
pled with system states. o

4.2. Bounded and slowly time-varying disturbances

Similar to Section 3, by using the coordinate transformation
(10), the system (16) is transformed into the following form:
dy

=& (07 \(r, 0)AD(T, T0)y
dr

+ @7z, o)n(P(T. o)y, w)) . (18)

Lemma 2. The strong average of the system (18) does not exist but
the weak average exists. The weak average system is:

Ywa =€ (Aav.Vwa + &)wa) s Ywa(T0) = ¥(70), (19)

where A,y = %f”Tcp (s, 10)AD(s, To)ds, Wy = %fr”‘p !
(s, To)n(@(s, to)y, w)ds.

Proof. See Proof of Lemma 2 in Appendix. O

As the weak average of the system (18) exists, if it is Lyapunov-
ISS, by applying (NeSi¢ & Teel, 2001, Theorem 2), the following
result is obtained.
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Theorem 3. Suppose Assumption 1 holds and w € L. Assume the
weak average system (19) is Lyapunov-ISS with gain . There exists
Bq(t) satisfying Assumption 2 and B8 € KL, for any given strictly
positive real numbers 2y, $2.,, 2y, S, there exist positive constants
e*, My, M, s.t. Ve € (0, ¢*) the solutions of (7) satisfy:

Ix(6)] = My max{B(|xol, t — to), M2y (llwlloc)} + M1, (20)

whenever t >ty > 0, |xo] < £2x, Wl < 2y and ||Wlloo < $24.

Proof. See Proof of Theorem 3 in Appendix. O

Remark 8. The assumption that weak average system (19) is
Lyapunov-ISS in Theorem 3 is not very restrictive due to the fact
that A,, is Hurwitz from Assumption 1. Next, Corollary 1 provides
a sufficient condition for the nonlinear mapping (-, -) to guarantee
that the weak average system (19) is Lyapunov-ISS. o

Corollary 1. Suppose Assumption 1 holds. If the nonlinear function
n(-, -) in (18) satisfies the following inequality

In(x, w)l < 1w, (21)

forsomec € [0, 1), then that weak average system (19) of is Lyapunov
ISS.

Proof. See Proof of Corollary 1in Appendix. O

5. Simulation results

The motivating example is used to illustrate the robustness of
the linear vibrational control systems. A linearized inverted pen-
dulum model with a vibrational control algorithm is considered in
the presence of different types disturbances.

The state-space model of the inverted pendulum after lineariza-
tion has the form of (7) with

0 1 ; 0 0
= I _— =
A £ X ’Bl<g> gcosE—i—k—asinEO ’
l le l e (22)

m

10
=1

It can be easily verified that the matrix A satisfies Assumption 1
and B4(t) satisfies Assumption 2. Without disturbances, Lemma 1
indicates that vibrational control system is stable if ¢ is sufficiently
small.

In the following simulations, parameters of linearized inverted
pendulum are selected as | = 0.185,m = 0.2,k = 1,g = 9.8
and vibrational control parameters are chosen as a = 20,¢ =
0.0032. Fig. 1 shows that the vibrational controller can stabilize the
inverted pendulum locally while the original system is unstable.

Next it will be verified that this vibrational control algorithm is
robust to different types of disturbances. Assumed that there are
exogenous forces disturbing the stabilization of inverted pendu-
lum, the system has additive, but state-independent disturbances
in this situation. As Theorem 1 indicates, the vibrational control
system is ISS if disturbances are bounded. The first disturbance is
selected as

£2
142’
which satisfies |[wg |, = 1. The simulated trajectory in l,-norm in
Fig. 2(a) shows that the states converge to a neighborhood of the
origin.

Theorem 2 provides a less conservative estimation of the trajec-
tory bound when the state-independent disturbances are periodic.

wo(t) = (23)

x 10* Original performance
10 T T T T
> 57 // ]
i i i i i i
0 0.5 1 1.5 2 25 3 3.5 4
5
x 10

x2
-
o o o
T
i

0 0.5 1 1.5 2 25 3 3.5 4
Vibrational control performance

x1
o
T

x2
o

Time/s

Fig. 1. Linearized inverted pendulum is stabilized by vibrational control while
original system is unstable.

o
N
I
[}
®
-
o

Time/s

Fig. 2. Trajectories of the inverted pendulum in the existence of disturbances wq(t).

Under such a situation, both Theorems 1 and 2 are applicable. In
order to compare the ultimate bounds for two results, w,(t) =
sin 50t is applied. By applying Theorem 1, the bound of the tra-
jectories estimated from (13) is around 300. By applying Theorem
2, the bound from (15) is shown in Fig. 3, which is much less
conservative (compared with 300 obtained from Theorem 1).

Other than providing a less conservative bound for trajectories,
Theorem 2 also indicates that when disturbances are periodic, the
ultimate bound is almost inversely proportional to the disturbance
frequency when it is sufficiently large. Fig. 4 shows simulated
trajectories with different-frequency sinusoidal disturbances (the
angular frequency is 10, 50, 102, 103, 10* respectively). It indicates
that the ultimate bound will reduce as the frequency increases.

It is possible to have the scenario when disturbances are cou-
pled with states. For example, the friction coefficient may vary as
humidity changes, leading to state-dependent disturbances.

Suppose state-dependent disturbance 7n(x, w) takes the form

0.5 0.5
of n(x, w) = [%, W , where wy comes from (23).

Obviously, the condition in Corollary 1 is satisfied. Thus the weak
average (19) is Lyapunov-ISS. As the disturbance w(t) is bounded
and slowly time-varying, Theorem 3 shows that the trajectories of
the system will be practically ISS. The trajectories of the vibrational
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4k Trajectory m
- o Estimated bound
2r i
<

of N N N PPN AP ~

) i i i i
0 1 2 3 4 5

10

5r i

Time/s

Fig. 3. Trajectories of x1, x and the bound of the trajectories from Theorem 2.

5 10 15
Time/s

Fig. 4. The relationship between the ultimate bound and the frequency of distur-
bances.

control system with such a disturbance are shown in Fig. 5. These
simulation results are consistent with theoretic results.

6. Conclusion

In this paper, we present robustness analysis of linear vibra-
tional control systems in the presence of additive disturbances.
When the disturbances are state-independent, perturbation tech-
niques can be used to show that the linear vibrational control
system is input-to-state stable (ISS). In particular, when distur-
bances are periodic, a higher frequency leads to a smaller ultimate
bound. When state-dependent disturbances are considered, weak
averaging techniques are used to show the robustness of vibra-
tional control systems when disturbances are slowly time-varying.
Numerical results support theoretic findings. Future work will
explore the robustness of vibrational control systems for general
nonlinear systems.

Appendix

Proof of Theorem 1. Let us introduce the following system:

d -
% = A(T)y1(2). y1(0) = ¥(T0). (24)

1

Time/s

Fig. 5. System is practically input-to-state stable in the existence of state-
dependent disturbance.

As the averaging result in Khalil (1996, Theorem 10.4) indicates,
for all y(tp) € D whichis a compact setinR", there exists a positive
pair (¢*, k) such that for all ¢ € (0, *), the following inequality
holds:

y1(7) = Yao(T)] < ke. (25)

According to Lemma 1, if the matrix A satisfies Assumption 1,
there exists By(t) satisfying Assumption 2 such that the matrix Ag,
is Hurwitz. Then we have that [yg,(7)| < e*me(®4a)T |y, (15)|, where
Amax(€Aqy) is the largest eigenvalue of €A,,. Thus for any 8, there
exists ¢* such that when ¢ € (0, £*) the solutions of system (24)
satisfy:

y1(z)] < ermalehanlt]y,, (z0)] + 8.

It means we can find positive real number N, A such that
lyi(t)] < Ne ®*7|yi(1o)|. Consequently, the upper bound of the
trajectories of (12) is obtained as

T
V(o)) < Ne~y(zo)] + & / Ne#4~9)|ii(s)ds
0

1o -
< Ne™"|y(w)| + T NIwloo(1— € )

e, L=
< Nly(wo)le™** +XN”w”oo-

From (10), x(t) =
system (7) is ISS:

@(1, 19)y(t), therefore, the solution of

MN
IX(£)] < MNIx(zo)le ™ + T”w”om vt > to,

where M = M;M, and My, M, are the £,, norms of ®(t, 1),
@~ (1, 19) respectively. O

Proof of Proposition 1. From Proof of Theorem 1, it can be shown
that for all y(zp) € D which is a compact set in R", there exists
positive real number ¢} and k such that for all ¢ € (0, &7), it has
(24),

y1(7) = Ya(T)I < ke.

where yq(t) comes from (12) and y,,(t) comes from (24). Let
e(t) = y(t) — y1(t), then take derivative on both sides:
de

— = ¢g(A(z)e(z) + W(7)).
dt
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Using the similar procedure as the proof of Theorem 1, there
exist positive numbers N and A such that the upper bound of the
solution e(t) satisfies:

10
le(z)l < Nle(zo)le™*** + TN oo

Noting that [y(7) — yau()l < I¥(7) — y1(T)l + [Y1(7) — Yau(7)I, the
closeness of solutions between (12) and (14) is thus established:

N
¥() = Yao(T)] < Nle(zo)le™ " + X”w”oo + ke

N
< Nle(zo)le™"" + ~ il + ke.
Consequently, there exists T* such that N|e(tp)le **T" < $ and
let &5 = % If we choose ¢* = min{e], &5}, forall e € (0, &*), it

follows that |y(t, &) — Yau(7, €)| < 8 + y(l|lwlleo), YT > T*, which
completes the proof. O

Proof of Theorem 2. From Proof of Theorem 1, for all y(zg) € D,
there exist strictly positive real numbers N and A s.t.

T
MO = Nyl + ¢ [ N s
0
where N, M, and A are defined the same as in Theorem 1. Since

|w(t)| could be expressed in Fourier series: |w(t)| = |w(et)| =
a0/2 + Y _peqlak cos(kwoet) + by sin(kwoet)]. It leads to

aoNMye [*
ly(z)] < Ne™*"|y(to)| + %/ e EMT=9) g
0

+00 T
+ NM,ay Z € / cos(kawpes)e T ds
k=1 70

+00 T
+ NMzkae/ sin(kages)e ™ 9)ds.
k=1 0

By calculations, we have:

T
8/ e—sk(f—s)ds — l (] _ e—xsr) ,
O )\4
T
8/ cos(kawpes)e ™M *Ids
0

e—ek(r—s)ds

/r e/'kwoss + efjkwoss
0 2

= e (A cos(kwoet) + kg sin(kwpet) — )»efl”) ,
@y

T
s/ sin(kawges)e ™M 9ds
0

T e/'kwoss _ e—jkwoss
= | —————e g5
0 2

= e (A sin(kwget) — kwo cos(kwoet) + ka)oefk”) .
0

Noting that |x(7)| < | @ ]le0|y(7)I, solutions of x(t) satisfy

agN
XD < MNe ™ |x(to)| + — (1 — &)

oo
a - .
+ N Z m[)\. COS(kO)Ot) — A€ M + k(,()() Sln(ka)ot)]
k=1

o0

by . _
+N Z m[k sin(kwot) — kwg cos(kwot ) + kwge ]
k=1

where M = M1 M,. This completes the proof. O

Proof of Lemma 2. From NeSi¢ and Teel (2001, Proposition 1),
it can be seen that the strong average exists if and only if the
system (17) has a specific structure f(t, x, w) = ¢(t, X) + ¥ (x, w).
However the transformed vibrational system (18) does not satisfy
the needed form. Therefore the strong average does not exist.
According to Definition 5, the proposed f,,q(y, w)in(19)is the weak
average of the system. O

Proof of Theorem 3. Since Assumption 1 holds, @(t, 79) and
@~ (7, 1p) are periodic and bounded, let their bounds in £, norm
be M; and M, respectively, i.e. | @ |looc = M1, |2 oo = M.

f(z,y,w)=¢ (@ (0)AD(z)y + &~ (T (@ (T )y, w))
for system (18), then

IF(t, y1, w) = f(t, y2, w)| < [|& AP ||y1 — 2|
+ 1D ln(D@y1, w) — n(@y2, w)| < MiMa(A(A) + L)ly1 — yal,
If(t,y, w1) — f(t,y, wa)| < MaLy,|wy — wa.

So the system (18) is Lipschitz in y and w uniformly in z. Therefore,
applying (NeSi¢ & Teel, 2001, Theorem 2), there exists 8 € KL such
that the solutions of system (11) satisfy: Vt > 1 > 0

()l = max{B(|y(zo)l. T — 70). Moy (llwllec)} + 8.

Since x(t) = &(7, 10)y(t) and x(79) = y(10), VT > 19 > 0, it leads
to

Ix() = My max{B(|x(zo)l. T — 70), Moy ([[wlloo)} + M1é. D

Proof of Corollary 1. As Assumption 1 holds, Lemma 1 indicates
that there exists B( £ ) such that Ay, is Hurwitz. According to (Khalil,
1996, Theorem 4.6 ), for any positive definite symmetric matrix Q,
there exists positive definite symmetric P s.t. PAg, + AZUP = —Q.
Choosing Q = I, a Lyapunov candidate is selected as V(y) = y"Py.
This Lyapunov candidate is used to show that the weak average
system (19) is Lyapunov-ISS.

. 1 t+T B
V0 =~y +2'p2 / & ()b (r)y, wide
t
< =Yy +2lIPII® sup [n(@(t)y, w)
>to
< P 4+ 21PI@ ool I I [w]
< —(1-0)y, (26)

_ 1/(1=c)
2PI® oo |6~ Mg lw]
whenever |y| > (f

0 < 6 < 1. Applying (Khalil, 1996, Theorem 4.19) directly, it is
concluded that the system (19) is Lyapunov-ISS. O

for0 < c < 1and
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