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Abstract

Various efficient matrix inequalities have recently been proposed to deal with the stability analysis of linear systems with
time-varying delays. This paper provides more insights on the relationship between some of them. We present an equivalent
formulation of Moon et al.’s inequality, allowing us to discover strong links not only with the most recent and efficient matrix
inequalities such as the reciprocally convex combination lemma and also its relaxed version but also with some previous
inequalities such as the approximation inequality introduced in [14] or free-matrix-based inequality. More especially, it is
proved that these existing inequalities can be captured as particular cases of Moon et al.’s inequality. Examples show the best
tradeoff between the reduction of conservatism and the numerical complexity.
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1 Introduction

Providing less conservative and computationally efficien-
t stability conditions for linear systems subject to time-
varying delays has attracted considerable attention over
the past decades. To deal with integral quadratic terms
that arise from the derivative of Lyapunov-Krasovskii
functional, two main technical steps, namely the deriva-
tion of efficient integral and matrix inequalities are usu-
ally adopted. Several attempts have been done concern-
ing integral inequalities such as Jensen [1], Wirtinger-
based [10], auxiliary-based [3, 9], Bessel inequalities [11]
or polynomials-based inequality [4]. Although these in-
equalities have shown a great interest for constant delay
systems, their application to time/fast-varying delays re-
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veals additional difficulties related to the non-convexity
of the resulting terms. Therefore, some matrix inequali-
ties are employed to address this problem and to derive
convex conditions. A huge number of papers have stud-
ied the ways to combine efficient integral and matrix in-
equalities. The reader may look for instance to [5, 17].
Hence, a first method corresponds to the employment of
Young’s or Moon et al.’s inequalities [7], after the appli-
cation of an integral inequality. It is also noted that the
recent free-matrix-based inequality [16] can be interpret-
ed as the merge of the Wirtinger-based inequality and
Moon et al.’s inequality. Furthermore, the reciprocally
convex lemma was proposed in [8]. The novelty of this
method consists in merging the non-convex terms into a
single expression to derive an accurate convex inequality.
It was notably shown in [5] that the reciprocally convex
combination lemma [8] leads to the same conservatism
as the Moon et al.’s inequality when considering Jensen-
based stability criteria, but with a lower computation-
al burden. More recently, a relaxed reciprocally convex
combination lemma was developed in [19] without re-
quiring any extra decision variable. This inequality was
recently extended by the same authors in [18].

The present paper aims at providing more insights on
the relationship between some of these bounding meth-
ods. We present an equivalent formulation of Moon et
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al.’s inequality, allowing us to discover strong links not
only with the most recent and efficient matrix inequali-
ties such as the reciprocally convex combination lemma
[8] or its relaxed version [19] but also with some previous
inequalities such as [14, 16]. More especially, we prove
that these existing inequalities can be captured as par-
ticular cases of Moon et al.’s inequality. Examples show
the best tradeoff between the reduction of conservatism
and the numerical complexity.

Notations: Throughout the paper, Rn denotes the n-
dimensional Euclidean space. The notations Rn×m and
Sn are the set of n ×m real matrices and of n × n real
symmetric matrices, respectively. The notation P ∈ Sn+,
means that P ∈ Sn and P ≻ 0, which means that P is
symmetric positive definite. The symmetric elements of a
symmetric matrix will be denoted by ∗. For any matrices
A,B of appropriate dimension, the matrix diag(A,B)
stands for [A 0

0 B ]. The matrices In and 0n,m represent
the identity and null matrices of appropriate dimension
and, when no confusion is possible, the subscript will be
omitted. Moreover, for any square matrix A, we define
He(A) = A + A⊤. For any h > 0 and any function
x : [−h, +∞) → Rn, the notation xt(θ) stands for
x(t+ θ), for all t ≥ 0 and all θ ∈ [−h, 0].

2 Matrix inequalities for systems with time-
varying delays

When considering stability of systems with time-varying
delays, the problem often relies on finding a lower bound
of a reciprocally convex quadratic term Θ given by

Θ(α) = Γ⊤

[
1
αR 0

0 1
1−αR

]
Γ, ∀α ∈ (0, 1), (1)

where, for given integers n and m such that 2n ≤ m, R
is in Sn+, Γ in R2n×m, such that rank(Γ) = 2n. There are
two main methods to find lower bounds. The first one is
based on the Moon et al.’s inequality (see, e.g., the sur-
vey paper [15]). The second method is the so-called re-
ciprocally convex combination lemma developed in [8].
The conservatism induced by these two inequalities are
independent. While, in some cases, such as stability con-
ditions resulting from the application of the Jensen in-
equality, these two methods lead to equivalent results
on examples [5]. In general, reciprocally convex combi-
nation lemma is more conservative than Moon et al.’s
inequality (see e.g., [5, 16]).

The objective of this paper is to provide more insights
on the relationship between these two classes of bound-
ing methods. In particular, we show that the Moon et
al.’s inequality encompasses the reciprocally convex lem-
mas as particular cases. Moreover, following this idea, we
propose a generalization of reciprocally convex lemmas,
which again represents a particular case of the Moon et

al.’s inequality. This generalization allows providing less
restrictive results than the recent extension of the recip-
rocally convex lemmas [18, 19, 20].

3 Modified Moon et al.’s inequality

3.1 Main result

The main result of the paper is stated below. It corre-
sponds to a method to obtain a lower bound of the ma-
trix Θ defined above, based on Moon et al.’s inequality,
which is recalled below.

Lemma 1 [15] For any x, y ∈ Rn, any scalar ϵ > 0, any
matrix R in Sn+, the following inequality holds

2xT y ≤ ϵ−1xTRx+ ϵyTR−1y.

The relationship between Moon et al.’s inequality and
the reciprocally convex combination lemma has already
studied in [5]. The next lemma will extend this work
and formulate a generalization of the reciprocally convex
combination lemma. The main result of this paper is
stated as follows:

Lemma 2 Consider a parameter dependent matrix
Φ(α) in Sm, such that the convex inequality

Φ(α) ≼ (1− α)Φ(0) + αΦ(1) (2)

holds for all α in [0, 1]. If there exist a matrixR in Sn+ and
two matrices N1, N2 in Rm×n such that the inequality

Ψ(α)=

Φ(α)−Γ⊤R0(α)Γ−He

(
Γ⊤

[
(1−α)N⊤

1

αN⊤
2

])
∗

αN⊤
1 + (1− α)N⊤

2 −R

≺0

(3)
holds for α = {0, 1}, where

R0(α) =

[
(2− α)R 0

0 (1 + α)R

]
, (4)

then, the following inequality holds

Φ(α)−Θ(α) ≺ 0, ∀α ∈ (0, 1). (5)

Proof : Let us introduce the following positive quadratic
term

Π⊤(α)

[
1
αR

−1 0

0 1
1−αR

−1

]
Π(α) ≽ 0,
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defined for any α in (0, 1), where

Π(α) =

[
R 0

0 R

]
Γ−

[
αR 0

0 (1−α)R

]
Γ−

[
αN⊤

1

(1−α)N⊤
2

]
.

This inequality indeed holds for any α in (0, 1) since
the matrix R is assumed to be positive definite and α is
positive. Expanding this positive quadratic term leads to

−Θ(α) ≼ −Γ⊤R0(α)Γ−He

(
Γ⊤

[
(1−α)N⊤

1

αN⊤
2

])
+αN1R

−1N⊤
1 + (1− α)N2R

−1N⊤
2

holds for all α in (0, 1), where Θ(α) is defined in (1). Re-
injecting the previous expression of Θ(α) into the left
side of (5), we obtain that, for all α ∈ (0, 1),

Φ(α)−Θ(α)≼Φ(α)−Γ⊤R0(α)Γ−He

(
Γ⊤

[
(1−α)N⊤

1

αN⊤
2

])
+αN1R

−1N⊤
1 + (1− α)N2R

−1N⊤
2 .

Since the right-hand-side of the previous inequality is
convex with respect to α and is also well defined for
α = {0, 1}, the negative definiteness of Φ(α) − Θ(α)
is guaranteed if, after application of the Schur comple-
ment, Ψ(0) ≺ 0 and Ψ(1) ≺ 0. Therefore, if the condi-
tion (3) is verified for α = {0, 1}, then the inequality
Φ(α)−Θ(α) ≺ 0 holds, for all α ∈ (0, 1). ♢

Remark 1 In some cases, instead of considering the
matrix Θ(α), it might be relevant to consider a matrix

Θ̃(α) given by

Θ̃(α) = Γ̃⊤

[
1
α R̃1 0

0 1
1−α R̃2

]
Γ̃, ∀α ∈ (0, 1),

where, for given integers n1, n2 andm such that n1+n2 ≤
m, R̃1 is in Sn1

+ , R̃2 in Sn2
+ , Γ in R(n1+n2)×m, such that

rank(Γ̃) = n1 + n2. It is noted that the matrix Θ̃(α) is
defined with two matrices, not necessarily of equal dimen-
sion. Lemma 2 can be easily extended to this case without
any difficulties, and therefore, will not be presented.

3.2 Comments and interpretations

The previous Lemma finally demonstrates an equiva-
lence between the inequality presented in Lemma 2 and
the usual Moon et al.’s inequality. Indeed taking N⊤

1 =

Ñ⊤
1 −

[
R 0

]
Γ and N⊤

2 = Ñ⊤
2 −

[
0 R

]
Γ in (3) allows re-

covering the usual formulation of Moon et al.’s inequal-
ity for systems with time-varying delays. However, this

new formulation proposed in Lemma 2 allows us to dis-
cover strong links with the most recent and efficient ma-
trix inequalities such as the reciprocally convex combi-
nation lemma from [8] or its relaxed version proposed
in [19] and also some previous inequalities such as [14],
[16]. More especially, we will prove that these existing
inequalities can be captured as particular cases of Lem-
ma 2 and, consequently, as particular cases of Moon et
al.’s inequality.

In Lemma 2, the number of additional decision variables
due to the introduction of N1 and N2, is m × 2n. For
large scale systems, this number increases in a polyno-
mial manner with respect to n and m. Therefore, in or-
der to reduce the complexity of Lemma 2, it is possible
to restrict the number of decision variables by imposing
some particular structure to the matricesN1 andN2. Of
course, a restriction on the structure of these two matri-
ces necessarily introduces conservatism. Then a natural
question becomes how to find the best tradeoff between
the reduction of the complexity (i.e., the number of de-
cision variables) and the reduction of the conservatism
(i.e., how far are the numerical results obtained using
structured matricesN1, N2 from the unstructured case).

Consider, a first example, N1 = N2 = 0, which is in-
deed a conservative case. In this case, inequality (5) is
guaranteed for all α in (0, 1) if Φ(α) − Γ⊤R0(α)Γ≺ 0,
for α = {0, 1} holds. This result does not represent a
new contribution since it reflects the inequality provided
in [14]. Indeed in this paper, the authors use the convex-
ity properties of the inverse function to obtain

1

α
=

1

1− (1− α)
≥ 2− α,

1

1− α
≥ 1 + α.

It is, however, interesting to note that this inequality is
already somehow captured in Lemma 2. In the sequel,
we propose a corollary of Lemma 2 resulting from two
particular selections of matrices N1, N2.

3.3 Generalized reciprocally convex lemmas

The following corollary aims at presenting particular cas-
es of Lemma 2, which can be seen as extended version
of the results of [18, 19, 20] and also [16].

Corollary 1 Consider a parameter dependent matrix
Φ(α) in Sm, such that the convexity inequality (2) is ver-
ified. Then inequality (5) is satisfied for all α in (0, 1) if
one of the following conditions holds

(i) there exist a matrix R ∈ Sn+, two symmetric matri-
ces Y1, Y2 ∈ Sn, two matrices X1, X2 ∈ Rn×n such
that the inequality[

Φ(α)−Γ⊤R1(α)Γ ∗
(α[Y1 X1] + (1− α)[X⊤

2 Y2])Γ −R

]
≺ 0 (6)

3



holds for α = {0, 1}, where

R1(α)=

[
(2−α)R+ 2(1− α)Y1 ∗
(1−α)X⊤

1 + αX⊤
2 (1+α)R+ 2αY2

]
.

(7)
(ii) there exist a matrix R ∈ Sn+, two symmetric matri-

ces Y1, Y2 ∈ Sn, two matrices X1, X2 ∈ Rn×n, and
a matrix Z ∈ Rn×n0 such that

Σ(α) =[
Φ(α)−Ξ(α) ∗

(α[Y1 X1]+(1−α)[X⊤
2 Y2])Γ−(1−2α)ZΓ̄ −R

]
≺0,

(8)
holds for α = {0, 1}, where

Ξ(α) =

[
Γ

Γ̄

]⊤ [
R1(α) ∗

[(1− α)Z⊤ −αZ⊤] 0

][
Γ

Γ̄

]
,

(9)
and where Γ̄ is a matrix in Rn0×m,R1(α) is defined
in (7).

(iii) there exist a matrix R ∈ Sn+, two symmetric ma-
trices Y1, Y2 ∈ Sn, two matrices X1, X2 ∈ Rn×n,
a matrix Z ∈ Rn×n0 and two matrices W1,W2 ∈
S2n+n0 such that the inequalities

ΨW (0) ≺ 0, ΨW (1) ≺ 0, Θ1 ≽ 0, Θ2 ≽ 0 (10)

hold, where

ΨW (α) =Φ(α)−Ξ(α)+

[
Γ

Γ̄

]⊤
(αW1+(1−α)W2)

[
Γ

Γ̄

]
,

Θ1 =

 W1 ∗[
Y1 X1 Z

]
R

 , Θ2 =

 W2 ∗[
X⊤

2 Y2 −Z
]
R


(11)

with Ξ(α) defined in (9).

Proof : The proof consists in proving each item separate-
ly.

Proof of (i): The proof simply consists in restricting ma-

trices N1 and N2 to N⊤
1 = [Y1 X1]Γ, N

⊤
2 = [X⊤

2 Y2]Γ in
(3).

Proof of (ii): The proof simply consists in taking N⊤
1 =

[Y1 X1]Γ + ZΓ̄, N⊤
2 = [X⊤

2 Y2]Γ− ZΓ̄ in (3).

Proof of (iii): Note that conditions Θ1 ≽ 0 and Θ2 ≽ 0

are equivalent toW1− [Y1 X1 Z]⊤R−1[Y1 X1 Z] , Θ̂1 ≽
0 and W2 − [X⊤

2 Y2 − Z]⊤R−1[X⊤
2 Y2 − Z] , Θ̂2 ≽ 0,

respectively. The latter two inequalities imply that αΘ̂1+
(1− α)Θ̂2 ≽ 0 for any α ∈ [0, 1]. Moreover, ΨW (0) ≺ 0
and ΨW (1) ≺ 0 imply ΨW (α) ≺ 0 for any α ∈ [0, 1].
Then, it follows that

ΨW (α)−

[
Γ

Γ̄

]⊤ (
αΘ̂1 + (1− α)Θ̂2

)[Γ
Γ̄

]
≺ 0, (12)

which implies

Φ̂(α) , Φ(α)− Ξ(α)

+α

[
Γ

Γ̄

]⊤ (
[Y1 X1 Z]⊤R−1[Y1 X1 Z]

) [Γ
Γ̄

]

+(1−α)

[
Γ

Γ̄

]⊤(
[X⊤

2 Y2 −Z]⊤R−1[X⊤
2 Y2 −Z]

)[Γ
Γ̄

]
≺0.

(13)

Since Φ̂(α) is convex with respect to α and is also well
defined for α = {0, 1}, the negative definiteness of Σ(α)
defined in (8) is guaranteed due to, after application of

the Schur complement, Φ̂(0) ≺ 0 and Φ̂(1) ≺ 0. Hence
condition (ii) of Corollary 1 allows us to conclude the
proof of (iii). ♢

Remark 2 It is worth mentioning that condition (i) of
Corollary 1 extends the relaxed reciprocally convex com-
bination lemma developed in [19] since this lemma can be
obtained by selecting, in condition (i), Y1 = Y2 = 0 and
X1 = X2. Moreover, it was demonstrated in [19] that
the inequality therein is less restrictive than the original
reciprocally convex combination lemma developed in [8].
Indeed, condition (i) of Corollary 1 can be interpreted as
the following reciprocally convex matrix inequality[

1
αR 0

0 1
1−αR

]
≽ R1(α).

Another relaxed version was recently presented in [18, 20]
which corresponds to the case where only Y1 = Y2 = 0
and where X1 and X2 are not equal anymore. Note that
replacing, inR1(α) given by (7),R+2Yi by Yi, i = {1, 2},
we obtain that the matrixR1(α) has the same form as the
delay-dependent reciprocally convex combination lemma
in [12]. However, there are no additional constraints re-
quired on the matrices Yi, Xi, i = {1, 2}, in condition (i),
unlike in [12], which demonstrates that condition (i) of
Corollary 1 is more general.

Remark 3 In conditions (i-ii-iii) of Corollary 1, the
matrices N1 and N2 have been selected with a particular
structure that is characterized by the matrix Γ. This cor-
responds to a very restrictive selection since rank(Γ) =
2n ≤ m. Therefore, it is possible to extend condition (i)
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by introducing another matrix Γ̄ in Rn0×m such that
rank([Γ⊤ Γ̄⊤]) is an integer in the interval [2n + 1,m].
This leads to condition (ii) of Corollary 1. Moreover, con-
dition (iii) of Corollary 1 is a more general formulation
of condition (ii) since condition (iii) is formulated with
free-weighted matrices Wi, i = {1, 2}.

Furthermore, we also state the following proposition.

Proposition 1 Conditions (ii) and (iii) of Corollary 1
are equivalent.

Proof : Indeed the inequality (10) implies that Σ(α)≺
0 for α = {0, 1}, as demonstrated in the proof of (iii)
of Corollary 1. The reverse implication is obtained by
noting that, if inequality Σ(α)≺0 holds for α = {0, 1},
there exists a sufficiently small ϵ > 0 such that

Φ(α)− Ξ(α) +

[
Γ

Γ̄

]⊤
(ϵI + Y ⊤(α)R−1Y (α))

[
Γ

Γ̄

]
≺ 0,

where Y (α) = α[Y1 X1 Z] + (1 − α)[X⊤
2 Y2 − Z].

Then it is easy to verify that the matrices W1 =
ϵI + Y ⊤(1)R−1Y (1) and W2 = ϵI + Y ⊤(0)R−1Y (0)
allow to ensure inequalities (10). ♢

Remark 4 Recently, the free-matrix-based integral
inequality that was developed in [16] yields apparent-
ly less conservative stability criteria for systems with
time-varying delays at least on examples. This free-
matrix-based inequality leads to conditions presented in
Corollary 1 (iii), where matrices W1 and W2 have been
introduced in the design of the integral inequality. In light
of Proposition 1, these additional matrices W1 and W2

are slack variables and can be removed without affecting
the numerical results. It therefore only increases the nu-
merical complexity of the conditions. More importantly,
it can be seen as a direct application of Moon et al.’s in-
equality. Similarly, the improved version of [16] present-
ed in [4] is demonstrated to be equivalent to the use of the
Bessel-Legendre inequality [11] together with Lemma 2.

4 Stability analysis of time-varying delay sys-
tems

Consider a linear system with time-varying delays:{
ẋ(t) = Ax(t) +Adx(t− h(t)), ∀t ≥ 0,

x(t) = ϕ(t), ∀t ∈ [−h2, 0],
(14)

where x(t) ∈ Rn is the state vector, ϕ is the initial con-
dition and A, Ad ∈ Rn×n are constant matrices. The
time-varying delay h(t) is continuous and satisfies

0 ≤ h1 ≤ h(t) ≤ h2, h12
∆
= h2 − h1. (15)

When possible, the time argument of the delay function
h will be omitted. Based on Wirtinger-based inequali-
ty proposed in [10] and matrix inequalities analyzed in
Corollary 1, the following stability theorem is provided.

Theorem 1 Consider matrices P in S3n+ , S1, S2, R1, R2

in Sn+, which define the delay-dependent matrix Φ0(α)
given by

Φ0(α) = He
(
G⊤

1 (α)PG0

)
+ Ŝ −G⊤

2 R1G2

+g⊤0 (h
2
1R1 + h2

12R2)g0,

Ŝ = diag(S1,−S1 + S2, 0n,−S2, 03n),

Ri = diag(Ri, 3Ri), ∀i = 1, 2,

(17)

with matrices g0, G0, G1, G2 and the matrix Γ given
in (16). Then, system (14) is asymptotically stable for
all time-varying delays h satisfying (15) if one of the
following statement holds for α = {0, 1} with R = R2

and Φ(α) = Φ0(α):

(i) [19] there exists a matrix X = X1 = X2 ∈ R2n×2n

such that (6) holds with Y1 = Y2 = 0.
(ii) [18, 20] there exist matrices X1, X2 ∈ R2n×2n such

that (6) holds with Y1 = Y2 = 0.
(iii) there exist matrices Y1, Y2 ∈ S2n and X1, X2 ∈

R2n×2n such that (6) holds.
(iv) there exist matrices Y1, Y2 ∈ S2n,X1, X2 ∈ R2n×2n

and Z ∈ R2n×n such that (8) holds with Γ̄ = g1,
where g1 is given in (16).

(v) there exist matrices Y1, Y2 ∈ S2n,X1, X2 ∈ R2n×2n

and Z ∈ R2n×2n such that (8) holds with Γ̄ = [ g1g2 ] ,
where g1 and g2 are given in (16).

(vi) there exist matrices N1, N2 in R7n×n such that (3)
holds.

Proof : In order to assess stability of system (14), we
consider the Lyapunov-Krasovskii functional V (xt, ẋt)
introduced in [13]:

V (xt, ẋt) = V1(xt) + V2(xt) + V3(xt, ẋt),

where

V1(xt) =


x(t)∫ t

t−h1
x(s)ds∫ t−h1

t−h2
x(s)ds


T

P


x(t)∫ t

t−h1
x(s)ds∫ t−h1

t−h2
x(s)ds

 ,

V2(xt) =
∫ t

t−h1
xT (s)S1x(s)ds

+
∫ t−h1

t−h2
xT (s)S2x(s)ds,

V3(xt, ẋt) = h1

∫ 0

−h1

∫ t

t+θ
ẋT (s)R1ẋ(s)ds

+h12

∫ −h1

−h2

∫ t

t+θ
ẋT (s)R2ẋ(s)ds.

Following the same procedure as used in [13] and ap-
plying Wirtinger-based inequality [10], we obtain the
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g0 =
[
A 0 Ad 0 0 0 0

]
,

g1 =
[
I 0 0 0 0 0 0

]
,

g2 =
[
0 I 0 0 0 0 0

]
,

G0 =


A 0 Ad 0 0 0 0

I −I 0 0 0 0 0

0 I 0 −I 0 0 0

 , G1(α) =


I 0 0 0 0 0 0

0 0 0 0 h1I 0 0

0 0 0 0 0 αh12I (1− α)h12I

 ,

G2 =

I −I 0 0 0 0 0

I I 0 0 −2I 0 0

 , G3 =

0 I −I 0 0 0 0

0 I I 0 0 −2I 0

 , G4 =

0 0 I −I 0 0 0

0 0 I I 0 0 −2I

 . Γ =

G3

G4

 .

(16)

h1 0.0 0.4 0.7 1.0 No. of var.

[8] 1.86 1.88 1.95 2.06 3.5n2+2.5n

[2] 1.86 1.89 1.98 2.12 11.5n2+3.5n

[13] 2.11 2.17 2.23 2.31 10.5n2+3.5n

[9] 2.14 2.19 2.24 2.31 21n2+6n

[16] 2.18 2.21 2.25 2.32 54.5n2+9.5n

Th.1

(i) [19] 2.20 2.25 2.286 2.345 10.5n2+3.5n

(ii) [18, 20] 2.21 2.25 2.286 2.345 14.5n2+3.5n

(iii) 2.23 2.264 2.289 2.345 18.5n2+5.5n

(iv) 2.243 2.269 2.291 2.345 20.5n2+5.5n

(v) 2.243 2.272 2.294 2.347 22.5n2+5.5n

(vi) 2.243 2.272 2.294 2.347 30n2+1.5n

Table 1
Example 1: Admissible upper bound of h2 for different h1

derivative of the functionals along the trajectories of the
system

V̇ (xt, ẋt) ≤ ζ⊤(t) (Φ0(α)−Θ(α)) ζ(t),

where Φ0(α) is given by (17), Θ(α) is defined in (1)
with R = R2, α = h−h1

h12
and Γ given in (16) and where

ζ(t)= [ζ⊤1 (t), ζ⊤2 (t)]⊤ with

ζ1(t)=


x(t)

x(t− h1)

x(t− h)

x(t− h2)

, ζ2(t)=


1
h1

∫ t

t−h1
x⊤(s)ds

1
h−h1

∫ t−h1

t−h
x⊤(s)ds

1
h2−h

∫ t−h

t−h2
x⊤(s)ds

 .

We are now in a position to apply Corollary 1 or Lem-
ma 2 to conclude the proof. ♢

Remark 5 It is worth noting that Theorem 1 includes
the recent conditions provided in [19] and [18, 20] in the
particular cases (i) and (ii), respectively, which demon-
strates again the generality of the formulation proposed
in this paper.

5 Illustrative examples

Example 1: Consider the following much-studied lin-
ear time-delay systems (14) with

A =

[
−2 0

0 −0.9

]
, Ad =

[
−1 0

−1 −1

]
.

Table 1 shows the maximum admissible upper bound of
h2 for different values of h1 obtained by Theorem 1 and
several methods from the literature. From Table 1 it is
seen that our results provided in the present paper are
favorably compared with [13]. Indeed the only difference
between these two works is that the reciprocally convex
quadratic term Θ given by (1) is bounded in Theorem 1
by Lemma 2 or Corollary 1 and in [13] by the original
reciprocally convex combination lemma [8].

It is also worth noting that conditions (iv)-(vi) of Theo-
rem 1 leads to the same results even if the computation-
al complexities of the stability conditions are different.
It is verified again that the use of additional slack ma-
trices in condition (vi) are not necessary to reduce the
conservatism. Moreover, it is possible to reduce the con-
servatism of the stability conditions by considering more
accurate integral inequalities (see e.g., [4, 6, 9, 11, 20]),
but this will not be presented since it is out of the scope
of this paper.

Example 2: Consider system (14) borrowed from [9]
with the following matrices

A =

[
0 1

−10 −1

]
, A1 =

[
0 0.1

0.1 0.2

]
.

Table 2 presents admissible upper bound of h2 for dif-
ferent h1. We can see that the method of Theorem 1 is
competitive with the stability conditions from [9, 13, 16],
which demonstrates, again, the potential of Lemma 2
or Corollary 1. Moreover, it is observed that for values
of h1 = {0.7, 1.0}, the best results are obtained by [9].
This improvement of [9] can be explained by the use of
the auxiliary function integral inequality, which is less
conservative than Wirtinger-based inequality.
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h1 0.0 0.3 0.7 1.0 2.0

[13] 1.59 2.01 2.41 2.62 3.59

[9] 1.64 2.13 2.70 2.96 3.63

[16] 1.80 2.19 2.58 2.79 3.68

Th.1 (i) 1.72 2.14 2.55 2.75 3.71

Th.1 (ii) 1.76 2.18 2.59 2.79 3.75

Th.1 (iii) 1.80 2.22 2.63 2.83 3.793

Th.1 (iv)-(vi) 1.862 2.288 2.695 2.895 3.849

Table 2
Example 2: Admissible upper bound of h2 for different h1

6 Conclusions

By reformulating an equivalent form of Moon et al.’s
inequality, this paper provided more insights on the re-
lationship between some existing matrix inequalities. It
was demonstrated that some existing inequalities can be
captured as particular cases of Moon et al.’s inequality.
Examples show the best tradeoff between the reduction
of conservatism and the numerical complexity. Notice
that the objective of this paper was not to provide the
least conservative stability conditions, but mainly to es-
tablish the existing links between several matrix inequal-
ities provided in the literature. However, the proposed
analysis can be largely improved by considering other
integral inequalities or other functionals as proposed for
instance in [4, 11, 20].
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