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IntervalObserver ofMinimalErrorDynamics ⋆
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Abstract

This paper proposes a simple interval observer which can generate tighter interval estimates of variables in transient states
than the standard interval observer. The simple nonlinear dynamics shrinks the estimated intervals to true state variables
at the maximum velocity in the absence of disturbances. In the presence of bounded disturbances, ultimate bounded of the
interval estimates are given under the standard assumption for interval observer design.
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1 Introduction

In contrast to classical observers which estimate unmea-
sured variables of dynamical systems asymptotically,
interval observers provide intervals to which unmea-
sured variables are guaranteed to belong all the time
[11,14,10]. The set estimation achieved by interval ob-
servers in transient phases are beneficial in the presence
of non-stationary disturbances. Interval observers are
found to be useful for state estimation in many appli-
cations (see [4,11,16,17,5,6] to name a few). Reading [9]
may allow one to quickly overview interval observers de-
veloped for a variety of systems. This brief paper is not
in the direction of expanding system classes to cover.
This paper focuses on the tightness of interval estimates.
As demonstrated in [4,16], to tighten interval estimates,
one can build a lot of interval observers and take the
intersection of all the estimated intervals. Although this
approach is actually effective in practice, the total size
of multiple interval observes grows rapidly as one wants
better estimates. The multiple observers work inde-
pendently, so that a better estimate at one moment is
not exploited to produce estimates at another moment.
Reinitialization is an idea to ease the disorder of the
estimates generated by the individual observes running
in parallel [16], although the reinitialization mechanism
taking place at time intervals chosen somehow is not
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yet completely efficient for the tightening in spite of its
complexity. Another approach is to search an observer
gain that minimizes a criterion whose scalar value some-
how represents the width of all the intervals [9]. This
parameter tuning restricts the observer dynamics to the
structure of a single linear observer gain. This paper re-
moves this restriction and introduces a simple nonlinear
mechanism of tightening the interval estimates with-
out increasing the dimension of the observer by mixing
mechanisms of estimate update without reinitialization.
This paper proves that the simple idea indeed gives an
interval observer with tighter estimates by invoking the
monotonicity property of error systems.

Notation: In this paper, R denotes the set of real num-
bers. The set of non-negative real numbers is denoted by
R+, i.e., R+ := [0,∞). The symbol |v| denotes the Eu-
clidean norm for v ∈ R

n := (−∞,∞)n. For x, y ∈ R
n,

x ≤ y if y− x ∈ R
n
+. We write x < y if x ≤ y and x 6= y.

The expression x ≪ y is used if y − x is in the interior
of Rn

+. A square matrix A ∈ R
n×n is said to be Met-

zler if each off-diagonal entry of A is nonnegative. For a
square matrix A ∈ R

n×n, A+ = (max{ai,j, 0})
n,n

i,j=1,1
is

defined, where the notation A = (ai,j)
n,n

i,j=1,1
is used. Let

A− ∈ R
n×n be defined by A− = A+ −A.

2 An Interval Observer

This paper considers the following system

ẋ(t) = A(y(t))x(t) + β(y(t), u(t)) + δ(t) (1a)

y(t) = Cx(t), (1b)
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which is referred to as a plant. The vectors x(t) ∈ R
n and

y(t) ∈ R
p are the state and the output, respectively, at

time t ∈ R+. The initial condition is denoted by x(0) =
x0. The input u : R+ → R

q is supposed to belong to U
which denotes the set of piecewise continuous functions.
The disturbance δ : R+ → R

n is supposed to belong to
D which denotes the set of Lebesgue measurable locally
essentially bounded functions. The matrix C ∈ R

p×n is
constant, and the functions A : R

p → R
n×n and β :

R
p×R

q → R
n are supposed to be locally Lipschitz. The

maximal open subinterval (of R+) in which the unique
x(t) exists is denoted by [0, Tx0,u,δ). Hence, Tx0,u,δ =
sup{t ∈ R+ : |x(t)| < ∞} is the escape time for given
x0, u and δ. System (1b) is said to be forward complete
[1] if Tx0,u,δ = ∞ holds for any x0 ∈ R

n, any δ ∈ D
and any u ∈ U . The problem considered in this paper
is to design a system that generates intervals to which
individual components of the state x(t) of the plant (1)
belong at each time t based on the information of the
measurement output y and the input u. The state x(t) is
not measured. We assume that the piecewise continuous

functions δ, δ
−
: R≥0 → R

n satisfying

δ(t) ≤ δ(t) ≤ δ(t), ∀t ∈ R+ (a.e.) (2)

are known.

Let φ is an positive integer which has yet to be deter-
mined. Define the set K = {1, 2, . . . , φ}. Let Lk and Lk

are Rn×p matrices which will be chosen for each k ∈ K.
This paper propose the pair of the differential equations

ẋ = A(y)x+Q(x, y) +B(y, u) + δ (3a)

ẋ = A(y)x+Q(x, y) +B(y, u) + δ (3b)

as an interval observer, where Q and Q are defined by

Qi(x, y) = min
k∈K

[Lk]i(Cx − y) (4a)

Q
i
(x, y) = max

k∈K

[Lk]i(Cx− y) (4b)

for i ∈ I := {1, 2, . . . , n}. Here, the subscripts i denote
the i-th component or the i-th row as

Q =















Q1

Q2

...

Qn















, Q =















Q
1

Q
2
...

Q
n















(5)

Lk =















[Lk]1

[Lk]2
...

[Lk]n















, Lk =















[Lk]1

[Lk]2
...

[Lk]n















. (6)

Due to the minimization taking effect (resp., maximiza-
tion) in (4) for φ 6= 1, the function Q (resp., Q) becomes

nonlinear in x (resp., x). Hence, the observer (3) is non-
linear even when the plant (1) is linear. The definition
(4) also implies that the functions Q and Q are Lips-
chitz in x, x and y. Due to the assumption on β, for each
initial condition, the differential equation (3) admits a
unique solution [x(t)T , x(t)T ]T up to the time when y or
u explodes to infinity. The following is the main result.

Theorem 1 Suppose that for each k ∈ K, A(ω) + LkC
is Metzler for all ω ∈ R

p. Assume that there exist integers
l, l ∈ K, real vectors v = [v1, v2, . . . , vn]

T ≫ 0, v =
[v1, v2, . . . , vn]

T ≫ 0 and real scalars ǫ, ǫ > 0 such that

∀i ∈ I ∀ω ∈ R
p [A(ω) + L

l
C]iv ≤ −ǫ vi (7a)

∀i ∈ I ∀ω ∈ R
p [A(ω) + LlC]iv ≤ −ǫ vi. (7b)

Then for any u ∈ U and any x0 ∈ R
n satisfying

x(0) ≤ x0 ≤ x(0), (8)

system (3) defined with system (4) (5) and (6) achieves

(i) If δ(t) ≡ δ+(t) ≡ δ−(t) ≡ 0, the implication

Tx0,u,δ=∞ ⇒







lim
t→∞

|x(t)− x(t)| = 0

lim
t→∞

|x(t)− x(t)| = 0







. (9)

(ii) If δ ∈ D satisfies (2), it holds that

x(t) ≤ x(t) ≤ x(t), ∀t ∈ [0, Tx0,u,δ). (10)

(iii) If δ ∈ D satisfies (2), it holds that

lim sup
t→∞

max
i∈I

1

vi
(xi(t)− xi(t))

≤
n

ǫ
lim sup
t→∞

max
i∈I

δi − δi
vi

(11a)

lim sup
t→∞

max
i∈I

1

vi
(xi(t)− xi(t))

≤
n

ǫ
lim sup
t→∞

max
i∈I

δi − δi
vi

. (11b)

Item (i) in Theorem 1 implies that each of (3a) and (3b)
has the standard observer property, while Item (ii) is
said to be the framer property which is not guaranteed
by classical standard observers. In fact, x is the upper
frame, while x is the lower frame. A system generating
x(t) and x(t) which satisfy (i) and (ii) is called an interval
observer (see e.g., [7] and references therein), Properties
in the form of (11a) and (11b) are ultimate boundedness
[13]. They characterize attractivity in the presence of
disturbances. In particular, in the framework of input-
to-state stability (ISS) [19], properties (11a) and (11b)
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are called asymptotic gains, which imply that (3) is an
ISS interval observer in the definition introduced by [12].

Remark 2 Property (7a) is a generalized expression of
requiring A(ω) + L

l
C to be Hurwitz uniformly in ω. In

fact, due to the Perron-Frobenius theorem [15,3], in the
case where A is constant, since A+L

l
C is assumed to be

Metzler, the existence of a vector v ≫ 0 and a scalar ǫ > 0
satisfying (7a) is equivalent to A + L

l
C being Hurwitz.

The same remark applies to A+ LlC.

3 The Idea and Proofs

3.1 A Simple Idea: Minimal Error Dynamics

The idea of the system (3) proposed with (4) is to obtain
tighter intervals by making use of φmultiple pairs of the
observer gains Lk and Lk. Define

e = x− x, e = x− x. (12)

Let e(t)=[e1(t), e2(t), . . . , en(t)]
T and e(t)=[e1(t), e2(t),

. . . , en(t)]
T . The minimization and the maximization in

(4) are feasible since y is measured. Using the identity
y = Cx one can verified from (1), (3) and (4) that

ėi = min
k∈K

[A(y) + LkC]ie, i ∈ I (13a)

ėi = min
k∈K

[A(y) + LkC]ie, i ∈ I (13b)

in the case of δ(t) ≡ δ+(t) ≡ δ−(t) ≡ 0. As long as
e(t) ≥ 0 holds, the minimization in (13a) implies that at
every moment, the upper frame x(t) is directed to the
true value x(t) at the maximum velocity over all φ ob-
server gains Lk. In the same way, as long as e(t) ≥ 0
holds, equation (13b) implies that at every moment, the
lower frame x(t) is directed to the true value x(t) at the
maximum velocity over all φ observer gains Lk. If φ = 1,
i.e., K = {1}, the minimization in (13) disappears, and
the system (3) reduces to the standard Luenberger-type
interval observer [11,7]. Implementing this idea requires
us to confirm the non-negativity of e and e, the conver-
gence and the ultimate boundedness property of e and
e for general φ ≥ 1 including φ = 1 as a special case.

3.2 Proof of Item (ii) of Theorem 1

From (1), (3) and (4) for (12) we obtain

ėi = min
k∈K

[A(y) + LkC]ie+ δ − δ, i ∈ I (14a)

ėi = min
k∈K

[A(y) + LkC]ie+ δ − δ, i ∈ I. (14b)

Since A(ω) + LkC is Metzler for all ω ∈ R
p, we have

e ≥ 0 and ei = 0 ⇒ ∀k ∈ K [A(y) + LkC]ie ≥ 0

for all i ∈ I. Due to (2), applying the above property to
(14a) establishes e(t) ≥ 0 for all t ∈ R+ for any e(0) ≥ 0.
Thus, the definition (12) implies the second inequality in
(10). This same argument for (14b) establishes e(t) ≥ 0
and the first inequality in (10).

3.3 Proof of Item (i) of Theorem 1

For each k ∈ K, define Mk(y, e) := (A(y) + LkC)e. For
all i ∈ I, let ki ∈ K denote the integer k achieving the
minimum in (4a), which is a function of x and y. Then
(13a) is rewritten as

ė =















M
k1

(y, e)

M
k2

(y, e)
...

M
kn

(y, e)















=: M(x, y, e) (15)

in the case of δ(t) ≡ δ+(t) ≡ δ−(t) ≡ 0. By definition,
the functionM is continuous. Let l ∈ K, v ≫ 0 and ǫ > 0
be such that (7a) holds. Due to LkCe = Lk(Cx − y),
definition (4a) implies

[A(y) + L
ki

C]ie ≤ [A(y) + LlC]ie. (16)

Define a positive definite and radially unbounded func-
tion of e ∈ R

n
+ as

V (e) = max
i∈I

1

vi
ei, (17)

which is in the form of a popular Lyapunov function
in monotone systems theory (see [8] and references
therein). By virtue of (7a) and (16), one can verify

V (e) =
1

vi
ei ⇒

∂V

∂e
M(x, y, e) ≤ −

ǫ

vi
ei (18)

for (15). The function V defined in (17) is locally Lips-
chitz. Let N denote the subset of Rn where the gradient
∂V /∂e does not exist. Property (18) guarantees

∂V

∂e
M(x, y, e) ≤ −

ǫ

n
V , ∀e ∈ R

n
+ \ N . (19)

Rademacher’s theorem tells that the set N has measure
zero. The lower right-hand Dini derivative agrees with
(∂V /∂e)M except in N [2], i.e., the solution e(t) of (15)
satisfies

lim inf
t→0+

V (e(t))− V (e(0))

t
≤ −

ǫ

n
V (e(0)), ∀e(0) ∈ R

n
+.

This proves limt→∞ |e(t)| = limt→∞ |x(t) − x(t)| = 0
in (9). Repeating the same argument for x(t) proves
limt→∞ |e(t)| = limt→∞ |x(t) − x(t)| = 0 in (9).
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3.4 Proof of Item (iii) of Theorem 1

WithM in (15), the error system (14a) is represented by

ė = M(x, y, e) + δ − δ. (20)

The function V given in (17) satisfies

∂V

∂e
(M(x, y, e) + δ − δ) ≤ −

ǫ

n
V +max

i∈I

δi − δi
vi

,

∀e ∈ R
n
+ \ N . (21)

Therefore, the function V is an ISS Lyapunov function
of system (20) [19], which establishes (11a) [19]. The
asymptotic gain (11b) of the other error system (14a) is
obtained in the same say.

4 Relaxing the Metzler Assumption

The interval observer proposed in this paper allows one
to use the popular technique of coordinate transforma-
tions when it is hard or impossible to find Lk and Lk ren-
dering A+LkC and A+LkC Metzler. The observer can
be constructed after applying z = Rx to the plant (1) for
a nonsingular matrix R ∈ R

n×n [18,9]. The upper and
lower bounds of disturbances are expressed in the new
coordinate as R+δ−R−δ and R+δ−R−δ, respectively.
In the same way, the initial upper and lower frames are
expressed in the new coordinate as R+x(0) − R−x(0)
andR+x(0)−R−x(0), respectively. The upper and lower
frames in the original coordinate x can be obtained from
those in the new coordinate z as

x = S+z − S−z, x = S+z − S−z, (22)

where S = R−1. Importantly, the property

x = x ⇔ z = z (23)

holds. Therefore, the properties achieved in Theorem 1
are qualitatively invariant under coordinate changes.

5 An Example

Consider the plant (1) given by

A(y) =







−1 0.5 0

1 −1 0.8

0.3 1 −4






, C =

[

1 0 0

0 1 0

]

(24a)

β(y, u) =







0

y22 − 0.2y32
0






, u = 0. (24b)

Define the following gain matrices

G1 =







−1 0

0 −1

−0.3 −0.3






, G2 =







−0.5 −0.5

−1 0

0 0.2






,

G3 =







0 −0.5

0 0

0.5 −1






.

Since for each i = 1, 2, 3, A + CGi is Metzler and Hur-
witz, three interval observers in the standard form [11,7]
can be constructed and expressed by (3) with φ = 1 in
(4). For

x0 =







2

3

3






, x(0) =







4

5

5






, x(0) =







0

1

1






(25)

δ(t) =















2 cos t

1 + t
4 sin t

1 + t

−
4 cos t

1 + t















, δ(t) =















2

1 + t
4

1 + t
4

1 + t















, δ(t) = −δ(t),

(26)

Figs. 1, 2 and 3 show the upper frame x3(t) and the lower
frame x3(t) computed by the standard interval observer
with L1 = L1 = G1, L1 = L1 = G2, and L1 = L1 =
G3, respectively. It is seen that the unmeasured variable
x3(t) of the plant lies between the upper and the lower
frames. The proposed observer (3) defined with (4) and

φ = 3, L1 = L1 = G1, L2 = L2 = G2, L3 = L3 = G3.
(27)

fulfills all the assumptions in Theorem 1. For the same
initial conditions (25) and disturbances (26), the upper
frame and the lower frame generated by the proposed
observer of the unmeasured variable x3(t) are plotted in
Fig. 4. The simulation result confirms properties (10),
(11a) and (11b). The proposed observer gives tighter es-
timates than any of the three single gain interval ob-
servers. Moreover, the intervals generated by the pro-
posed observer are tighter than the intersection of the in-
tervals computed at each instant by the three observers.

6 Conclusions

The proposed simple observer has clear advantages over
the use of the intersection of intervals estimated by mul-
tiple observers. Firstly, the dimension of the observer is
fixed and it does not increase as one wants to obtain
tighter intervals. Secondly, the observer does not con-
tinue to use loose intervals. At every moment, intervals

4



0 5 10 15 20 25
-3

-2

-1

0

1

2

3

4

5

Fig. 1. The state x3 and the interval [x
3
.x3] estimated by

the standard interval observer with the single gain G1.
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Fig. 2. The state x3 and the interval [x
3
.x3] estimated by

the standard interval observer with the single gain G2.
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Fig. 3. The state x3 and the interval [x
3
.x3] estimated by

the standard interval observer with the single gain G3.

of all state components are generated toward the tightest
ones. The intervals converge to the true points rapidly
if disturbances vanish. These features have been demon-
strated by a numerical example. The idea is intuitive.
This paper has shown how it can be justified and imple-
mented.
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[18] T. Räıssi, D. Efimov, and A. Zolghadri. Interval state
estimation for a class of nonlinear systems. IEEE Trans.

Autom. Control, 57:260–265, 2012.

[19] E.D. Sontag and Y. Wang. On characterizations of input-
to-state stability property. Syst. Control Lett., 24:351–359,
1995.

5


	1 Introduction
	2 An Interval Observer
	3 The Idea and Proofs
	3.1 A Simple Idea: Minimal Error Dynamics
	3.2 Proof of Item (ii) of Theorem 1
	3.3 Proof of Item (i) of Theorem 1
	3.4 Proof of Item (iii) of Theorem 1

	4 Relaxing the Metzler Assumption
	5 An Example
	6 Conclusions
	References

