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Abstract

This paper investigates new coordinate-free formation control strategies of multi-agent systems to overcome the negative effects
of time delays. To this end, we present a single predictor-feedback scheme to compensate the multiple communication delays,
assumed to be unknown but bounded and arbitrarily-fast time-varying. Although delays cannot exactly be compensated due
to time-varying delay mismatches, the trade-off between robustness and convergence speed can be notably improved if the
control gain is suitably designed. Hence, with the objective of enlarging the time-varying delay interval for a given convergence
speed, an LMI-based iterative algorithm is presented to solve the control gain synthesis.
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1 Introduction

In recent years, formation control for groups of au-
tonomous mobile agents has received an increasing
interest in the control community due to its broad po-
tential applications in a large variety of areas, such as
unmanned aerial vehicle (UAV) formation [1], search
and rescue missions [2], cooperative transport [3],
among others. One of the key aspects in these works
is how to design a distributed control strategy based
on local information exchange to achieve a geometrical
formation shape in a coordinated fashion [4]. Formation
control synthesis has been investigated under several
strategies, including distance-based formation [5] and
position-based formation in terms of absolute [6] and
relative positions [7–9]. It is also interesting to consider
that the agents’ measurements frames are not equally

Email addresses: angonsor@unizar.es (Antonio
Gonzalez), raragues@unizar.es (Rosario Aragues),
gonlopez@unizar.es (Gonzalo Lopez-Nicolas),
csagues@unizar.es (Carlos Sagues).
1 The authors would like to thank the reviewers for their
helpful comments and suggestions.
2 This work was supported by projects PGC2018-098719-
B-I00 (MCIU/AEI/FEDER,UE), DGA T45-17R (Gobierno
de Aragón), COMMANDIA SOE2/P1/F0638 (Interreg Su-
doe Programme,ERDF) and Fundación Universitaria Anto-
nio Gargallo (project 2018/B004).

oriented. In this case, the gradient-descent formation
control in local frames given in [9] has the advantage of
achieving that the trajectories followed by the agents
consist of straight line paths and globally converge to
a unique rigid shape without a global coordinate sys-
tem and leader agents, which brings more robustness
and flexibility. The misalignment between orientation
frames is addressed by introducing in the cost function
to be minimized a rotation angle, on which the agents
implicitly agree, capturing the method’s independence
of any global reference. Nevertheless, the unavoidable
presence of delays may degrade the control-loop per-
formance or even lead to instability [10,11], imposing
constraints on the maximum achievable convergence
speed by limiting the maximum control gain. Indeed,
multi-agent systems constitute a networked system,
where the available information is often delayed due
to the time elapsed during data transmission between
agents. Hence, time delays become a relevant issue in
the stability analysis of formation control systems. Al-
though the stability analysis in the presence of delays
has been investigated in different problems involving
cooperative control of multi-agent systems, such as con-
sensus control [12,13], leader-following formation con-
trol [14–16] and coordinate-free formation control [9],
little attention has been paid to investigate advanced
control strategies based on delay compensation [17–20]
in order to counteract their negative effects.
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In [9], the coordinate-free formation control does not in-
clude delay compensation, and considers time-constant
delays. Under these premises, the worst-case delay is ex-
pressed as a function of system parameters such as the
number of agents or the decay rate. More recently, the
similar problem was investigated in [21] but using multi-
ple Smith predictors. Nevertheless, to the best authors’
knowledge, two important limitations still remained
open: (i) how to address the control gain synthesis in
order to enlarge to the greatest extent the time-varying
delay interval for a given convergence speed, and (ii) how
to avoid the use of multiple delay compensators, which
are required to exactly counteract each of the different
delays but at the expense of increasing the complexity
of the formation control for large number of agents.

The goal of this paper is to overcome the aforementioned
limitations by integrating a novel predictor-feedback
scheme in the coordinate-free formation control [9] as-
suming unknown but bounded time-varying delays. In
particular, we introduce the following contributions: (i)
a systematic algorithm to solve the control gain syn-
thesis with the objective of enlarging the time-varying
delay interval for a given convergence speed, and (ii) a
single predictor-feedback delay compensator to counter-
act multiple time-varying delays, that is to say, without
resorting to multiple delay compensators to deal with
each delayed measurement. Moreover, we analyze the
existing trade-offs between the maximum allowable de-
lay interval and other system features, such as decay
rate or the number of agents. The stability analysis and
control synthesis approaches are based on Linear Ma-
trix Inequalities (LMIs), which can efficiently be solved
by means of convex optimization tools commercially
available in software libraries (Matlab LMI toolbox [22],
SEDUMI [23]).

2 Problem statement and preliminaries

Consider a multi-agent system formed by N agents hav-
ing single integrator kinematics,

q̇i = ui, i = 1, ..., N, (1)

where qTi = [qxi , q
y
i ] is the 2−D position vector of each

agent, referred to any arbitrary reference frame. For each
pair of agents j, i ∈ {1, ..., N} × {1, ..., N}, j 6= i, we de-
fine qji = qj − qi and cji respectively as the current and
the desired relative position between them. The control
action ui must be designed to force (1) to reach a pre-
scribed target formation, defined by the following set of
relative position vectors:

cTji = (cxji , c
y
ji), ∀[j, i] ∈ {1, ..., N} × {1, ..., N}. (2)

The following assumptions on the multi-agent system
(1) and the coordinate-free formation control define the

particular problem addressed regarding the communi-
cation topology, the reference system available, and the
nature of communication delays [9,24]:

Assumption 1 The inequality
∣∣∣∑j

∑
i q
T
jicji

∣∣∣ ≥
H, ∀t ≥ 0 holds for some H ∈ R > 0. This assumption
implies that initially not all the agents are close together
and that they remain sufficiently separated throughout
the control execution.

Assumption 2 The agents do not share a global refer-
ence frame and only relative position measurements be-
tween the agents are available.

Assumption 3 No particular communication topology
is assumed, provided that all relative position measure-
ments between the agents in local coordinates are avail-
able to them by means of multi-hop communication.

Assumption 4 All relative position measurements may
be affected by unknown time-varying delays: 0 ≤ τ ≤
τji(t) ≤ τ , ∀(i, j) ∈ (1, ..., N) × (1, ..., N), i 6= j, where
δ = τ − τ is the worst-case delay interval. Moreover, de-
lays are not necessarily symmetric, i.e τji(t) 6= τij(t), and
arbitrarily-fast time-varying (i.e. not necessarily contin-
uously differentiable functions).

Remark 1 Note that Assumption 3 does not imply that
all the communication links are always active during
control execution. In other words, if the communication
link between two agents fails, the relative position be-
tween them can be transmitted via multi-hop communica-
tion protocols through one or multiple different commu-
nication links involving other neighbor agents. Thus, the
time-varying delays that appear in the distributed propa-
gation of the relative position measurements may be sub-
ject to abrupt changes (see Assumption 4).

2.1 Preliminary results

This section provides some helpful definitions and re-
sults:

Definition 1 [25] Given the system M with in-
put/output η(t) and y(t) respectively, the H∞ norm of
system M represents the largest possible L2-gain, pro-
vided by the system under zero initial conditions, i.e.,

||M ||∞ = sup||η||2 6=0
||y||2
||η||2

, ∀η ∈ L2, (3)

where L2 = {η(t) :
∫∞

0
||η(s)||2ds < ∞} denotes the

set of square integrable signals, and ||η||2 stands for the
L2 norm of the input signal η(t), defined as ||η||2 =√∫∞

0
||η(s)||2ds.
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Theorem 1 (Scaled Small Gain Theorem)[11] Given a
known system M and some unknown time-varying op-
erator ∆ with ||∆||∞ ≤ 1, the interconnected system:
y = Mη, η = ∆y is robustly stable if the following two
conditions hold: (i) The system M is internally stable
and (ii) there exist nonsingular matrices T1, T2 such that
T1∆ = ∆T2 and ||T2 ◦M ◦ T −1

1 ||∞ < 1.

Lemma 1 [26, Lemma 2] Given any arbitrary signal
q(t), let yd(t) = q̇(t) and

ω(t) =
2

δ

(
q(t− τ(t))− 1

2
(q(t− τ) + q(t− τ))

)
,

where τ(t) is a time-varying delay satisfying 0 ≤ τ ≤
τ(t) ≤ τ with δ = τ − τ . Then, the time-varying oper-

ator ∆d : yd → ω renders ∆d = 1
δ

∫ −τ
−τ κ(θ)yd(t + θ)dθ,

where κ(θ) = 1 if θ ≤ −τ(t), and κ(θ) = −1 otherwise.
Moreover, the operator ∆d satisfies ||∆d||∞ ≤ 1.

3 Predictor-feedback formation control

Let eji be the relative position error between two agents
i and j given by

eji = qji −R(αi)cji, (4)

where the relative position measurements qji are ex-
pressed in each local agents’ frame, and R(αi)cji de-
scribes the rotated reference frame to be reached, where

R(αi) =

[
cos(αi) −sin(αi)

sin(αi) cos(αi)

]
, (5)

and αi must be agreed by all the agents using the locally
available measurements qji.

For the multi-agent system (1) subject to time-varying
communication delays τ ≤ τji(t) ≤ τ , we propose the
formation control:

ui = K

(∑
j

eτji − γ
N

2

∫ t

t−τ
ui(s)ds− γ

N

2

∫ t

t−τ
ui(s)ds

)
,

(6)

where delay compensation is activated by setting γ = 1.
Note that, differently from the conventional Artstein’s
reduction method [27], we have considered two integral
terms with τ , τ . Parameter K is the control gain to be
designed, and γ = {0, 1}. The relative position errors
eτji obtained from the available delayed measurements
render

eτji = qji(t− τji(t))−R(ατi )cji, (7)

where

ατi = atan2

∑
k

∑
j

(
qτkiki − q

τji
ji

)T
c⊥kj ,

∑
k

∑
j

(
qτkiki − q

τji
ji

)T
ckj

 (8)

and c⊥Tkj = [cykj , −cxkj ]. The function atan2 : R2 →
(−π, π] is equivalent to a four-quadrant arctangent func-
tion [28,29], defined as

atan2(y, x) =

{
0 (x, y) = (0, 0)

f(x, y) otherwise,

where f(x, y) = arctan(y/x) + (π/2)sign(y)(1 −
sign(x)), and sign(a) = 1 if a ≥ 0, sign(a) = −1
otherwise.

Remark 2 Note that multiple time-varying delays
τji(t), j = 1, ..., N, j 6= i are handled by a single
predictor-feedback component in (6) with two integral
terms involving the lower and upper bounds τ , τ re-
spectively. Hence, delays cannot be exactly compensated
unless τji(t) ≡ τ, ∀i, j, i 6= j, ∀t ≥ 0 (as shown later
in Corollary 1). Nevertheless, larger time-varying de-
lay interval δ can be achieved by suitably designing the
control gain K, improving therefore robustness. Next
sections address the stability analysis and control design
by means of robust control theory and LMIs.

4 Robust stability analysis

This section deals with the robust asymptotic stability
analysis of the proposed formation control. To this end,
we obtain an equivalent delay-free model description of
the closed-loop multi-agent system in Section 4.1, useful
to address the robust stability analysis in Section 4.2 by
small gain theory (see Theorem 1).

4.1 Delay-free model description

Let q̄ be the augmented vectors containing the relative
positions qji, ∀i, j/j 6= iwith the following arrangement:

q̄T = (q21, q31, q41, · · · , qN1,

q12, q32, q42, · · · , qN,2,
· · · , · · · , · · · , · · · ,
q1N , q2N , q3N , · · · , qN−1,N ) .

(9)

Also, let

ēT =
[
e21, · · · · · · , eN1, · · · , e1N , · · · , eN−1,N

]
(10)
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be the augmented vector ē gathering all the terms eji
defined in (7) with the same arrangement as (9). From q̄
and ē, the following lemma finds a closed-loop delay-free
model consisting in two interconnected systems (y = Mη
and η = ∆y) where the forward system M is LTI, and
the uncertain feedback system ∆ is a norm-bounded op-
erator which contains all sources of time-varying delays.

Lemma 2 The multi-agent system (1) with control law
(6) is equivalent to the following delay-free interconnected
system model:

 ˙̄q

y

 =

 KAs KBsLδ
LKCs LKDsLδ


︸ ︷︷ ︸

M

 ē
η

 , η = ∆y, (11)

where q̄, ē are defined in (9), (10), η ∈ R2N̄+2N , y ∈
R2N̄+N with N̄ = N(N−1) are input and output vectors,
which are interconnected by the uncertain block-diagonal
feedback system ∆ satisfying ||∆||∞ ≤ 1, and

δ = τ − τ ,

LK =

[
KI2N̄ 0

0 IN

]
, Lδ =

[
δI2N̄ 0

0 I2N

]
,

As = −N · I2N̄ , Bs =
[

1
2B1 B2

]
, (12)

Cs =

[
−N · I2N̄
0N×2N̄

]
, Ds =

[
1
2B1 B2

D 0N×2N

]
,

where

B1 =
(
(Q1 −Q2)⊗ 11×(N−1)

)
⊗ I2, (13)

B2 = −
(
(Q1 −Q2) · diag

(
h̄
))
⊗ I2,

D = diag
(
c̄T ·

(
I1
N ⊗ I2

)T
, · · · , c̄T ·

(
INN ⊗ I2

)T)
,

QT1 =
[(
I1
N

)T
, · · · ,

(
INN
)T ]

,

Q2 = IN ⊗ 1(N−1)×1,

c̄T =
[∑

j c
⊥T
1j , · · · ,

∑
j c
⊥T
Nj

]
,

h̄T =
[
h1 · · · hN

]
, h1≤i≤N =

1

H

∣∣∣∣∣
∣∣∣∣∣∑
k

cki

∣∣∣∣∣
∣∣∣∣∣ ,

being In the n × n identity matrix, and Ipn a matrix of
dimensions n−1×n, constructed from the identity matrix
In by removing its pth row.

Proof : Consider the formation control (6) with γ = 1

for two agents agents j and i,

uj = K
∑
k

eτkj −
NK

2

(∫ t

t−τ
uj(s)ds+

∫ t

t−τ
uj(s)ds

)
,

(14)

ui = K
∑
k

eτki −
NK

2

(∫ t

t−τ
ui(s)ds+

∫ t

t−τ
ui(s)ds

)
.

Now, define the following Artstein’s state transforma-
tions:

zi =
1

2

(∑
k

qki(t− τ) +
∑
k

qki(t− τ)

)
(15)

− N

2

∫ t

t−τ
ui(s)ds−

N

2

∫ t

t−τ
ui(s)ds,

zj =
1

2

(∑
k

qkj(t− τ) +
∑
k

qkj(t− τ)

)

− N

2

∫ t

t−τ
uj(s)ds−

N

2

∫ t

t−τ
uj(s)ds.

Let δ = τ−τ . Applying (15), we can reformulate (14) as

uj = Kzj +
δK

2

∑
k

ωkj −KR(αj)
∑
k

ckj −Khjρj ,

(16)

ui = Kzi +
δK

2

∑
k

ωki −KR(αi)
∑
k

cki −Khiρi,

where the following inputs ωkj , ωki, ρj and ρi, which em-
beds all sources of time-varying delay mismatches, are
respectively defined as

ωkj =
2

δ

(
qkj(t− τkj(t))−

1

2
qkj(t− τ)− 1

2
qkj(t− τ)

)
,

(17)

ωki =
2

δ

(
qki(t− τki(t))−

1

2
qki(t− τ)− 1

2
qki(t− τ)

)
,

and

ρj =
1

hj

(
R(ατj )−R(αj)

)∑
k

ckj , (18)

ρi =
1

hi
(R(ατi )−R(αi))

∑
k

cki,

where the scalars hj , hi are defined in (13). The idea is
to design the output systems so as the interconnection
between them and the above inputs ωkj , ωki, ρj , ρi are
norm-bounded, leading to the uncertain feedback system
∆ given in (11).
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Note from Lemma 1 and the definition of ωji in (17)
that there exists an unitary norm-bounded time-varying
operator ∆q,ji satisfying

ωji = ∆q,ji · ψji, ψji = q̇ji. (19)

From Assumption 1 and applying trigonometry, it can
be deduced following the same outline as [24, Lemma 4]
that the L2-induced norm of the time-varying operator
mapping the input ρi in (18) and the output

ξi =
δ

2

∑
k

∑
j

(
ωTkic

⊥
kj − ωTjic⊥kj

)
= δ

∑
k

∑
j

c⊥Tkj ωki


(20)

is bounded by 1, ∀t ≥ 0. Hence, there exists a uni-
tary norm-bounded time-varying operator ∆ρ,i satisfy-
ing ρi = ∆ρ,i · ξi. From the multiagent system (1) we
have that q̇ji = q̇j − q̇i = uj − ui. Hence, from (16), we
obtain

q̇ji = K (zj − zi)−K

(
R(αj)

∑
k

ckj −R(αi)
∑
k

cki

)

+
δK

2

(∑
k

ωkj −
∑
k

ωki

)
−Khjρj +Khiρi. (21)

As a result, the forward systems (21) are LTI with time-
constant delays, and the two pairs of input-outputs
(ωji, ψji) and (ρi, ξi) embeds all sources of time-varying
delay mismatches into uncertain feedback systems ∆q,ji,
∆ρ,i. From (15) we obtain

zj − zi =
1

2

(∑
k

qkj(t− τ) +
∑
k

qkj(t− τ)

)
(22)

− N

2

(∫ t

t−τ
uj(s)ds−

∫ t

t−τ
ui(s)ds

)

− 1

2

(∑
k

qki(t− τ) +
∑
k

qki(t− τ)

)

− N

2

(∫ t

t−τ
uj(s)ds−

∫ t

t−τ
ui(s)ds

)
.

From (1) it can be deduced that∫ t

t−τ
uj(s)ds−

∫ t

t−τ
ui(s)ds (23)

=

∫ t

t−τ
q̇ji(s)ds = qji − qji(t− τ),∫ t

t−τ
uj(s)ds−

∫ t

t−τ
ui(s)ds

=

∫ t

t−τ
q̇ji(s)ds = qji − qji(t− τ).

Replacing (23) into (22), and taking into account that∑
k qkj−

∑
k qki = −Nqji, the delayed terms in (22) are

cancelled, obtaining the equivalences zj − zi = −Nqji.
Note that αj and αi are the rotation angle computed by
agents j and i assuming no delays, leading to αj = αi ≡
α (see Remark 2). Hence, applying

∑
k ckj −

∑
k cki =

−Ncji and zj−zi = −Nqji the expression (21) becomes
delay-free, leading to

q̇ji = −NK (qji −R(α)cji) (24)

+
δK

2

(∑
k

ωkj −
∑
k

ωki

)
−Khjρj +Khiρi.

Note that systems (24) can be written in compact form
as

˙̄q = −NKē+
δK

2
B1ω̄ +KB2ρ̄, (25)

where B1, B2,q̄ and ē are defined in (13) and (9). Note
from (19) and ρi = ∆ρ,i · ξi that the input vectors

ρ̄T =
[
ρT1 , · · · , ρTN

]
and ω̄ (which gathers all terms ωji,

arranged in a similar way as q̄ in (9)) satisfy ω̄ = ∆̄q ψ̄
and ρ̄ = ∆̄ρ ξ̄ respectively, where ψ̄, ξ̄, ∆̄q and ∆̄ρ are
augmented vectors and block-diagonal matrices properly
arranged containing respectively ψji, ξi, ∆q,ji and ∆ρ,ji.

From the definition of ξi in (20) and ψji = q̇ji, note also
that ξ̄ and ψ̄ can be written in compact form as

ψ̄ = −NKē+
δK

2
B1ω̄ +KB2ρ̄, ξ̄ = δDω̄. (26)

Finally, noting from Lemma 1 that ||∆q,ji||∞ ≤ 1,
||∆ρ,i||∞ ≤ 1 and defining ∆ = diag

(
∆̄q, ∆̄ρ

)
, the

proof can be concluded by defining ηT = [ω̄T , ρ̄T ] and
yT = [ψ̄T , ξ̄T ]. �

Notice that the two terms introduced in the rightmost
part of (6) have been introduced to remove the delayed
terms with τ and τ in (22) by setting γ = 1. Conse-
quently, the proposed control allows to find a delay-free
equivalent model for the closed-loop system, as stated
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in Lemma 2. From this equivalence, next sections adapt
classical results of robust control theory to obtain suf-
ficient conditions for robust stability and control gain
synthesis.

4.2 Sufficient LMI condition for robust stability

This section addresses the asymptotic stability analy-
sis with decay-rate performance β (hereafter, referred to
as β-stability) of the formation control system (1) with
predictor-feedback control (6) (γ = 1) given a time-
varying delay interval δ = τ − τ . Then, a sufficient con-
dition based on LMI for robust β−stability is obtained
by exploiting the equivalent delay-free interconnected
model given in Lemma 2, together with the Lyapunov’s
direct method and small gain theory (see Theorem 2)

Theorem 2 Given a time-varying delay interval δ and
a control gain K > 0, the formation control system (1)-
(6) with γ = 1 is robustly β-stable for any time-varying
delays τ ≤ τji(t) ≤ τ if there exist scalars µ > 0, µi >
0, i = 1, · · · , N−1 and symmetric matrices Si > 0 (Si ∈
R2) with i = 1, · · · , N̄ such that Ω < 0, where

Ω =


2µKAs + 2µβ · IN̄ µKBsLδ CTs LKW2

(∗) −W1 LδDTs LKW2

(∗) (∗) −W2

 ,
W1 = diag (Z, X1) , W2 = diag (Z, X2) , (27)

Z = diag (S1, · · · , SN̄ ) ,

X1 = diag (I2, µ1I2, · · · , µN−1I2) ,

X2 = diag (1, µ1, · · · , µN−1)

and Lδ, LK , As,Bs, Cs,Ds are defined in (12).

Proof : Let us consider the following Lyapunov function:

V =
µ

N

∑
i

∑
k

∑
j

(qkj −R(αi)ckj)
2
, (28)

where µ > 0. The time-derivative V̇ yields

V̇ =
µ

N

∑
i

∑
k

∑
j

(
∂V

∂qkj
q̇kj +

∂V

∂αi
α̇i

)
. (29)

Noting that V = µ
N

∑
i Ji, where Ji is the cost function

Ji =
∑
k

∑
j ||qkj − R(αi)ckj ||2, we have that ∂V

∂αi
=

0, ∀i = 1, ..., N since αi = argmin(Ji). Then, (29) yields

V̇ = µ
∑
k

∑
j

(
∂V

∂qkj
q̇kj

)
(30)

= 2µ
∑
k

∑
j

(qkj −R(αi)ckj) q̇kj = 2µēT ˙̄q,

where ē and q̄ are defined in (9) and (10). From (11), we
can replace ˙̄q into (30) obtaining

V̇ = 2µēT (KAsē+KBsLδη) . (31)

On the other hand, by virtue of Theorem 1, the intercon-
nected system (11) is β-stable if the forward systemM is
internally β-stable, and the condition ||T2◦M◦T −1

1 ||∞ ≤
1 is satisfied. In this case, the following inequality is true:

V̇ + 2βV + yTW2y − ηTW1η < 0, (32)

where W1 = T T1 T1 and W2 = T T2 T2. Replacing V̇ from
(31) into (32) and taking into account from (11) that y =
LKCsē+LKDsLδη, we deduce that (32) is equivalent to

[
ēT ηT

]
·

[
Ω11 Ω12

ΩT12 Ω22

]
·

[
ē

η

]
< 0, (33)

where

Ω11 = 2µKAs + CTs LKW2LKCs + 2µβ · IN̄ , (34)

Ω12 = µKBsLδ + CTs LKW2LKDsLδ,
Ω22 = −W1 + LδDTs LKW2LKDsLδ.

The above inequality holds ∀ē, η 6= 0 if and only if Ω̄ < 0.
Applying Schur Complement, it can be proved that the
inequality Ω < 0 is true if and only if Ω̄ < 0, which is
a sufficient condition for the robust β-stability of (11).
Finally, from the equivalence stated in Lemma 2 between
(11) and the formation control (1) with (6) with γ = 1,
the proof is completed. �

The corollary given below shows that delay compensa-
tion tends to be exact as long as the time-varying delay
interval δ is smaller. Hence, if δ is sufficiently small, the
formation control (6) guarantees the β-stability by set-
ting γ = 1 and any control gain satisfying K > β/N .

Corollary 1 The inequality Ω < 0 in Theorem 2 is al-
ways true for any time-varying delay interval δ < δ∗ with
δ∗ > 0 sufficiently small, provided that K > β/N in (6)
with γ = 1.

Proof : Let W1 = diag (w1I2N̄ , w2I2N ) and W2 =
diag (w1I2N̄ , w2IN ) in (27), for some positive scalars
w1, w2. Then, it can be proved that by setting δ = 0,
there exist sufficiently small values for w1, w

−1
2 such

that Ω < 0 fulfils for any K > β/N . Finally, the in-
equality Ω < 0 still holds by continuity for any δ < δ∗ if
δ∗ is small enough. �
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5 Control synthesis

The control gain K for the predictor-feedback control
(6) (γ = 1) can be designed in order to maximize the
time-varying delay interval δ = τ − τ for a prescribed
decay rate β by combining Algorithm 1 and Algorithm 2
(see below): Algorithm 1 finds by dichotomic search the
maximum δ for some K,β by means of Theorem 2, and
Algorithm 2 finds by dichotomic search the control gain
K that maximizes δ for some β by using Algorithm 1.

Note that a starting feasible solution is guaranteed for
any K∗ > β/N and δ∗ > 0 sufficiently small, in view of
Corollary 1. Other parameters involved in Algorithms 1
and 2 are the step increments for δ and K (∆δ,∆K > 0
respectively), the step reduction factors 0 < γδ < 1,
0 < γK < 1, and the maximum relative errors εδ(%) > 0,
εK(%) > 0.

Algorithm 1 Algorithm to obtain the maximum time-
varying delay interval δ for (6) with γ = 1 given K > 0
and β

1: function δ =GET MAX INTERVAL
2: Set δprev := 0 and δ := δ∗ . Initialize
3: Set p := 0
4: while p < pmax do . Loop
5: Set f := (Ω < 0)
6: if f is TRUE then . (Ω < 0) is TRUE

7: if
∣∣∣ δ−δprevδ

∣∣∣ < εδ
100 then

8: δ := δprev and STOP
9: end if

10: Set δprev := δ
11: else . (Ω < 0) is FALSE
12: δ := δ −∆δ

13: ∆δ = ∆δγδ
14: end if
15: Set δ := δ + ∆δ

16: Set p := p+ 1
17: end while
18: end function

6 Simulations

Two simulation examples are provided in this section.
The first one illustrates the trade-offs between the max-
imum time-varying delay interval, the decay rate and
number of agents. The second example confirms the ef-
fectiveness of the control gain synthesis K given in Al-
gorithm 2 by comparing the achieved performance with
other values forK. Both examples consider different tar-
get formations and show the superiority of the predictor-
feedback with respect to no delay compensation [9].

6.1 Example 1

Consider a circular target formation of radius 6m and
a certain number of agents N , where the agent’s posi-
tions are equally distributed around the circle (see Fig.

Algorithm 2 Predictor-feedback control synthesis al-
gorithm: find K in (6) with γ = 1 to maximize the time-
varying delay interval δ, given β

1: functionK =Design K . Dichotomic search on K
2: Set Kprev := 0 and δprev := 0 . Initialize
3: Set K = K∗ and δ = δ∗

4: Set p := 0
5: while p < pmax do . Loop
6: δ := GET MAX INTERVAL
7: if δ > δprev then

8: if
∣∣∣K−KprevK

∣∣∣ < εK
100 then

9: STOP
10: end if
11: Set Kprev := K
12: else
13: ∆K := −γK∆K . Reduce step
14: end if
15: Set K := K + ∆K and δprev := δ
16: Set p := p+ 1
17: end while
18: end function

1 with N = 4, 6, 8). By applying Algorithm 2, we obtain
the control gainK with the proposed predictor-feedback
(6) with γ = 1 that maximizes the time-varying delay
interval δ for different number of agents N and different
decay rates β.

The obtained results are depicted in Fig. 2, where it
can be appreciated that the maximum achievable time-
varying delay interval δ diminishes as long as the de-
cay rate β increases. This fact reveals a trade-off be-
tween robust performance and convergence speed in the
predictor-feedback control design. A similar trade-off
can be appreciated in the compromise between robust
performance and number of agents, since the maximum
achievable time-varying delay interval δ diminishes when
the number of agents N grows. Note also that smaller
values of H defined in Assumption 1 give more pes-
simistic estimations of δ (as could be expected from the
bounding techniques used to linearize the control syn-
thesis problem), but the designed control gain K that
maximizes δ is hardly influenced by H in all cases (see
left side in Fig. 2 and Fig. 3). The following values have
been chosen for Algorithm 2: ∆K = 10−3, γK = 0.5,
∆δ = 1s, γδ = 0.5 and maximum relative errors for K
and δ: εK = 1%, εδ = 1%. As a result, the total num-
ber of iterations between Algorithm 1 and Algorithm
2 ranges between 200 − 300 considering starting values
K∗ = β/N + 10−6 and δ∗ = 10−6. Also, the number of
iterations in Algorithm 2 ranges between 15− 25.

Let N = 4, 6, 8. Taking into account the condition K >
β/N , a minimum gain K = 2.5 · 10−3, K = 1.7 · 10−3

and K = 1.3 · 10−3 are necessary for each case in the
absence of delays. Nevertheless, all three systems become
unstable for delays larger than 150s using [9] with any
control gainK larger than those values. Hence, a settling
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Fig. 1. Different target formations for the three cases under
analysis with number of agents: N=4, N=6 and N=8 respec-
tively.
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Fig. 2. Designed control gain K (left-column) and the maxi-
mum delay interval δ (right column) for different number of
agents N (upper row) and decay rate β (lower row).

time of 300s is not possible without delay compensation.

Now, let us proceed by simulation to show if the tar-
get formation can be reached in approximately 300s
(β = 0.01) with the designed predictor-feedback control
under time-varying delays τji(t) ∈ (120s, 180s), ∀i, j
with time-varying delay interval τ = 60s and average
delay 150s. In view of the results given in the second
row of Fig. 4, the target formation is achieved for N = 4
(left column), N = 6 (middle column) and N = 8
(right column), whereas the system is unstable without
delay compensation in all three cases. The time evo-
lution of the normalized cost function J(t)/J(0) with
J =

∑
i

∑
k

∑
j ||qkj −R(αi)ckj ||2 is depicted in Fig. 5.

The initial agents’ positions are qi(t = 0) = Dmax(Θq −
0.5 [1 1]

T
) (depicted by “o” symbols in Fig. 4), where

Θq provides a 2× 1 pseudorandom value with a uniform
distribution on (0, 1), and Dmax = 15m stands for the
maximum distance between agents.

6.2 Example 2

Consider the multi-agent system (1) withN = 12 agents,
and the prescribed target formation depicted in the left
side of Fig. 6. For control synthesis, we establish a max-
imum settling time of 300s, which approximately cor-
responds to β = 0.01. The control gain K for (6) with
γ = 1 is designed by Algorithm 2 to maximize δ, ob-
taining K = 1.7 · 10−3 (see Fig. 6, middle side). Now,
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Fig. 3. Maximum delay interval δ vs controller gain K
(obtained by Algorithm 1 using different values of H and
β = 0.01) for the three target formations given in Fig. 1:
From left to right: N = 4, 6 and 8 agents respectively.
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Fig. 4. Trajectories followed by each agent (Example 1) for
each target formation N = 4, 6 and 8 under time-varying
delays 120s ≤ τji(t) ≤ 180s: Left (K=5.0 · 10−3), Middle
(K=3.3·10−3) and Right (2.6·10−3). First row: no delay com-
pensation, Second row: proposed predictor-feedback control.
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Fig. 5. Normalized cost function J(t)/J(0) for Example
1, corresponding to each target formation N = 4, 6 and
8 under time-varying delays 120s ≤ τji(t) ≤ 180s: Left
(K=5.0 ·10−3), Middle (K=3.3 ·10−3) and Right (2.6 ·10−3).
First row: no delay compensation, Second row: proposed pre-
dictor-feedback control.

consider a maximum settling time 30s (ten times faster,
β = 0.1). In this case, we obtain K = 1.6 ·10−2 (see Fig.
6, right side). Note that the maximum time-varying de-
lay interval δ is smaller when β = 0.1, which confirms
again that faster convergence is at the expense of loss of
robustness against time-varying delays.

Comparative simulation results between predictor-
feedback formation control (γ = 1 in (6)) and non-
predictor case (γ = 0) are given below for differ-
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Fig. 6. Left-side: Target formation to be reached (Example
2). Middle and right side: maximum delay interval δ vs con-
troller gain K with β = 0.01 and β = 0.1, respectively

ent control gains considering β = 0.01. Let the
initial position vectors of each agent described by

qi(t = 0) = Dmax(Θq − 0.5 [1 1]
T

) where Θq provides
a 2 × 1 pseudorandom value with a uniform distribu-
tion on (0, 1) and Dmax = 15m stands for the maxi-
mum distance between agents. We consider the same
randomly pre-generated time-varying delay patterns
τji(t) ∈ (60s, 90s) for a fair comparison.

The results given in the first row of Fig. 7, Fig. 8, Fig.
9 and Fig. 10 correspond to the non-predictor forma-
tion control (6) with γ = 0 (no delay compensation) for
three different control gains: K = 0.4 · 10−3 (left col-
umn),K = 1.7·10−3 (middle column) andK = 10·10−3

(right column). The first row of Fig. 7 depicts the initial
agents’ positions (“o” symbols), the trajectories followed
by each agent (solid line) and the final agents’ position
(“+” symbols) after 300s of time simulation using dif-
ferent K. Fig. 8 and Fig. 9 (first-row) depict their corre-
sponding velocity norms and estimated rotation angles
respectively. By choosing K = 0.4 · 10−3 the prescribed
target formation is not achieved after 300s (see first col-
umn in the first row of Fig. 10), but choosing greater
values of K lead the system to instability (see the sec-
ond and third columns in the first row of Fig. 10). Hence,
the required settling time of 300s cannot be achieved for
any control gain K without delay compensation.

Nevertheless, it can be appreciated that the system per-
formance clearly improves by introducing the predictor-
feedback by setting γ = 1 in (6), specially for higher val-
ues of K (see comparison between the first and the sec-
ond row in Fig. 7, Fig. 8, Fig. 9 and Fig. 10, middle and
right columns). Moreover, the control gainK = 1.7·10−3

designed by Algorithm 2 gives the best performance in
comparison with the other choices for K. Indeed, note
that smaller values than 1.7 · 10−3 for K gives slow con-
vergence, and greater values for K exhibit visible per-
turbations in the agents’ trajectories due to higher sensi-
tivity against time-varying delay mismatches. This com-
parison corroborates the effectiveness of the proposed
control gain synthesis given in Algorithm 2.

7 Conclusions

In this paper, predictor-feedback delay compensation
has been proposed to enhance robust performance in
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Fig. 7. Trajectories followed by each agent (Example 2) using
different K with 60s ≤ τji(t) ≤ 90s: Left (K = 0.4 · 10−3),
Middle (K = 1.7 · 10−3) and Right (K = 10 · 10−3). First
row: no delay compensation. Second row: proposed predic-
tor-feedback control.
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Fig. 8. Velocity norm ||vi|| of each agent (Example 2) using
different K with 60s ≤ τji(t) ≤ 90s: Left (K = 0.4 · 10−3),
Middle (K = 1.7 · 10−3) and Right (K = 10 · 10−3). First
row: no delay compensation. Second row: proposed predic-
tor-feedback control.
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Fig. 9. Rotation angle αi computed by each agent (Ex-
ample 2) using different K with 60s ≤ τji(t) ≤ 90s: Left
(K = 0.4 · 10−3), Middle (K = 1.7 · 10−3) and Right
(K = 10 · 10−3). First row: no delay compensation. Second
row: proposed predictor-feedback control..

coordinate-free formation control under unknown time-
varying communication delays. By introducing two de-
layed terms in the predictor-feedback control, the lower
and upper delay bounds are compensated and hence
eliminated from the closed-loop system model. More-
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Fig. 10. Normalized cost function J(t)/J(0) for Exam-
ple 2 using different K with 60s ≤ τji(t) ≤ 90s: Left
(K = 0.4 · 10−3), Middle (K = 1.7 · 10−3) and Right
(K = 10 · 10−3). First row: no delay compensation. Second
row: proposed predictor-feedback control.

over, larger time-varying delay intervals are allowed by
designing the control gain through efficient algorithms
based on LMI. Finally, simulation results have illus-
trated the effectiveness of the control synthesis in the
aim of improving the existing trade-offs between robust-
ness against time-varying delay uncertainties, conver-
gence speed and number of agents.

References

[1] X. Dong, B. Yu, Z. Shi, Y. Zhong, Time-varying
formation control for unmanned aerial vehicles: Theories
and applications, IEEE Transactions on Control Systems
Technology 23 (1) (2015) 340–348.

[2] J. L. Baxter, E. Burke, J. M. Garibaldi, M. Norman, Multi-
robot search and rescue: A potential field based approach,
in: Autonomous robots and agents, Springer, 2007, pp. 9–16.

[3] H. Bai, J. T. Wen, Cooperative load transport: A formation-
control perspective, IEEE Transactions on Robotics 26 (4)
(2010) 742–750.

[4] K.-K. Oh, M.-C. Park, H.-S. Ahn, A survey of multi-agent
formation control, Automatica 53 (2015) 424–440.

[5] K.-K. Oh, H.-S. Ahn, Formation control of mobile agents
based on inter-agent distance dynamics, Automatica 47 (10)
(2011) 2306–2312.

[6] M. M. Zavlanos, G. J. Pappas, Distributed formation control
with permutation symmetries, in: 46th IEEE Conference on
Decision and Control, 2007, pp. 2894–2899.

[7] D. V. Dimarogonas, K. J. Kyriakopoulos, A connection
between formation infeasibility and velocity alignment in
kinematic multi-agent systems, Automatica 44 (10) (2008)
2648–2654.

[8] K.-K. Oh, H.-S. Ahn, Formation control and network
localization via orientation alignment, IEEE Transactions on
Automatic Control 59 (2) (2014) 540–545.
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