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Abstract

A basic simulation-based reinforcement learning algorithm is the Monte Carlo Exploring States (MCES) method, also known as
optimistic policy iteration, in which the value function is approximated by simulated returns and a greedy policy is selected at
each iteration. The convergence of this algorithm in the general setting has been an open question. In this paper, we investigate
the convergence of this algorithm for the case with undiscounted costs, also known as the stochastic shortest path problem. The
results complement existing partial results on this topic and thereby helps further settle the open problem. As a side result,
we also provide a proof of a version of the supermartingale convergence theorem commonly used in stochastic approximation.
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1 Introduction

Reinforcement learning has gained tremendous popu-
larity in recent years [11]. Simulation-based methods
for reinforcement learning or stochastic control have
achieved notable success [10]. One particularly simple
simulation-based method, called Monte Carlo Explor-
ing Starts (MCES), was introduced in detail in the
classic book by Sutton and Barto [11, Chapter 5]. In
this method, the value function is estimated by the av-
erage simulated returns and the policy is updated using
a greedy policy based on the current estimate of the
value function. Because of its fundamental simplicity
and importance, Sutton and Barto stated that the con-
vergence of the MCES algorithm to the actual optimal
value is “one of the most fundamental open theoretical
questions in reinforcement learning” [11, p. 99].

Partial results on convergence analysis of MCES exist in
the literature. Most notably, Tsitsiklis [12] proved that
MCES, which he termed optimistic policy iteration, con-
verges under two assumptions. First, each state is se-
lected for updating with the same frequency. Second, the
problem is strictly discounted with a discount factor less
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than one. This result was extended to the undiscounted
case by Chen [5] under the assumption that all policies
are proper (i.e., reaching a terminal state is inevitable
under all policies). A more recent result by Wang and
Ross [13] proved convergence of MCES under the as-
sumption of optimal policy feed-forward environments,
where states cannot be revisited under an optimal pol-
icy. We note that the approach taken in [13] mostly uses
finite graph and probabilistic argument, whereas the ap-
proach in [12] (and also [5]) is along the lines of stochas-
tic approximation [4,9].

In this paper, we investigate the convergence of
MCES/optimistic policy iteration in the undiscounted
case without the assumption of optimal policy feed-
forward environments and without the assumption
that all polices are proper. Compared with the results
in [12,5,13], we consider both uniform and nonuni-
form exploring starts. In the uniform case, we extend
the results of Tsitsiklis [12] to the undiscounted, i.e.,
stochastic shortest path problem. For the case that all
policies are proper, our proof differs from that in [5]
and is closer in spirit to that of [12] (see how Lemma
7 generalizes Lemma 2 in [12]). We also discuss how
to work around the proper policy assumption. In the
nonuniform case, we argue that the choice of stepsize
should be component-dependent to agree with the clas-
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sical version of MCES discussed in [11]. We believe the
convergence results established here could help further
settle the long-standing open problem. As a side result,
we also prove a version of the supermartingale conver-
gence theorem that is commonly used in the literature
of stochastic approximation, whose proof, however, is
not available in classic books such as [4]. Furthermore,
we provide an alternative and hopefully more direct
treatment of stochastic approximations directly based
on the supermartingale martingale convergence theo-
rem (cf. Chapter 4 of the classic book [4]), which may
be of independent interest.

The paper is organized as follows. In Section 2, we
present the problem formulation and the preliminaries
for proving the convergence of MCES/optimistic pol-
icy iteration. In Section 3, we present the convergence
proof for the case that all policies are proper. We dis-
cuss the case without the proper policy assumption in
Section 4 and the case with nonuniform initial exploring
in Section 5. A simple illustrative example is presented
in Section 6. Some concluding remarks are presented in
Section 7. The Appendix includes a self-contained treat-
ment of supermartingale convergence and stochastic
approximation results.

2 Problem formulation and preliminaries

2.1 Markov decision problem

Let M = (S,A, P ) be a Markov decision process, where
S = {1, · · · , n} is a finite set of states, A is a finite set of
actions, and P : S×A×S → [0, 1] is a transition prob-
ability function. For each action a ∈ A, we can represent
P (·, a, ·) as a matrix P (a) whose entries Pij(a) satisfy

Pij(a) = P (i, a, j) = P(st+1 = j|st = i, at = a),

where {(st, at)t=∞t=0 } ⊆ S×A is an evolution of the MDP
M . In words, Pij(a) denotes the probability of having a
transition from the state i to the state j under the action
a.

A policy is a function µ : S → A. Clearly, the set of all
policies is finite. We denote this set by Π. Given a policy
µ ∈ Π, we define the cost-to-go value 1 of the policy
starting from a state i as

Jµ(i) = E

[ ∞∑
t=0

αtg(st, µ(st))|s0 = i

]
,

1 We use a cost function formulation as commonly seen in
stochastic control, which is equivalent to a reward function
formulation in reinforcement learning, albeit the difference
of using minimization in place of maximization for values.

where {st}∞t=0 is a state evolution under the policy µ,
g : S × A → R is the stage cost, and α ∈ [0, 1] is
a discount factor. The optimal cost-to-go value J∗ is
defined as

J∗(i) = min
µ∈Π

Jµ(i).

Since the set of policies is finite, the optimal value is al-
ways attainable by an optimal policy. That is, there ex-
ists µ∗ ∈ Π such that Jµ

∗
= J∗. A Makov decision prob-

lem often is concerned with finding the optimal value J∗

and an optimal policy µ∗ (which may not be unique).

We will primarily be focusing on the so-called stochas-
tic shortest path problem in this paper, i.e. the Markov
decision problem above with α = 1. To make the cost-
to-go value well-defined, we assume that there exists a
terminal state, denoted by 0, and modify the transi-
tion probability function to satisfy

∑n
j=1 Pij(a) ≤ 1 and

Pi0(a) = 1−
∑n
j=1 Pij(a) for all i ∈ S and a ∈ A. In ad-

dition, the terminal state is assumed to be a trap state
in the sense that P00(a) = 1 and P0j(a) = 0 for all a ∈ A
and j ∈ S. We also assume g(0, a) = 0 for all a ∈ A such
that Jµ(0) = 0 for all µ ∈ Π. Hence we do not need to
discuss the value at state 0.

2.2 Dynamic programming operators

We define two dynamic programming operators Tµ :
Rn → Rn and T : Rn → Rn as follows. Given J ∈ Rn
and µ ∈ Π, let

TµJ(i) = g(i, µ(i)) + α

n∑
j=1

Pij(µ(i))J(j), (1)

and

TJ(i) = min
a∈A

g(i, a) + α

n∑
j=1

Pij(a)J(j)

 . (2)

For convenience, we can write (1) in a vector format as

TµJ = gµ + αPµJ,

where gµ = [g(1, µ(1)) g(2, µ(2)) · · · g(n, µ(n))]T ∈ Rn
and Pµ = (Pij(µ(i))) ∈ Rn×n. It follows that, for each
J ∈ Rn, there exists µ ∈ Π such that

TJ = TµJ.

Such a policy is called a greedy policy corresponding to
J .

2.3 Optimistic policy iteration with Monte Carlo policy
evaluation

Following [12], we can write the main procedure of op-
timistic policy iteration using Monte Carlo simulations
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for policy evaluation as

Jt+1 = (1− γt)Jt + γt(J
µt + wt), (3)

where Jt is the current value vector, γt is a scalar stepsize
parameter (time-varying but deterministic), and Jµt is
the expected cost value of the current policy µt. Given
the current value Jt, a greedy policy µt is chosen accord-
ing to

TµtJt = TJt. (4)

The noise wt captures the discrepancy between the ex-
pected cost Jµt and observed cumulative cost Jµt +wt.
Let Ft be the natural filtration generated by the process
(3). Since the observed cumulative cost gives an unbi-
ased estimate Jµt , we have E[wt|Ft] = 0. Furthermore,
the variance of wt (conditioned on Ft) is only a function
of the initial state and the current policy µt. Because
the numbers of states and polices are finite, we also have
E[‖wt‖2 |Ft] ≤ C, for some constant C.

2.4 Preliminaries

We present some technical preliminaries for convergence
analysis. We focus on the shortest path problem (i.e.
α = 1). A policy µ ∈ Π is said to be proper if the
terminal state 0 is reached with probability 1 from any
initial state.

Assumption 1 All policies in Π are proper.

Assumption 2 The stepsize parameter satisfies∑∞
t=0 γt =∞ and

∑∞
t=0 γ

2
t <∞.

Based on Assumption 1, a well-known result is that the
dynamic programming operators T and Tµ are contrac-
tive with respect to a weighted maximum norm.

Lemma 3 [4, Proposition 2.2, p. 23] If Assumption 1
holds, then there exists some β ∈ [0, 1) and a vector
θ ∈ Rn of positive components such that

n∑
j=1

Pij(a)θ(j) ≤ βθ(i), ∀i ∈ S, ∀a ∈ A.

In particular, this statement implies that

‖TµJ1 − TµJ2‖θ ≤ β ‖J1 − J2‖θ , ∀µ ∈ Π,∀J1, J2 ∈ Rn,

and

‖TJ1 − TJ2‖θ ≤ β ‖J1 − J2‖θ , ∀J1, J2 ∈ Rn,

where the weighted maximum norm ‖·‖θ is defined by

‖J‖θ = max1≤i≤n
|J(i)|
θ(i) .

Let θ ∈ Rn be a vector of positive components. Define
Θ = diag {θ(1), θ(2), · · · , θ(n)}. Let 1 ∈ Rn be the col-
umn vector with all components equal to 1. The above
lemma shows that, in matrix form,

PµΘ1 ≤ βΘ1, ∀µ ∈ Π, (5)

where the inequality is interpreted component-wise 2 .
We refer to this as a weighted contractive property for
Pµ.

We also recall the following property on the dynami-
cal programming parameters T and Tµ for a stochastic
shortest path problem.

Lemma 4 [4, Lemma 2.2, p. 21] For every scalar c ≥ 0,
J ∈ Rn, and µ ∈ Π, we have

T (J + c1) ≤ TJ + c1, Tµ(J + c1) ≤ TµJ + c1, (6)

where c is any nonnegative scalar. If c is negative, then
the inequalities are reversed.

We can also prove a slight modification of the above
lemma using (5).

Lemma 5 Suppose that Assumption 1 holds. For every
scalar c ≥ 0, J ∈ Rn, and µ ∈ Π, we have

T (J+cΘ1) ≤ TJ+βcΘ1, Tµ(J+cΘ1) ≤ TµJ+βcΘ1,

where c is any nonnegative scalar. If c is negative, then
the inequalities are reversed.

Proof Let µ be a greedy policy corresponding to J , i.e.,
TµJ = TJ . By (5), we have

T (J + cΘ1) ≤ Tµ(J + cΘ1) = gµ + Pµ(J + cΘ1)

= gµ + PµJ + PµcΘ1 = TµJ + PµcΘ1

≤ TµJ + βcΘ1 = TJ + βcΘ1.

The above also shows Tµ(J + cΘ1) ≤ TµJ + βcΘ1 for
any µ ∈ Π.

By the contraction mapping theorem, Lemma 3 implies
the following convergence result.

Lemma 6 [6,4] If Assumption 1 holds, we have, for ev-
ery J ∈ Rn and µ ∈ Π,

lim
t→∞

T tJ = J∗, lim
t→∞

T tµJ = Jµ,

where J∗ and Jµ are the unique fixed points of T and Tµ,
respectively.

2 In the sequel, all vector inequalities are interpreted
component-wise.
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The next lemma is a modified version of Lemma 2 in
[12]. Let θ ∈ Rn and Θ = diag{θ(1), θ(2), · · · , θ(n)} be
defined above. For the sequence {Jt}∞t=0 ⊂ Rn, define

ct = TJt − Jt, λt = max(ct, 0), t ≥ 0,

where max is taken component-wise. Then clearly λt is
a nonnegative vector and ct ≤ λt.

Lemma 7 Suppose that Assumption 1 holds. For every
t ≥ 0, we have

(1) T kµtJt ≤ Jt +
‖Θ−1λt‖∞Θ1

1−β , for all k ≥ 1,

(2) Jµt ≤ Jt +
‖Θ−1λt‖∞Θ1

1−β ,

(3) Jµt ≤ TJt +
β‖Θ−1λt‖∞Θ1

1−β .

Proof Note that
∥∥Θ−1λt

∥∥
∞ is the weighted maximum

norm of λt with respect to the vector θ. From (4), we have
TµtJt = TJt. It follows that TµtJt = Jt + ct. Applying
Tµt to both sides of this equation gives

T 2
µtJt = Tµt(Jt + ct) = gµt + Pµt(Jt + ct)

= TµtJt + Pµtct = Jt + ct + Pµtct.

By induction, we obtain

T kµtJt = Jt + (I + Pµt + P 2
µt + · · ·+ P k−1

µt )ct. (7)

We have, for m ≥ 1,

Pmµt ct = PmµtΘΘ−1ct ≤ PmµtΘΘ−1λt ≤ PmµtΘ
∥∥Θ−1λt

∥∥
∞ 1

=
∥∥Θ−1λt

∥∥
∞ Pm−1

µt PµtΘ1 ≤
∥∥Θ−1λt

∥∥
∞ Pm−1

µt βΘ1

= β
∥∥Θ−1λt

∥∥
∞ Pm−1

µt Θ1

≤ βm
∥∥Θ−1λt

∥∥
∞Θ1, (8)

where the first two inequalities follow from the fact that
elements of Pm−1

µt PµtΘ and Pm−1
µt PµtΘΘ−1 are nonneg-

ative and we can bound components of ct with λt and
Θ−1λt with

∥∥Θ−1λt
∥∥
∞ 1, the third inequality follows

from (5), the last inequality follows from an inductive ar-
gument, and the equations follow from straightforward
rearrangements. Part of the above inequality also shows
that, for m = 0, ct ≤

∥∥Θ−1λt
∥∥
∞Θ1. Hence by (7) we

obtain

T kµtJt ≤ Jt + (1 + β + β2 + · · ·+ βk−1)
∥∥Θ−1λt

∥∥
∞Θ1

≤ Jt +

∥∥Θ−1λt
∥∥
∞Θ1

1− β
, (9)

where in the first inequality we used (8) and the fact
that ct ≤ λt

∥∥Θ−1λt
∥∥
∞Θ1. We proved item (1). Since

limk→∞ T kµtJt = Jµt , we proved item (2) by letting k →

∞. Finally, applying Tµt to both sides of the inequality
in item (1) and using the fact Jµt = TµtJ

µt , we obtain

Jµt = TµtJ
µt ≤ Tµt(Jt +

∥∥Θ−1λt
∥∥
∞Θ1

1− β
).

By Lemma 5 and the fact that TµtJt = TJt , we ob-
tained item (3).

3 Convergence analysis for the stochastic short-
est path problem with proper policies

The convergence analysis starts with an asymptotic es-
timate for ct = TJt−Jt and λt = max(ct, 0). All conver-
gence and asymptotic estimates for random variables in
this section are understood in the sense of probability 1.

Lemma 8 [12] Under Assumption 2, we have

lim sup
t→∞

ct ≤ 0 and lim
t→∞

λt = 0.

Proof The proof for lim sup
t→∞

ct ≤ 0 was established in

[12] for the case α < 1. The same argument holds for
α = 1. Here is an outline of the proof. Since TµtJ =
gµt + PµtJ for any J ∈ Rn, we can verify that

TJt+1 ≤ TµtJt+1 = Tµt((1− γt)Jt + γtJ
µt + γtwt)

= Jt+1 + (1− γt)(TJt − Jt) + γtvt,

where we need to use the fact that TJt = TµtJt and vt =
Pµtwt−wt. By the property onwt, we have E[vt | Ft] = 0

and E[‖vt‖2 | Ft] ≤ C ′ for some constant C ′. Hence, ct
satisfies

ct+1 ≤ (1− γt)ct + γtvt.

Consider another iteration

Vt+1 = (1− γt)Vt + γtvt.

If V0 = c0, then a comparison argument shows that
ct ≤ Vt for all t ≥ 0. By a standard supermartingale con-
vergence argument on stochastic iterations [4, Chapter 4,
p. 143] (see also Proposition 23 and Lemma 24 in the Ap-
pendix), one can show that Vt converges to 0 in probabil-
ity 1. Hence, lim supt→∞ ct ≤ 0. Since λt = max(ct, 0),
it follows that limt→∞ λt = 0.

In particular, the above lemma shows that, for any ε > 0,
there exists t(ε) such that

β
∥∥Θ−1λt

∥∥
∞Θ1

1− β
≤ εΘ1, ∀t ≥ t(ε).
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Putting this into Lemma 7(3) shows that

Jµt ≤ TJt + εΘ1, ∀t ≥ t(ε).

By (3), we obtain

Jt+1 = (1− γt)Jt + γt(J
µt + wt)

≤ (1− γt)Jt + γtTJt + γtεΘ1 + γtwt, ∀t ≥ t(ε).

Define a mapping Hε : Rn → Rn as HεJ = TJ + εΘ1
and consider the sequence {Zt} generated by

Zt+1 = (1− γt)Zt + γtTZt + γtεΘ1 + γtwt
= (1− γt)Zt + γt(HεZt + wt), t ≥ t(ε),

and Zt(ε) = Jt(ε). Then, by comparison,

Jt ≤ Zt, ∀t ≥ t(ε). (10)

Since T is a contraction under the weighted maximum
norm ‖·‖θ, so is Hε. By Proposition 4.4 in [4] (see also
Proposition 23 in the Appendix), we know that Zt con-
verges to the unique fixed point of Hε, denoted by Z∗ε .

The following lemma estimates the fixed point of Hε

relative to J∗.

Lemma 9 Under Assumption 1, we have

J∗ − ε

1− β
Θ1 ≤ Z∗ε ≤ J∗ +

ε

1− β
Θ1.

Proof By Lemma 5 and TJ∗ = J∗, we have

Hε(J
∗ +

ε

1− β
Θ1) = T (J∗ +

ε

1− β
Θ1) + εΘ1

≤ TJ∗ +
εβ

1− β
Θ1 + εΘ1

= J∗ +
ε

1− β
Θ1.

It follows that

Z∗ε = lim
k→∞

Hk
ε (J∗ +

ε

1− β
Θ1) ≤ J∗ +

ε

1− β
Θ1,

where we used monotonicity of Hε (implied by that of
T ). Similary, by Lemma 5, we can show that

Hε(J
∗ − ε

1− β
Θ1) ≥ J∗ − ε

1− β
Θ1

and Z∗ε ≥ J∗ − ε
1−βΘ1.

We now state and prove the main result of the paper.

Theorem 10 Under Assumptions 1 an 2, the sequence
Jt generated by the optimistic policy iteration (3) and (4),
applied to a stochastic shortest path problem, converges
to J∗, with probability 1.

Proof Given any ε > 0, by the argument preceding
(10), there exists t(ε) such that Jt ≤ Zt for all t ≥ t(ε).
Since lim

t→∞
Zt = Z∗ε , it follows that lim sup

t→∞
Jt ≤ Z∗ε . By

Lemma 9, we have lim sup
t→∞

Jt ≤ J∗+
ε

1− β
Θ1. Since the

choice of ε > 0 is arbitrary, we obtain lim sup
t→∞

Jt ≤ J∗.

By the definition of Jµt and J∗, we have Jµt ≥ J∗.
Hence, (3) implies

Jt+1 ≥ (1− γt)Jt + γtJ
∗ + γtwt.

Consider the iteration

Yt+1 = (1− γt)Yt + γtJ
∗ + γtwt

with Y0 = J0. Then the sequence {Yt} converges to
J∗ (see Proposition 4.4 in [4] or Proposition 23 in the
Appendix). By comparison, lim inf

t→∞
Jt ≥ J∗. Hence,

lim
t→∞

Jt = J∗.

4 Relaxing the proper policy assumption

Assumption 1 requires that all policies are proper. In this
section, we discuss how to relax this assumption. For the
stochastic shortest path problem, the following relaxed
assumption was proposed in [3] (see also [4, Chapter 2]).

Assumption 11 There exists at least one proper policy,
and every improper policy yields an infinite cost for at
least one initial state, i.e., for every improper µ ∈ Π,

Jµ(i) = lim
k→∞

[

k−1∑
t=0

Pµgµ]i =∞ for some i ∈ S.

Lemma 12 [3] If Assumption 11 holds, we have, for
every J ∈ Rn and proper µ ∈ Π,

lim
t→∞

T tJ = J∗, lim
t→∞

T tµJ = Jµ,

where J∗ and Jµ are the unique fixed points of T and Tµ,
respectively.

There is a problem, however, to analyze the convergence
of the optimistic policy iteration (3) and (4) under As-
sumption 11. Unlike in the standard policy iteration, we
cannot guarantee the greedy policy generated by the op-
timistic iteration is always proper. Hence the value it-
eration (3) will possibly attain infinity and become in-
valid. To overcome this issue, a natural way would be

5



to let the process terminates with a small probability at
each stage. This is equivalent to modifying the Markov
decision process M , by adding a transition with a small
probability to the terminal state under each action, so
that it satisfies Assumption 1.

A natural question to ask is whether the optimal value
of the modified problem stays close to that of the origi-
nal problem and whether an optimal policy obtained for
the modified problem remains an optimal policy for the
original problem.

Formally, we define a modified MDP M̂ = (S,A, P̂ ) from

the original MDPM = (S,A, P ) as follows. Let P̂i0(a) =

Pi0(a) + pε
∑n
j=1 Pij(a) and P̂ij(a) = (1− pε)Pij(a) for

all i, j ∈ S and a ∈ A, where pε ∈ (0, 1) is a small

probability to be chosen. Then P̂µ = (1 − pε)Pµ for all

µ ∈ Π and M̂ satisfies Assumption 1. Let Ĵ∗ denote the
optimal value for M̂ and µ̂∗ a corresponding optimal
policy.

Proposition 13 Suppose that M satisfies Assumption
11. For every ε > 0, there exists some δ > 0 such that, if

pε ∈ (0, δ), then
∥∥∥Ĵ∗ − J∗∥∥∥ ≤ ε. Furthermore, if δ > 0

is sufficiently small, then pε ∈ (0, δ) implies that µ̂∗ is
also an optimal policy for M .

Proof The proof consists of two main parts. First we
show that, by Assumption 11, any improper policy for
M necessarily has large cost-to-go value for at least one
component and hence cannot be optimal for M̂ (even if
it becomes proper with the modification), provided that
pε is chosen sufficiently small. We then show that the
value of a proper policy in M̂ remains close to its value in
M , provided that pε is sufficiently small. As a result, the
optimal value remains close and optimal policy remains
the same for pε chosen sufficiently small.

Let µ be an improper policy for M . Consider the Jordan
normal form of Pµ:

Q−1PµQ =

[
Ip 0

0 C

]
,

where Q is a nonsingular matrix and C has spectral
radius ρ(C) < 1. We obtain Ip because the eigenvalue
1 of Pµ is semisimple [7, p. 696]. The dimension of Ip
cannot be zero because otherwise µ would be a proper
policy. It follows that

Q−1
k−1∑
t=0

P tµQ =

[
kIp 0

0
∑k−1
t=0 C

t

]
, (11)

where
∑∞
t=0 C

t = (I −C)−1. Since P̂µ = (1− pε)Pµ, we

have

Q−1
k−1∑
t=0

P̂ tµQ =

[
1−(1−pε)k

pε
Ip 0

0
∑k−1
t=0 (1− pε)tCt

]
,

where
∑∞
t=0(1− pε)tCt = (I − (1− pε)C)−1.

By Assumption 11, lim
k→∞

[ k−1∑
t=0

P tµgµ
]
i

=∞ for some i ∈

S. This is equivalent to

lim
k→∞

[
Q

[
kIp 0

0
∑k−1
t=0 C

t

]
Q−1gµ

]
i

=∞,

which is again equivalent to

lim
k→∞

[
Q

[
kIp 0

0 0

]
Q−1gµ

]
i

=∞

in view of
∑∞
t=0 C

t < ∞. Since 1−(1−pε)k
pε

→ k, as

pε → 0, and
∑∞
t=0(1 − pε)tCt = (I − (1 − pε)C)−1 is

continuous w.r.t. pε and hence bounded for pε ∈ [0, 1],
it is straightforward to verify that, for any c > 0, there
exists δ > 0, such that

lim
k→∞

[ k−1∑
t=0

P̂ tµgµ
]
i

= lim
k→∞

[
Q

[
1−(1−pε)k

pε
Ip 0

0
∑k−1
t=0 (1− pε)tCt

]
Q−1gµ

]
i

> c, ∀pε ∈ (0, δ]. (12)

Now consider a proper policy µ for M and let Π0 denote
the set of all proper policies for M . Clearly µ remains a
proper policy for M̂ . The cost vector for µ in M̂ is the
unique solution to

Ĵµ = T̂µĴ
µ.

Note that T̂µ changes continuous with respect to pε and

T̂µ = Tµ when pε = 0. Since Tµ has a unique solution Jµ,

it follows that Ĵµ also changes continuously with respect
to pε. Hence for any ρ > 0, there exists δ > 0 such that∥∥∥Ĵµ − Jµ∥∥∥ < ρ, ∀pε ∈ (0, δ], ∀µ ∈ Π0, (13)

because the number of policies is finite. Let J∗ be the
optimal value of M and define

d = min
µ∈Π0
Jµ 6=J∗

‖Jµ − J∗‖ .
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Choose any ρ < d
2 and δ accordingly such that (13)

holds. Choose c = maxµ∈Π0 J
µ + ρ and reduce δ ac-

cordingly such that (12) holds. In view of (13) and the
definition of c, any improper policy (w.r.t. M) cannot

be optimal for M̂ for all pε ∈ (0, δ]. Furthermore, sup-

pose that Ĵ∗ is the optimal value and µ̂∗ is an optimal
policy for M̂ . Then µ̂∗ is proper w.r.t. M . We claim
that J µ̂

∗
= J∗ and hence µ̂∗ is an optimal policy for

M . Suppose this is not the case. Then J µ̂
∗ − J∗ ≥ d.

Since
∥∥∥Ĵ µ̂∗ − J µ̂∗∥∥∥ < d

2 , it follows that Ĵ µ̂
∗
> J∗ + d

2 .

Let µ∗ be a proper optimal policy for M . Then (13)

implies that Ĵµ
∗
< Jµ

∗
+ d

2 = J∗+ d
2 . Hence Ĵµ

∗
< Ĵ µ̂

∗

and µ̂∗ cannot be an optimal policy for M̂ , which is a
contradiction. Thus µ̂∗ is also an optimal policy for M .
The proof is complete.

5 The case with nonuniform initial exploration

The version of optimistic policy iteration described by
(3) and (4) is synchronous in the sense that n trajecto-
ries are simultaneously observed at each iteration, one
for each initial state. It is pointed out in [12] that the sce-
nario of picking one single state (randomly, uniformly,
and independently) at each iteration to generate a tra-
jectory from and update the cost-to-go value at this state
can be captured by the following iteration:

Jt+1(i) =


(1− γt)Jt(i) + γt(J

µt(i) + wt(i)),

with probability
1

n
,

J(i), otherwise.

(14)

Furthermore, this algorithm can be equivalently de-
scribed in the form

Jt+1 = (1− γt
n

)Jt +
γt
n

(Jµt + vt), (15)

where

vt(i) = wt(i) + (nχt(i)− 1)(−Jt(i) + Jµt(i) + wt(i)),

where eachχt(i) is a random variable satisfyingχt(i) = 1
if state i is selected and χt(i) = 0 otherwise. Then, it can

be shown that vt satisfiesE[vt|Ft] = 0 andE[‖vt‖2 |Ft] ≤
A+B ‖Jt‖2 , for some constantsA andB, where we used
the fact that Jµt is bounded, because there are only a
finite number of policies. To use an argument similar to
that in the proof of Theorem 10, one needs to show that
E[‖vt‖2 |Ft] is bounded.

Proposition 14 Under Assumptions 1 and 2, the se-
quence Jt in (15) is bounded.

Proof There exists some D > 0 such that ‖Jµt‖ ≤ D
for all t ≥ 0. Boundedness of Jt follows from Proposition
4.7 in [4] (see also Proposition 23 in the Appendix).

Hence,E[‖vt‖2 |Ft] is bounded, this time by a sequence of
random variables At that are Ft-adapted and bounded.
By a similar argument to the proof of Theorem 10, one
can show that the values Jt generated by (15) converge
to J∗ under the same assumptions.

A natural question is whether we can extend (15) to the
case where the states are chosen according to a nonuni-
form distribution such that each state has a non-zero
probability of being selected. This would lead to the fol-
lowing update rule for Jt:

Jt+1 = (1− Γt)Jt + Γt(J
µt + vt), (16)

where Γt = γtdiag {p(1), p(2), · · · , p(n)} and each p(i)
is the probability of state i being selected. It is conjec-
tured in [12] that this may not converge (at least with
the proof method therein). We also believe this is the
case, although a concrete counterexample is yet to be
constructed (see Section 6 for a numerical example).

Here we provide a slightly different perspective. We ar-
gue that, in the case where the states are selected non-
uniformly for updating, the stepsize should be different
for each state. In fact, for the classical version of MCES
[11, p. 99, Chapter 5], we have the stepsize given by

γi(t) =
1

ni(t)
, (17)

where ni(t) is the number of times that state i is selected
up to iteration t, so that Jt(i) is equal to the average
of the simulated cumulative costs for state i up to iter-
ation t. This choice of stepsize is non-deterministic, but
easy to implement. Alternatively, if we know a priori the
probability of selecting each state for updating, we can
design a time-varying but deterministic stepsize as

γt(i) =
γ̂t
p(i)

, (18)

where γ̂t is any stepsize satisfying Assumption 2. We
prove that both (17) and (18) lead to convergence of the
following iteration

Jt+1(i) =


(1− γt(i))Jt(i) + γt(i)(J

µt(i) + wt(i)),

with probability p(i),

J(i), otherwise,
(19)

where p(i) > 0 is the probability that state i is being
selected at each iteration.

Proposition 15 Under Assumptions 1 and 2, both
choices of stepsizes (17) and (18) lead to convergence of
Jt in (19) to J∗ in probability 1.
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Proof We first consider the case (18). We can equiva-
lently write the update rule as

Jt+1 = (1− γ̂t)Jt + γ̂t(J
µt + v̂t), (20)

where γ̂t is any stepsize satisfying Assumption 2 and

v̂t(i) = wt(i) + (
χt(i)

p(i)
− 1)(−Jt(i) + Jµt(i) + wt(i)),

where eachχt(i) is a random variable satisfyingχt(i) = 1
if state i is selected and χt(i) = 0 otherwise. One can
easily verify that E[v̂t|Ft] = 0 and

E[‖v̂t‖2 |Ft] ≤ Â+ B̂ ‖Jt‖2 ,

where Â and B̂ are constants. Similar to Proposition 14,
Jt generated by (20) is bounded. The same argument as
in the proof of Theorem 10 can be used to show that Jt
converges to J∗.

Now consider (17). We can write the update rule as

Jt+1 = (1− γ̂t)Jt + γ̂t(J
µt + v̂t + ût), (21)

where γ̂t = 1
t+1 ,

v̂t(i) = wt(i) +

(
χt(i)

p(i)
− 1

)
(−Jt(i) + Jµt(i))

+

(
(t+ 1)χt(i)

ni(t)
− 1

)
wt(i),

and

ût(i) =

(
t+ 1

nt(i)
− 1

p(i)

)
χt(i)(−Jt(i) + Jµt(i)).

By the strong law of large numbers, ni(t)
t+1 → p(i) in

probability 1 as t → ∞. It is easy to see that there ex-
ists bounded and Ft-adapted sequences At and Bt such
that E[v̂t|Ft] = 0 and E[‖v̂t‖2 |Ft] ≤ At + Bt ‖Jt‖2 .
Moreover, there exists an Ft-adapted random sequence
θt such that θt → 0 in probability 1, as t → ∞ and
‖ût‖ ≤ θt(‖Jt‖+1).We can then use the same argument
as in the proof of Theorem 10 to show Jt converges to
J∗ in probability 1, in which we need to use Proposition
4.5 in [4] (see also Proposition 23 in the Appendix).

Remark 16 All the convergence results obtained for the
undiscounted case in this paper can be extended to the
case of temporal difference TD(λ) and model-free case
(Q-learning) without much difficulty. Such results are left
out due to the space limit. Interested readers should be
able to refer to Sections 4 and 5 in [12] and combine the
argument there with those in Sections 3–5 of this paper.

6 An illustrative example

We use a simple example (adapted from [4, Example
5.11]) to illustrate the convergence behaviours of differ-
ent variants of MCES.

Example 17 We consider a discounted problem (i.e.
α < 1) with two states and deterministic transitions show
in Figure 1. Note that a discounted problem can be turned
into an equivalent shortest path problem [2] by adding a
terminal state and modifying the transition probability
such that each transition has 1 − α probability reaching
the terminal state.

The states consist of S = {1, 2} and the actions A =
{l, r}. The transitions from each state under each action
can be seen from Figure 1. We define the stage cost g
as g(1, r) = g(2, l) = 0 and g(1, l) = g(2, r) = 1. Intu-
itively, for each of the two states, the cost to move is 0
and the cost to stay is 1. This example was used in [4] to
show possible divergence of iteration (16) when we do not
restrict the frequency of selecting each of the two states
for value updates.

There are in total four different policies µl, µr, µg, and
µw, defined as follows: µl(1) = µl(2) = l, µr(1) =
µr(2) = r, µg(1) = r, µg(2) = l, and µw(1) = l, µw(2) =
r. The intuitive meaning of µl is to always move to the
node on the left, while µr is to always move to the right.
The optimal policy µg moves from each node to the oppo-
site node, and the “worst” policy µw always stays at the
current node. It is straightforward to compute the cost-
to-go value for each policy as follows:

Jµw =

[
1

1−α
1

1−α

]
, Jµg =

[
0

0

]
, Jµl =

[
1

1−α
α

1−α

]
, Jµr =

[
α

1−α
1

1−α

]
.

Furthermore, it can be verified that µl is a greedy policy
for a value vector J , if J(1) ≤ J(2) − 1

α , and µr is a

greedy policy for a value vector J , if J(2) ≤ J(1) − 1
α .

The optimal policy µg is a greedy policy for a value vector
J , if |J(2)− J(1)| ≤ 1

α . This is also depicted in Figure

2(d), where the two black dashed lines (J(2) = J(1)± 1
α)

separate the domains of the different greedy policies. Note
that the optimal policy µg in this example does not satisfy
the optimal policy feed-forward environment assumption
in [13], because both states are revisited under the optimal
policy.

1 2

l
r

l

r

Fig. 1. A two-state deterministic system.
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Fig. 2. Optimistic policy iteration on Example 17 under
different choices of stepsize: (a) Iteration (19 with stepsize
choice (18) with γ̂t = 1

t+1
. (b) Iteration (19 with stepsize

choice (17). (c)-(d) Iteration (16 with stepsize choice (18)
with γt = 1

t+1
. The black dashed lines in (d) indicate sep-

arated domains of the three greedy policies µl, µg, and µr

from top left to bottom right.

We simulate the optimistic policy iteration (19) with
different probabilities p(1) = p and p(2) = 1−p. Figures
2(a) and 2(b) show convergence of (19) using stepsize
choices (18) and (17), respectively. Results for iteration
(16) are shown in Figure 2(c) and 2(d). Convergence is
observed for (16) only when p = 0.5 (i.e., in the case of
uniform selection).

7 Conclusions

We investigated the convergence of optimistic policy it-
eration, also known as Monte Carlo Exploring Starts
(MCES), for the stochastic shortest path problem. These
results complement known partial results on this topic
and thereby help settle this long-standing open question.

There are at least two possible extensions of this work.
First, the results in this paper assume that only the ini-
tial state of a simulated trajectory is picked for value
updates. It would be interesting to prove convergence
for the first-visit and every-visit versions of MCES [11],
in which the first and every state visited on the trajec-
tory, respectively, will be selected for value updating.
Second, as pointed out in [12], it would be interesting,
and perhaps very challenging, to generalize the results
to situations where function approximations are used to
represent values.
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A Martingale Convergence Theorem

The following version of supermartingale convergence
theorem stated in [4], without a proof, is widely used
in convergence analysis of stochastic approximation. For
completeness, we provide a self-contained proof.

Theorem 18 [4, Proposition 4.2] Let {Xt}, {Yt}, and
{Zt} be three sequences of random variables that are
adapted to a filtration {Ft}. Suppose that the following
conditions hold:

(1) Xt, Yt, and Zt are nonnegative for all t ≥ 0.
(2) E[Yt+1 | Ft] ≤ Yt −Xt + Zt.
(3)

∑∞
t=0 Zt <∞ holds in probability 1.

Then
∑∞
t=0Xt < ∞ holds in probability 1 and Yt con-

verges in probability 1 to a nonnegative random variable
Y∞.

9



The book [4] cited [1] and [8] for this result. However, the
references [1,8] do not seem to contain an exact state-
ment of this result, nor a proof. Here we provide a proof
of this result for completeness, based on a standard ver-
sion of the supermartingale convergence theorem below.

Theorem 19 Let {Yt} be a supermartingale bounded in
L1, i.e. supt≥0 E [|Yt|] < ∞. Then Yt converges in prob-

ability 1 to a random variable Y∞ and Y∞ ∈ L1.

A proof of this result can be found, e.g., in [14, p. 109].
A variant of Theorem 19 can be proved immediately.

Corollary 20 Let {Yt} be a supermartingale. If
supt≥0 E

[
Y −t
]
< ∞, where Y −t is the negative part of

Yt defined by Yt = max(0,−Yt). Then Yt converges in
probability 1 to a random variable Y∞ ∈ L1.

Proof Write |Yt| = Yt + 2Y −t . Since {Yt} is a su-
permartingale, E [Yt] ≤ E [Y0] for all t ≥ 0. Hence,
supt≥0 E

[
Y −t
]
< ∞ implies supt≥0 E [|Yt|] < ∞. The

conclusion follows from Theorem 19.

Clearly, if {Yt} is a nonnegative supermartingale, then
Y −t ≡ 0 and Yt converges in probability 1 according to
Corollary 20.

To prove Theorem 18 based on Theorem 19, we also
need the following lemma, which says that a stopped
supermartingale is still a supermartingale.

Lemma 21 Let {Yt} be a supermartingale and T be a
stopping time. Then the stopped process XT := XT∧t,
t = 0, 1, 2, · · · , is still a supermartingale.

A statement and proof of this result can be found, e.g.,
in [14, p. 99] or [8, p. 32].

Proof of Theorem 18

For each t, define

Wt = Yt +

t−1∑
s=0

Xs −
t−1∑
s=0

Zs.

It is straightforward to verify by condition (2) of Theo-

rem 18 that

E [Wt+1 | Ft] = E

[
Yt+1 +

t∑
s=0

Xs −
t∑

s=0

Zs | Ft

]

= E [Yt+1 | Ft] +

t∑
s=0

Xs −
t∑

s=0

Zs

≤ Yt −Xt + Zt +

t∑
s=0

Xs −
t∑

s=0

Zs

= Yt +

t−1∑
s=0

Xs −
t−1∑
s=0

Zs = Wt.

Hence, {Wt} is a supermartingale. For each k ≥ 0, define
a stopping time Tk by

Tk = inf

{
t ≥ 0 :

t∑
s=0

Zs ≥ k

}
.

Then the stopped process WTk∧t, t = 0, 1, 2, · · · , accord-
ing to Lemma 21, is also a supermartingale. Further-

more, by the definition of Tk, we have
∑Tk∧t−1
s=0 Zs ≤ k,

which implies WTk∧t ≥ −
∑Tk∧t−1
s=0 Zs ≥ −k. Hence

k + WTk∧t, t = 0, 1, 2, · · · , is nonnegative supermartin-
gale for each k ≥ 0. By Corollary 20, limt→∞(k+WTk∧t)
exists in probability 1 for each k ≥ 0.

Consider the event

ΩkW =
{
ω ∈ Ω : lim

t→∞
(k +WTk∧t) exists

}
.

Then P (ΩkW ) = 1 for all k ≥ 0. Let ΩW = ∩∞k=0ΩkW . By
continuity of probability, we have P (ΩW ) = 1. Consider
also the event

ΩZ =

{
ω ∈ Ω :

∞∑
t=0

Zt(ω) <∞

}
.

Then P (ΩZ) = 1. It follows that P (ΩZ ∩ ΩW ) = 1.

Consider any ω ∈ ΩZ ∩ ΩW . Since ω ∈ ΩZ , there exists
some k ≥ 0 such that

∑∞
t=0 Zt(ω) < k. Hence, for this

k, we have Tk(ω) =∞. Since ω ∈ ΩW , limt→∞Wt(ω) =
limt→∞(k+WTk(ω)∧t((ω))) exists. We have proved that
Wt converges in probability 1. By the definition of Wt

and the fact that
∑∞
t=0 Zt < ∞ in probability 1, Yt +∑t−1

s=0Xs converges in probability 1. Since Xt is nonneg-
ative, condition (2) of Theorem also holds with Xt ≡ 0.
Hence, repeating the argument above withXt ≡ 0 would
show that Yt converges in probability 1. This in turn im-
plies

∑∞
t=0Xt <∞ in probability 1. �
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B Stochastic Approximation

Based on the supermartingale convergence theorem, in
this section, we provide a more straightforward proof
of the convergence result on stochastic approximation
arguments we used in this paper.

Consider a sequence {Jt} generated using the update
rule

Jt+1(i) = (1− γt(i))Jt(i) + γt(HtJt(i) + wt(i) + ut(i)),
(B.1)

where γt, Ht, wt, and ut satisfy the following.

Assumption 22 We have

(1)
∑∞
t=0 γ(i) =∞ and

∑∞
t=0 γ

2(i) <∞ for all i.
(2) There exists a positive vector θ ∈ Rn, a vector

J∗ ∈ Rn, and sclars β ∈ [0, 1) and D ≥ 0 such that
‖HtJ − J∗‖θ ≤ β ‖J − J∗‖θ + D. We also assume
that HtJt is Ft-adapted.

(3) There exist constants A and B such that

E [wt(i) | Ft] = 0, E
[
w2
t (i) | Ft

]
≤ At +Bt ‖Jt‖2

for all i and t, where ‖·‖ is any norm and At and
Bt are Ft-adapted and bounded.

(4) There exists anFt-adapted random sequence θt such
that limt→∞ θt = 0 in probability 1 and |ut(i)| ≤
θt(‖Jt‖+ 1) for all i and t, where ‖·‖ is any norm.
We also assume that ut is Ft-adapted.

The following result is essentially Propositions 4.7 and
4.5 in [4] combined together. Here we provide a more
direct proof from the supermartingale convergence the-
orem.

Proposition 23 Let Jt be generated by (B.1). Suppose
that Assumption 22 holds. Then

(1) Jt is bounded in probability 1, and
(2) Jt converges to J∗ in probability 1 if D = 0.

Since the analysis with the weighted maximum norm
‖·‖θ is very similar to that of the maximum ‖·‖∞. In the
following proofs, we only consider the maximum norm
and denote it by ‖·‖.

Lemma 24 Consider

Vt+1(i) = (1− γt(i))Vt(i) + γt(i)wt(i), t ≥ t0 ≥ 0.

(1) If (3) of Assumption 22 holds with B = 0 (or Jt is
bounded), then Vt converges to 0 in probability 1.

(2) LetGt be a nondecreasingFt-adapted scalar random
sequence such that Gt ≥ µ ‖Jt‖ + ν for all t ≥ t0,
where µ and ν are positive constants. Then Vt

Gt
con-

verges to 0 in probability 1.

Proof We prove (2) first. The proof for (1) is a special
case. We have

V 2
t+1(i) = (1− γt(i))2V 2

t (i) + 2γt(i)(1− γt(i))Vt(i)wt(i)
+ γ2

t (i)w2
t (i).

Since Gt is a nondecreasing sequence, we obtain

V 2
t+1(i)

G2
t+1

≤
V 2
t+1(i)

G2
t

= (1− γt(i))2V
2
t (i)

G2
t

+ 2γt(i)(1− γt(i))
Vt(i)wt(i)

G2
t

+ γ2
t (i)

w2
t (i)

G2
t

.

Taking condition expectation from both sides and notic-
ing that E [wt(i) | Ft] = 0 and Vt and Gt are adapted to
Ft and independent of wt, we have

E
[
V 2
t+1(i)

G2
t+1

∣∣∣∣Ft] ≤ (1− γt(i))2V
2
t (i)

G2
t

+ γ2
t (i)

E
[
w2
t (i)

]
G2
t

≤ (1− γt(i))2V
2
t (i)

G2
t

+ γ2
t (i)

At +Bt ‖Jt‖2

G2
t

≤ (1− 2γt(i) + γ2
t (i))

V 2
t (i)

G2
t

+ γ2
t (i)Kt,

for some Ft-adapted and bounded Kt, where we used
(3) of Assumption 22 and the fact that Gt ≥ µ ‖Jt‖+ ν
for all t.

Since γt(i) → 0 as t → ∞, for t sufficiently large, we
have γ2

t (i) ≤ γt(i) and

E
[
V 2
t+1(i)

G2
t+1

∣∣∣∣Ft] ≤ V 2
t (i)

G2
t

− γt(i)
V 2
t (i)

G2
t

+ γ2
t (i)Kt.

Let Yt =
V 2
t (i)

G2
t

, Xt = γt(i)
V 2
t (i)

G2
t

, and Zt = γ2
t (i)Kt.

SinceKt is bounded, we have
∑∞
t γ2

t (i)Kt <∞ in prob-
ability 1. Then the conditions of Theorem 18 are satis-

fied for t sufficiently large. By Theorem 18, Yt =
V 2
t (i)

G2
t

converges in probability 1 and
∑∞
t=0 γt(i)

V 2
t (i)

G2
t

< ∞ in

probability 1, which in turn implies Yt =
V 2
t (i)

G2
t

converges

in probability 1 to 0, because otherwise we would have∑∞
t=0 γt(i)

V 2
t (i)

G2
t

= ∞ since
∑∞
t=0 γt(i) = ∞. To prove

(1), note that if B = 0 (or Jt is bounded), we can set
Gt = 1 and prove convergence of Vt in the same way.

The first part of the above lemma is Corollary 4.1 in [4],
for which we provide a more direct proof here. The sec-
ond part appears to be new.
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Lemma 25 Consider

Yt+1(i) = (1− γt(i))Yt(i) + γt(i)Gt, t ≥ t0,

where t0 ≥ 0 and Gt is a positive nondecreasing scalar

random sequence. Then lim supt→∞

∣∣∣Yt(i)Gt

∣∣∣ ≤ 1.

Proof We have∣∣∣∣Yt+1(i)

Gt+1

∣∣∣∣ ≤ |1− γt(i)| ∣∣∣∣Yt(i)Gt+1

∣∣∣∣+ γt(i)

≤ (1− γt(i))
∣∣∣∣Yt(i)Gt

∣∣∣∣+ γt(i),

for t sufficiently large such that γt(i) < 1. Consider the
iteration

Zt+1 = (1− γt(i))Zt + γt(i),

with Zt0 =
Yt0
Gt0

. It is easy to verify that Zt → 1, as

t → ∞ (this can in fact be seen as a special case of
Lemma 24 with Vt = Zt−1 andwt = 0). By comparison,
Yt
Gt
≤ Zt for all t ≥ t0. Hence, lim supt→∞

∣∣∣Yt(i)Gt

∣∣∣ ≤ 1.

Proof of Proposition 23

Note that all the estimates on random variables in this
proof are meant to hold in probability 1.

Fix an η ∈ (0, 1) such that β + 2η < 1. Since θt → 0, as
t → ∞, for any ε > 0, there exists t0 = t0(ε) such that
θt < ε for all t ≥ t0. Since γt(i)→ 0, we can also assume
t0 is picked sufficiently large such that γt(i) < 1.

By Assumption 22, we have

‖HtJt‖+ θt(‖Jt‖+ 1) ≤ β ‖Jt‖+D + ε(‖Jt‖+ 1)

≤ (β + ε) sup
0≤s≤t

‖Js‖+ (D + ε)

= Gt, ∀t ≥ t0, (B.2)

where Gt := (β + ε) sup0≤s≤t ‖Js‖ + (D + ε). Then Gt
satisfies the assumptions in Lemmas 24 and 25. Now
consider

Yt+1(i) = (1− γt(i))Yt(i) + γt(i)Gt, t ≥ t0,

and

Vt+1(i) = (1− γt(i))Vt(i) + γt(i)wt(i), t ≥ t0.

Set Yt0 = Jt0 and Vt0 = 0.

Claim: We have Yt − Vt ≤ Jt ≤ Yt + Vt for all t ≥ t0.

Proof of the claim: We prove it by induction. For t =
t0, we have Jt0 = Yt0 +Vt0 . Assume the inequality holds

for some t ≥ t0. By (B.2), we have

Jt+1(i) ≤ (1− γt(i))Jt(i) + γt(i)(HtJt(i) + wt(i) + ut(i))

≤ (1− γt(i))(Yt(i) + Vt(i)) + γt(i)Gt + γt(i)wt(i)

= Yt+1(i) + Vt+1(i).

The other half of the inequality similarly holds. �

By Lemma 24, we have Vt(i)
Gt
→ 0, as t→∞. By Lemma

25, lim supt→∞

∣∣∣Yt(i)Gt

∣∣∣ ≤ 1. For the same ε > 0, there

exists T ≥ t0 such that |Vt(i)| ≤ εGt and |Yt(i)| ≤
(1 + ε)Gt for all t ≥ T . Hence the above claim implies
that ‖Jt‖ ≤ (1 + 2ε)Gt for all t ≥ T . In view of the
definition Gt from (B.2), we obtain

‖Jt‖ ≤ (1 + 2ε)[(β + ε) sup
0≤s≤t

‖Js‖+ (D + ε)], (B.3)

for all t ≥ T . Fix ε ∈ (0, 1) sufficiently small such that
µ := (1 + 2ε)(β + ε) < 1. It follows that

sup
0≤s≤t

‖Js‖ ≤ µ sup
0≤s≤t

‖Js‖+ C, ∀t ≥ 0,

where C = max((1+2ε)(D+ε), sup0≤s≤T ‖Js‖). Hence,
we obtain an explicit bound for Jt as

‖Jt‖ ≤ sup
0≤s≤t

‖Js‖ ≤
C

1− µ
, ∀t ≥ 0. (B.4)

Note that C is a random variable. This proves item (1).

We now prove item (2). Let C0 = C
1−µ and T0 = T .

Then C0 is FT -measurable. For any ε0 ∈ (0, ε), define
Gt = (β + ε)C0 + ε for t ≥ T0. Then (B.2) holds with
this Gt. By repeating the argument preceding (B.3), we
can show that there exists some T1 ≥ T0 such that

‖Jt‖ ≤ (1 + 2ε0)[(β + ε0)C0 + ε0)], ∀t ≥ T1. (B.5)

We can pick ε0 sufficiently small such that

‖Jt‖ ≤ (β + η)C0, ∀t ≥ T1.

We can inductively show that there exists a sequence
{Tk} such that

‖Jt‖ ≤ (β + η)kC0, ∀t ≥ Tk.

Hence Jt → 0 as t→∞. This proves item (2). �.
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