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Probabilistic feasibility guarantees for solution sets to uncertain
variational inequalities
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Abstract

We develop a data-driven approach to the computation of a-posteriori feasibility certifi-
cates to the solution sets of variational inequalities affected by uncertainty. Specifically,
we focus on instances of variational inequalities with a deterministic mapping and an un-
certain feasibility set, and represent uncertainty by means of scenarios. Building upon
recent advances in the scenario approach literature, we quantify the robustness properties
of the entire set of solutions of a variational inequality, with feasibility set constructed
using the scenario approach, against a new unseen realization of the uncertainty. Our
results extend existing results that typically impose an assumption that the solution set is
a singleton and require certain non-degeneracy properties, and thereby offer probabilistic
feasibility guarantees to any feasible solution. We show that assessing the violation prob-
ability of an entire set of solutions, rather than of a singleton, requires enumeration of the
support constraints that “shape” this set. Additionally, we propose a general procedure to
enumerate the support constraints that does not require a closed form description of the
solution set, which is unlikely to be available. We show that robust game theory problems
can be modelling via uncertain variational inequalities, and illustrate our theoretical re-
sults through extensive numerical simulations on a case study involving an electric vehicle
charging coordination problem.

1. Introduction

As a general purpose tool embracing a rich class of decision-making problems, variational
inequalities (VIs) have been widely adopted in many scientific areas, from operation re-
search and mathematical programming to optimization and game theory [30, 24]. For-
mally, a VI is defined by means of a feasibility set X ⊆ Rn, and a mapping F : X → Rn.
We denote by VI(X , F ) the problem of finding some vector x? ∈ X such that

(y − x?)>F (x?) ≥ 0, for all y ∈ X . (1)

Finding a point x? satisfying (1) amounts to solving a generalized nonlinear complemen-
tarity problem, and therefore encompasses a broad variety of equilibrium problems that
appear in multiple engineering domains [27]. Prominent examples include network and
traffic problems [15, 19, 29], optimal control [39, 28, 20], economics and demand-side
management [53, 16, 40].

However, most of the analytical and algorithmic results in the literature on VIs are re-
stricted to deterministic problems. Hence all of the aforementioned applications inherently
neglect potential sources of uncertainty that strongly affect the data of the problem itself,
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i.e., the mapping F and the feasible set X . To move beyond the limited scope of determin-
istic methods, we focus on stochastic approaches to uncertain VIs. The existing literature
in this area is broadly split into two main directions for incorporating uncertainty into the
model in (1) [49]: an expectation-based and a worst-case formulation.

Specifically, given a random variable δ ∈ ∆, we refer to the expected-value formulation of
an uncertain VI, originally described in [35], as the problem of computing a deterministic
vector x? ∈ X such that

(y − x?)>E[F (x?, δ)] ≥ 0, for all y ∈ X , (2)

where, in this case, F : X×∆→ Rn. Unfortunately, there are only a few cases in which the
formulation in (2) is known to be computationally tractable, e.g., when δ takes values in
a discrete set. In most stochastic regimes, the computation of the expected value requires
multidimensional integration, which is a difficult task.

Moreover, for applications in which the decision arising from the solution to an uncertain
VI is required to be robust to parametric uncertainties, the formulation in (2) may be
inappropriate. In those cases a worst-case formulation may be more suitable, allowing one
to incorporate both uncertainty in the mapping F (·) and in the constraints X . Specifically,
the feasible set can be modelled as the (infinite) intersection of sets Xδ generated by every
possible realization of the random variable δ, namely ∩δ∈∆Xδ. Thus, a vector x? ∈ ∩δ∈∆Xδ
is considered a solution to the uncertain VI if

(y − x?)>F (x?, δ) ≥ 0, for all y ∈
⋂
δ∈∆

Xδ , δ ∈ ∆. (3)

However, such a worst-case formulation imposes two main challenges: i) the set ∆ may be
unknown and the only information available may come via data/scenarios for δ; ii) even if
∆ is known, it might be a continuous set (more generally, a set with infinite cardinality),
thereby giving rise to an infinite set of constraints in (3).

To address these challenges, we adopt the data-driven approach proposed in [10] to quan-
tify a-posteriori the feasibility of the entire set of solutions to the VI against previously
unseen realizations of the uncertainty. Specifically, in this paper we focus on a subclass of
uncertain VIs defined as in (3) – namely those instances characterized by a deterministic
mapping F (·) and an uncertain feasible set X . Using a set-oriented perspective, we re-
cast our problem to the form of the abstract decision-making problems considered in [10].
This enables us to inherit the probabilistic feasibility results established in [10, Th. 1], and
thereby characterize the robustness properties of the entire solution set to an uncertain VI.

Remarkably, the family of VIs we investigate is quite large, encompassing applications
across several domains:

• A wide class of Nash equilibrium problems (NEPs) and generalized Nash equilibrium
problems (GNEPs) can be characterized as VIs [24, 23] in several applications of prac-
tical interest. We show that the robust variant of NEPs/GNEPs falls directly into the
class of VIs investigated in this paper [1, 44, 22].

• As a static assignment problem, an optimal network flow in traffic networks can also be
computed via solution to an associated VI [45, Th. 3.14]. In this domain of application,
it is quite common to model the overall traffic demand as an uncertain variable [32,
50, 13, 17, 34], thus randomly constraining the traffic flow over admissible paths of the
network.
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• Finite horizon control problems are typically formalized as constrained optimization
problems, which can be modelled as VIs [24, §1.3.1]. Specifically, the optimal sequence
of control inputs is required to minimize some predefined cost function, while being
subject to operational and dynamic constraints, both of which may be affected by
uncertainty [47, 48, 52].

1.1. Literature review and main contributions

To the best of our knowledge, this work is the first to address the problem of evaluating
the robustness of the entire set of solutions to an uncertain VI in a distribution-free
fashion. Compared to existing results on data-driven approaches to assess the robustness
of solutions to general VIs (or to particular cases thereof), we consider a broad family
of uncertain VIs in (3) rather than just VI problems arising from the computation of
variational generalized Nash equilibria (v-GNE), a subset of generalized Nash equilibria
(GNE) in GNEPs [25, 26, 44, 22].

Specifically, a NEP is considered in [25, 26] where the uncertain parameter is encoded as a
common term in the agents’ cost function, while the constraint set of each player is deter-
ministic. In this context, [25, 26] provide an a-posteriori certificate on the probability that
a (non-unique) variational solution to the NEP remains unaltered upon a new realization
of the uncertainty. The present work is complementary to the one in [25, 26], as they
(indirectly) investigate VIs with an uncertain mapping and a deterministic feasible set.

Conversely, a NEP with uncertain, yet affine, local constraints is considered in [44]. By
assuming deterministic cost functions, a contribution of [44] is to provide robustness cer-
tificates for the constraint violation of any feasible point (thus including variational equi-
libria as special case) of the game considered. In contrast, we show in §3 that assessing
the robustness of an equilibrium at a point inside the feasible set may lead to an over-
conservative bound compared to the one derived in this paper, which is tailored for the
entire set of equilibria.

The approach proposed in [22], instead, paves the way to the set-oriented perspective
investigated in this paper. Specifically, [22] leverages the specific structure of the game in
question, i.e., a GNEP in aggregative form, to design probabilistic bounds on the feasibility
of the entire set of variational equilibria.

Finally, [42] has addressed robustness questions for uncertain VIs, providing a-posteriori
robustness certificates for the solution to uncertain (quasi-)VI in (3). However, the per-
spective and proof line is substantially different from the one adopted in this paper.
Specifically, in [42] it is postulated that the VI admits a unique solution, while certain
non-degeneracy assumptions are imposed. Uniqueness restricts the class of VIs that can
be captured by problems of the type (3), while non-degeneracy is in general hard to verify
even in optimization problems, and even moreso in VIs and games [9, 26]. By consider-
ing a specific instance of the family of uncertain VIs in (3), focusing on the entire set of
solutions allow us to bypass both assumptions.

To conclude, we summarize our main contributions as follows:

• We consider a broad family of uncertain VIs in (3) rather than just VI problems
arising in computing v-GNE, thus complementing the results in [44, 22];

• In the spirit of [22], by relying on the data-driven tools given in [10] we provide
a-posteriori robustness certificates for the entire set of solutions to an uncertain VIs;
Note that our set-oriented perspective is crucial for two reasons:
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1. We are able to bypass the uniqueness and non-degeneracy assumptions postu-
lated in [42];

2. Compared to [44], we show that our bounds are, in general, less conservative;

3. We offer guarantees for any feasible solution; hence we can support possibly
suboptimal solutions returned by a generic algorithm.

• Our robustness certificates depend strongly on the number of support subsamples
characterizing the set of solutions to the uncertain VI. We show that computing these
support subsamples requires only an enumeration of the constraints that “shape” the
solution set. An explicit representation of the unknown set of solutions is therefore
not needed. In the case of affine constraints, we design a procedure to compute these
samples that, in general, requires fewer iterations compared to the one in [42, 10].

Finally, we show that problems in robust game theory falls within the class of uncertain VIs
we consider. Our theoretical results are supported through extensive numerical simulations
on a GNEP modelling the charging coordination of a fleet of plug-in electric vehicles
(PEVs).

1.2. Paper organization

We formalize the data-driven problem addressed and state the main result of the paper, i.e.,
Theorem 1, in §2. In §3 we discuss how the set-oriented problem we consider can be recast
in the framework proposed in [10], thereby paving the way for a formal proof of Theorem 1.
We then describe a systematic procedure to compute the number of support subsamples
in the case of affine constraints in §4, also discussing the computational aspects associated
with the proposed approach. Finally, in §5 we demonstrate our theoretical results through
a numerical simulations on a GNEP.

1.3. Notation

Basic notation: N, R, and R≥0 denote the set of natural, real, and nonnegative real
numbers, respectively, with N0 := N ∪ {0}. Given some x ∈ Rn, ‖x‖ is the Euclidean
norm. Denote vectors of appropriate dimensions with elements all equal to 1 (0) as 1 (0).
Given a matrix A ∈ Rm×n, its (i, j) entry is denoted by ai,j , A

> denotes its transpose,
while for A ∈ Rn×n, A � 0 (< 0) implies that A is symmetric and positive (semi)-definite.
For A � 0, ‖x‖A :=

√
x>Ax. C1 is the class of continuously differentiable functions.

For a given set S ⊆ Rn, |S| represents its cardinality, and int(S), relint(S) and bdry(S)
denote its topological interior, relative interior and boundary, respectively. The set aff(S)
denotes its affine hull, i.e., the smallest affine set containing S. The operator ⊗ denotes
the Kronecker product, while col(·) stacks its arguments in column vectors or matrices
of compatible dimensions. For vectors v1, . . . , vN ∈ Rn and I = {1, . . . , N}, we denote
v := (v>1 , . . . , v

>
N )> = col((vi)i∈I) and v−i := col((vj)j∈I\{i}). With a slight abuse of

notation, we sometimes use v = (vi,v−i).

Operator-theoretic definitions: Given a function φ : Rn → R, dom(φ) := {x ∈ Rn | φ(x) <
∞} is the domain of φ; ∂φ : dom(φ)⇒ Rn denotes the subdifferential set-valued mapping
of φ, defined as ∂φ(x) := {d ∈ Rn | φ(z) ≥ φ(x) + d>(z − x), ∀z ∈ dom(φ)}, for all
x ∈ dom(φ). For a given set S ⊆ Rn, the mapping T : X → Rn is pseudomonotone on
S if for all x, y ∈ S, (x − y)>T (y) ≥ 0 =⇒ (x − y)>T (x) ≥ 0; (strictly) monotone if
(T (x) − T (y))>(x − y) (>) ≥ 0 for all x, y ∈ S (and x 6= y); strongly monotone if there
exists a constant c > 0 such that (T (x)− T (y))>(x− y) ≥ c‖x− y‖2 for all x, y ∈ S. If S
is nonempty and convex, the normal cone of S evaluated at x is the set-valued mapping
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NS : Rn ⇒ Rn, defined as NS(x) := {d ∈ Rn | d>(y−x) ≤ 0, ∀y ∈ S} if x ∈ S, NS(x) := ∅
otherwise.

2. Problem statement and main result

We start by recalling some key concepts about variational inequalities (VIs) [24], and then
describe the data-driven problem we consider throughout the paper. We also state the
main result of the paper, i.e., Theorem 1, in this section, but will defer the proof of this
result to §3. Unless otherwise specified, we assume measurability of all the quantities
introduced hereafter.

2.1. Background on VIs

Let us consider the deterministic VI formally introduced in (1), and let Ω ⊆ X be the set
of solutions to VI(X , F ). The relation in (1) has a strong geometric interpretation that
relies on the definition of the normal cone [24, Ch. 1.1]. If X is nonempty and convex,
a vector x? ∈ X solves VI(X , F ) if and only if −F (x?) ∈ NX (x?). For example, in the
specific case of an optimization problem minx∈X f(x), we have F = ∇f and the inclusion
−∇f(x?) ∈ NX (x?) corresponds to satisfaction of the KKT conditions at some x?. Thus,
in view of the definition of the normal cone, any point belonging to int(X ) solves VI(X , F )
if and only if F (x?) = 0.

The structural properties of both the feasible set X and the mapping F (·) allow one to
establish the existence and uniqueness of the solution to VI(X , F ), as well as to provide the
minimal conditions that enable one to design suitable solution algorithms with convergence
guarantees. By combining [24, Cor. 2.2.5, Th. 2.3.5], we can characterize the solution set
to VI(X , F ) as follows:

Lemma 1. Let X be a compact and convex set, and let F (·) be a continuous mapping.
Then, the following statements hold true:

(i) Ω is a nonempty and compact set;

(ii) If F (·) is also pseudomonotone, then Ω is also a convex set.

Note that assuming strong monotonicity of F (·) would guarantee the existence of a unique
solution to VI(X , F ) [24, Th. 2.3.3]. Requiring the mapping F (·) to be only pseudomono-
tone is clearly weaker than assuming (strong) monotonicity. However, pseudomonotonicity
is not always a trivial condition to verify, while monotonicity is naturally satisfied in sev-
eral practical applications that involve, e.g., the subdifferential ∂f of a proper, closed,
convex function f : Rn → R (or its conjugate, see [3, §20]). Both conditions, however,
individually represent one of the weakest assumptions that guarantee convergence of many
efficient solution algorithms, see, e.g., [21], [33], [37], [41], [51], or the dedicated sections
in [24, §7, §12], [43, Ch. 12] and references therein.

2.2. Uncertain VIs and scenario-based formulation

We aim to provide out-of-sample feasibility certificates for the entire set of solutions to a
given uncertain VI by exploiting some observed realizations, i.e., scenarios, of the uncertain
parameter δ. Formally, let us consider a probability space (∆,D,P), where ∆ ⊆ R`
represents the set of values that δ can take, D is a σ-algebra and P is a (possibly unknown)
probability measure over D. Given a mapping F : X → Rn and a deterministic feasible
set X ⊆ Rn, let Xδ ⊆ Rn be an additional set of constraints associated with the uncertain
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parameter δ. We define the worst-case VI problem, denoted as VI(X ∩ Xδ, F ), as the
problem of finding some x? ∈ X ∩ Xδ that satisfies

(y − x?)>F (x?) ≥ 0, for all y ∈ X ∩ Xδ, δ ∈ ∆. (4)

However, given the possibly infinite cardinality of ∆ in (4) and motivated by the increasing
availability of data, we investigate a data-driven approach. Specifically, let us consider
δK := {δ(i)}i∈K = {δ(1), . . . , δ(K)} ∈ ∆K , K := {1, 2, . . . ,K}, hereafter also called a K-
multisample, as a finite collection of K ∈ N independent and identically distributed (i.i.d.)
observed realizations of δ. Here, every K-multisample is defined over the probability space
(∆K ,DK ,PK), resulting from the K-fold Cartesian product of the original probability
space (∆,D,P). Let Xδ(i) be a constraint set associated with the i-th sample, which
constrains the decisions that are admissible for the situation represented by δ(i). The
scenario-based VI problem VI(XδK , F ), with XδK := ∩i∈KXδ(i) ∩X , is then the problem of
finding an x? ∈ XδK such that

(y − x?)>F (x?) ≥ 0, for all y ∈ XδK . (5)

Let us define the set of solutions to (5) as

ΩδK := {x ∈ XδK | (y − x)>F (x) ≥ 0, ∀y ∈ XδK}. (6)

Note that given the dependency on the set of K realizations δK , the set ΩδK is itself a
random variable. For the case K = 0 our problem reduces to a deterministic VI problem,
i.e., VI(X , F ), where no uncertainty is present. Let Ωδ0 be the solution set for this case.
In light of the results of Lemma 1, we will make the following assumptions throughout the
remainder of the paper:

Standing Assumption 1. For any K ∈ N0, the set XδK is a nonempty, compact and
convex set for all δK ∈ ∆K .

Standing Assumption 2. The mapping F : X → Rn is continuous and pseudomonotone.

These assumptions ensure that our scenario-based VI (5) has a non-empty solution set:

Lemma 2. For all K ∈ N0, ΩδK is a nonempty, compact and convex set.

Proof. It follows immediately from Lemma 1(ii), as F (·) is continuous and pseudomono-
tone and XδK is a finite intersection (due to Standing Assumption 1) of nonempty, compact
and convex sets.

In the spirit of [10], we introduce ΘK : ∆K ⇒ X as the mapping that, given a set of
realizations δK , returns the solution set to VI(XδK , F ), namely

ΘK(δ(1), . . . , δ(K)) = ΘK(δK) := ΩδK . (7)

When K = 0, we assume that Θ0 returns the solution set to VI(X , F ), Ωδ0 .

2.3. Robustness certificates for solution sets to VIs

Given any K-multisample δK , we are interested in evaluating the robustness of the entire
set of solutions ΩδK in (6) to a previously unseen realization of the uncertain parameter δ.
To this end, let Ωδ be the set of solutions induced by a certain realization δ ∈ ∆. We now
introduce the following definition of violation probability of a generic set of solutions, Ω.
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Definition 1. (Violation Probability of a Set) The violation probability associated with
a set of solutions Ω is defined as

V (Ω) := P{δ ∈ ∆ | Ω 6⊆ Ωδ}. (8)

Informally speaking, the condition Ω 6⊆ Ωδ implies that, once δ is drawn, at least one
element in Ω ceases to be a solution. Note that the set ΩδK is itself a random variable,
and hence so is the violation probability V (ΩδK ). We therefore wish to characterise our
confidence that V (ΩδK ) is below some violation level. Before stating the main result of
this section, we recall the following definition that will be crucial for the remainder of the
paper:

Definition 2. (Support Subsample) [10, Def. 2] Given any δK ∈ ∆K , a support subsample
S ⊆ δK is a p-tuple of unique elements of δK , i.e., S := {δ(i1), . . . , δ(ip)}, i1 < . . . < ip,
that gives the same solution as the original sample, i.e.,

Θp(δ
(i1), . . . , δ(ip)) = ΘK(δ(1), . . . , δ(K)).

Here, let ΥK : δK ⇒ K be any algorithm returning a p-tuple {i1, . . . , ip}, i1 < . . . < ip,
such that {δ(i1), . . . , δ(ip)} is a support subsample for δK , and let sK := |ΥK(δK)|. Note
that sK is itself a random variable since it depends on δK . We discuss the construction of
such an algorithm in §4. Our main result characterizes the violation probability of ΩδK ,
i.e., the solution set to the scenario-based VI in (5), as follows:

Theorem 1. Fix β ∈ (0, 1), and let ε : K ∪ {0} → [0, 1] be a function such that
ε(K) = 1,

K−1∑
h=0

(
K
h

)
(1− ε(h))K−h = β.

(9)

Then, for any mappings ΘK , ΥK and distribution P, it holds that

PK{δK ∈ ∆K | V (ΩδK ) > ε(sK)} ≤ β. (10)

Note that the bound in (10) is an a-posteriori statement since sK depends on the multi-
sample extracted. In words, Theorem 1 implies that the probability that ΩδK∪{δ} differs
from ΩδK (as ΩδK ⊆ ΩδK∪{δ} necessarily implies that ΩδK = ΩδK∪{δ} – see also Lemma 4)
is at most equal to ε(sK), with confidence at least 1−β, for an arbitrarily small β ∈ (0, 1).
We give the proof of Theorem 1 in the next section, after first stating and proving some
ancillary results.

3. The scenario approach to uncertain VIs

In this section, we first recall some key notions of the scenario approach theory, and then
we show how they can be extended to the context of solution sets to VIs. We finally
conclude by proving and discussing Theorem 1.
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3.1. Scenario approach for decision-making problems

The scenario approach was initially conceived to provide a-priori out-of-sample feasibility
guarantees associated with the solution to an uncertain convex optimization problem [6,
5, 8]. It has recently been extended to abstract decision-making problems through an
a-posteriori assessment of the feasibility risk [10, 9].

With a slight abuse of notation, we assume here that ΘK : ∆K → X represents a function
leading to a single scenario decision θ?δK for some generic abstract decision-making problem,
rather than as a set of solutions specific to a VI as in (6)–(7). In accordance with [10], θ?δK
is assumed to be unique, otherwise any convex tie-break rule may be employed [7]. Then,
we recall the following assumption that is crucial to prove [10, Th. 1].

Assumption 3. [10, Ass. 1] For all K ∈ N and for all δK ∈ ∆K , it holds that ΘK(δK) ∈
Xδ(i), for all i ∈ K.

Assumption 3 implies that the decision taken while observing K realizations of the un-
certainty δ is consistent with respect to (w.r.t.) all the extracted scenarios. The goal in
[10] was then to assess the violation probability of the scenario decision θ?δK , as formalized
next.

Definition 3. (Violation Probability of a Singleton) The violation probability of a decision
θ ∈ X is given by

V (θ) := P{δ ∈ ∆ | θ /∈ Xδ}.

Notice again the slight abuse of notation, where we use V to denote both the violation of a
singleton θ in Definition 3 and of a set in Definition 1, while ΘK in this subsection returns
an element of X (the solution θ?δK ) rather than a set as in §2.2. The results in [10] hold for
generic decisions, as long as Assumption 3 is satisfied. In the next subsection, we show how
we can employ those results and adapt the sequence of inclusions in Assumption 3 when
our decision is a set. With the set-oriented perspective introduced in §2, for the uncertain
VI in (4) we let the admissible decision for the situation represented by δ coincide with
the solution set Ωδ, which is clearly a subset of the feasible set shaped by the uncertain
parameter, i.e., the set X ∩ Xδ. This clarifies the analogy between Definition 1 and 3.
For completeness, we restate as a lemma the crucial result provided in [10] to bound the
violation probability of θ?δK .

Lemma 3. [10, Th. 1] Let Assumption 3 hold true and fix β ∈ (0, 1). Let ε : K ∪ {0} →
[0, 1] be the function defined in (9). Then, for the ΘK defined in this subsection, and for
any ΥK as defined below Definition 2, we have that PK{δK ∈ ∆K | V (θ?δK ) > ε(sK)} ≤ β.

Notice that, in this case, sK would be the number of samples such that, by feeding ΘK

only with those samples, would return the same optimal solution θ?δK that would have been
obtained if all samples were employed. We will use Lemma 3 to prove our main result in
Theorem 1, which characterizes the entire set of solutions to VI(XδK , F ), but require some
preliminary results first.

3.2. Scenario-based VI solution sets as nested sets of decisions

In view of the analogy between Definition 1 and 3, we aim to follow the approach of [10]
by focusing on a set of decisions, extending the conditions in §3.1, and in particular the
sequence of inclusions in Assumption 3, to the solution set for the uncertain VI in (4).
Thus, returning to the more general case where ΘK is a set-valued mapping as defined
in (7), i.e. ΘK : ∆K ⇒ X , since we focus on the entire set of solutions, we remark
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Figure 1: Compared to Ωδ0 (red line), every realization of δ (dashed blue lines, while the shaded cyan area
denotes a region excluded by any Xδ(i) , i = 1, 2, 3) results in a solution set Ωδi , i = 1, 2, 3, that belongs to
a different affine hull and/or on a space of lower dimension (green dots or line). Standing Assumption 4
allows us to rule out such cases.

that, for any K-multisample δK ∈ ∆K , the uniqueness of the solution returned by ΘK

holds by definition. Then, in the spirit of [38, Def. 2], we envision that the set-oriented
counterpart of the sequence of inclusions in Assumption 3 shall be naturally translated
into a consistency property of ΩδK , as defined next.

Definition 4. (Consistency of Solution Sets) Given some K ∈ N and δK ∈ ∆K , the
solution set to VI(XδK , F ) is consistent with the collected scenarios if ΘK(δK) = ΩδK ⊆
Xδ(i), for all i ∈ K.

In analogy with Assumption 3, Definition 4 establishes that the set of solutions to VI(XδK , F ),
ΩδK , which is based on K scenarios, should be feasible for each of the sets Xδ(i) , i ∈ K,
corresponding to each of the K realizations of the uncertain parameter. Thus, a first step
towards applying the bound in Lemma 3 is to show that the mapping ΘK(·) introduced in
(7) is consistent with the realizations observed in the scenario-based VI in (5). This fact,
however, follows by definition. For any K ∈ N and associated K-multisample δK ∈ ∆K ,
indeed, it holds that ΘK(δK) := ΩδK ⊆ ∩i∈KXδ(i) ∩ X , which on the other hand implies
that ΘK(δK) ⊆ Xδ(i) , for all i ∈ K, thus directly falling within Definition 4. We will make
use of these considerations to rely on the bound in Lemma 3 in the proof of Theorem 1,
along with of the assumption on the solution set ΩδK introduced next.

Standing Assumption 4. For all K ∈ N and δK ∈ ∆K , aff(ΩδK ) = aff(Ωδ0).

Specifically, if the uncertain VI in (4) is defined in Rn and ΩδK is a convex, m-dimensional
set, then Standing Assumption 4 allows for m < n. In this sense, assuming aff(ΩδK ) =
aff(Ωδ0) for any δK ∈ ∆K , K ∈ N, is weaker than, e.g., assuming the nonemptiness of
int(ΩδK ) for every possible realization of δK . Standing Assumption 4 rules out the scenario
that a given realization of the uncertainty δK reduces the solution set ΩδK to one of lower
dimension with a different affine hull compared to the one of the deterministic VI. To
clarify its role, we introduce and discuss the following illustrative example.

Example 1. Let us consider a two-dimensional case as shown in Fig. 1, where F =

9



col(0,−1), is monotone and X has a triangular shape. Here, Ωδ0 = {x ∈ R2 | x1 ∈
[0, 1], x2 = 0}, and its affine hull corresponds to the entire x1-axis. After observing the first
realization of δ, i.e., δ(1), which introduces the set Xδ(1) = {x ∈ R2 | −[1/3 1]> x ≤ −1/3},
the solution set reduces to a singleton Ωδ1 = {x ∈ R2 | x = col(1, 0)}. Here, Ω1 has
a smaller dimension compared to Ωδ0, despite its affine hull, i.e., the singleton itself,
being a subset of the x1-axis. Then, drawing a new sample δ(2), which introduces the set
Xδ(2) = {x ∈ R2 | [1/3 − 1]> x ≤ 1/15}, we have Ωδ2 = {x ∈ R2 | x = col(3/5, 2/15)}, which
has the same dimension as Ωδ1 but its affine hull is not a subset of aff(Ωδ0). Finally, the
third sample, δ(3), introduces the set Xδ(3) = {x ∈ R2 | [0 − 1]> x ≤ −1/2}, and hence we
have Ωδ3 = {x ∈ R2 | x1 ∈ [1/4, 3/4], x2 = 1/2}. Here, Ωδ3 has the same dimension of Ωδ0

but a different affine hull, i.e., the x1-axis translated to x2 = 1/2. Standing Assumption 4
is meant to rule out all these possible scenarios, allowing only for samples that “shape”
aff(Ωδ0) without altering its dimension.

As we investigate uncertain VIs of the form (4) where the uncertainty δ affects the feasible
set only, Example 1 provides insight on translating Standing Assumption 4 to a condition
on the probability space ∆. In fact, it represents situations that can generally happen
with non-zero probability. Specifically, let ∆ in Example 1 be a subset of R2, namely
the uncertainty δ = col(a, b) has two components, and let a ∈ R parametrize the slope
and b ∈ R the offset of the halfspaces introduced by every scenario, i.e., Xδ = {x ∈
R2 | [a 1]x ≤ b}, for every δ ∈ ∆. Then, for any distribution that admits a density, we
can find non-zero intervals for a and b such that the i.i.d. scenarios δ can be extracted
from a restricted subset of ∆, determined by the values of a and b themselves, in order
to meet Standing Assumption 4, and hence ruling out the pathological cases shown in
Example 1. In the case the samples are extracted from a restricted subset of ∆, note that
the guarantees would hold for the probability measure that is induced by this restriction,
and not for the original uncertainty measure. Alternatively, if Standing Assumption 4 is
not satisfied for all multisamples, then we can still claim that with confidence at most
β, if Standing Assumption 4 is satisfied, then the probability of violation is greater than
ε(sK). To achieve this, in the statement of Theorem 1, rather than ΘK we can restrict
the space of multisamples to the ones for which Standing Assumption 4 is satisfied. This
is analogous to the way infeasible problem instances are accounted for in [5, 6]. Moreover,
note that by adopting restrictions on ∆ as described above, Standing Assumption 4 allows
us to address the strongly monotone case, where VI(X ∩Xδ, F ) has a unique solution, for
all δ ∈ ∆.

Remark 1. In view of [24, Th. 2.4.15], Standing Assumption 4 can be replaced by a
simpler one, which is easier to verify, in all problems that involve a (monotone) affine VI
with polyhedral feasible set – see, e.g., Assumption 2 in [22].

Given some K ∈ N, let ΩδK+1
:= ΩδK∪{δ(K+1)} be the solution set to the scenario-based VI

in (5) after observing the (K+ 1)-th realization of δ, i.e., the feasible set of the VI shrinks
to XδK+1

:= XδK ∩Xδ(K+1) , for some δ(K+1) ∈ ∆. We have the following preliminary result.

Lemma 4. For all K ∈ N0 and for all δK ∈ ∆K , ΩδK+1
= ΩδK ∩ Xδ(K+1).

Proof. We split the proof into two different inclusions. Specifically, we first prove (i) that
ΩδK ∩ Xδ(K+1) ⊆ ΩδK+1

, and then (ii) that ΩδK ∩ Xδ(K+1) ⊇ ΩδK+1
.

(i) We will show that if x? ∈ ΩδK and x? ∈ Xδ(K+1) , then x? ∈ ΩδK+1
. Note that, in

view of Standing Assumptions 1–2, given an arbitrary K ∈ N0 and related K-multisample
δK ∈ ∆K , XδK is a compact and convex set, as it is finite intersection of convex sets. Then,
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<latexit sha1_base64="Oq9Qj7a3UubWx46a01kX+HgYC3M=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YA2ls120y7dbMLuRCyhP8KLB0W8+nu8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqp9fTQNUh1r1R2K+4MZJl4OSlDjnqv9NXtxyyNuEImqTEdz03Qz6hGwSSfFLup4QllIzrgHUsVjbjxs9m5E3JqlT4JY21LIZmpvycyGhkzjgLbGVEcmkVvKv7ndVIMr/xMqCRFrth8UZhKgjGZ/k76QnOGcmwJZVrYWwkbUk0Z2oSKNgRv8eVl0qxWvPNK9e6iXLvO4yjAMZzAGXhwCTW4hTo0gMEInuEV3pzEeXHenY9564qTzxzBHzifP4XQj7A=</latexit>

X�(K+1)
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⌦�K+1
<latexit sha1_base64="+N6XbJrr5jqt5+ENAPNvutWBmlQ=">AAAB/nicbVDLSgMxFM3UV62vqrhyEyyCIJRJW9Bl0Y3gwgr2AZ1hyKS3bWjmQZIRyjDgr7hxoYhbv8Odf2P6QLR64HIP59xLbo4fC660bX9auaXlldW1/HphY3Nre6e4u9dSUSIZNFkkItnxqQLBQ2hqrgV0Ygk08AW0/dHlxG/fg1Q8Cu/0OAY3oIOQ9zmj2khe8cC5CWBAvdTpgdCmX5+SLPOKJbtsT4HtcpXYFVLD3wqZkxKao+EVP5xexJIAQs0EVapL7Fi7KZWaMwFZwUkUxJSN6AC6hoY0AOWm0/MzfGyUHu5H0lSo8VT9uZHSQKlx4JvJgOqhWvQm4n9eN9H9czflYZxoCNnsoX4isI7wJAvc4xKYFmNDKJPc3IrZkErKtEmsYEIgi1/+S1qVMqmWK7e1Uv1iHkceHaIjdIIIOkN1dIUaqIkYStEjekYv1oP1ZL1ab7PRnDXf2Ue/YL1/AQ8ElYw=</latexit>

X
<latexit sha1_base64="BGaLzJX6ecM4kXtZ5vd+rNKW6Eo=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclaQKuiy6cVnBPqANZTKdtEMnkzBzI5TQz3DjQhG3fo07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE24H9GREqFgFK3U60cUx4zKrDsbVKpuzZ2DrBKvIFUo0BxUvvrDmKURV8gkNabnuQn6GdUomOSzcj81PKFsQke8Z6miETd+No88I+dWGZIw1vYpJHP190ZGI2OmUWAn84hm2cvF/7xeiuGNnwmVpMgVW3wUppJgTPL7yVBozlBOLaFMC5uVsDHVlKFtqWxL8JZPXiXtes27rNUfrqqN26KOEpzCGVyAB9fQgHtoQgsYxPAMr/DmoPPivDsfi9E1p9g5gT9wPn8AlI+Rcg==</latexit>

Figure 2: Schematic two-dimensional construction of the proof of Lemma 4, part (ii). Due to the convexity,
there always exists some ỹ ∈ XδK+1 , but ỹ /∈ int(ΩδK+1), that allows to construct a contradiction. In this
case, ỹ ∈ bdry(ΩδK+1).

a vector x? ∈ XδK is a solution to VI(XδK , F ) if and only if x? ∈ argminy∈XδK
y>F (x?).

Since the uncertain parameter does not affect the mapping F (·), but enters in the con-
straints only, every sample δ(K+1) ∈ ∆ introduces an additional set of convex con-
straints, i.e., XδK+1

= XδK ∩ Xδ(K+1) ⊆ XδK , which is compact and convex as well.
Thus, it follows immediately that, if x? ∈ Xδ(K+1) , then x? ∈ XδK+1

. Therefore, x? ∈
argminy∈XδK∩Xδ(K+1)

y>F (x∗), which by definition implies that x? ∈ ΩδK+1
.

(ii) We first prove that, if x? ∈ relint(ΩδK+1
), then x? ∈ ΩδK . The case where x? ∈

bdry(ΩδK+1
) will be treated in the sequel. Let us recall that, in view of [46, Cor. 1.6.1],

for any given m-dimensional convex set S in Rn, m ≤ n, there always exists an affine
transformation which carries aff(S) onto the subspace

V := {x = (z1, . . . , zm, zm+1, . . . , zn)> ∈ Rn | zm+1 = . . . = zn = 0}.

Therefore, as closures and relative interiors are preserved under one-to-one affine trans-
formations of Rn onto itself, we can limit our attention to the case where ΩδK+1

, and
hence ΩδK (since aff(ΩδK+1

) = aff(ΩδK ) = aff(Ωδ0) from Standing Assumption 4), is n-
dimensional so that relint(ΩδK+1

) = int(ΩδK+1
).

Now, for the sake of contradiction, let x? ∈ XδK ∩ Xδ(K+1) be any point such that x? ∈
int(ΩδK+1

), but x? /∈ ΩδK . Since x? ∈ XδK , x? /∈ ΩδK implies that there exists some
ȳ ∈ XδK , with ȳ 6= x?, such that the VI is not satisfied, i.e., (ȳ − x?)>F (x?) < 0. Given
the convexity of the sets involved, there must exist some λ ∈ (0, 1) that allows one to
construct some ỹ = λx? + (1 − λ)ȳ such that ỹ ∈ XδK ∩ Xδ(K+1) , but ỹ /∈ int(ΩδK+1

) (see
Fig. 2 for a graphical representation). Therefore, since x? ∈ int(ΩδK+1

), it shall satisfy
(ỹ − x?)>F (x?) ≥ 0, which leads to (1 − λ)(ȳ − x?)>F (x?) ≥ 0 that clearly generates a
contradiction, since (1− λ) > 0.

It remains to show the claim for the case where x? ∈ bdry(ΩδK+1
). Notice that, since

relint(ΩδK+1
) 6= ∅ as ΩδK+1

is nonempty, and since the involved sets are closed and convex,
for any x? ∈ bdry(ΩδK+1

) we can always construct a convergent sequence of points {xt}t∈N
such that, for all t ∈ N, xt ∈ relint(ΩδK+1

) ⊆ ΩδK , and {xt}t∈N → x?, implying that
x? ∈ ΩδK . Specifically, given any x̄ ∈ relint(ΩδK+1

), in view of [46, Th. 6.1], for all t ≥ 1,
any term of the sequence xt := 1

t x̄ + (1 − 1
t )x

? ∈ ΩδK ∩ Xδ(K+1) belongs to relint(ΩδK+1
).

Therefore, we have the inclusion ΩδK+1
⊆ ΩδK as desired.
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X
<latexit sha1_base64="BGaLzJX6ecM4kXtZ5vd+rNKW6Eo=">AAAB8nicbVDLSsNAFL3xWeur6tLNYBFclaQKuiy6cVnBPqANZTKdtEMnkzBzI5TQz3DjQhG3fo07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE24H9GREqFgFK3U60cUx4zKrDsbVKpuzZ2DrBKvIFUo0BxUvvrDmKURV8gkNabnuQn6GdUomOSzcj81PKFsQke8Z6miETd+No88I+dWGZIw1vYpJHP190ZGI2OmUWAn84hm2cvF/7xeiuGNnwmVpMgVW3wUppJgTPL7yVBozlBOLaFMC5uVsDHVlKFtqWxL8JZPXiXtes27rNUfrqqN26KOEpzCGVyAB9fQgHtoQgsYxPAMr/DmoPPivDsfi9E1p9g5gT9wPn8AlI+Rcg==</latexit>

X�(k)
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1
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2
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3
<latexit sha1_base64="1BYw5nlblNECwMDlRUlKcYe9esM=">AAACkXicdVFda9swFFW8r8b7aNo+7mFiodCOYuxkITEjELaXwV46WNoy2wRFvklEbMlIcrtM+HG/Zq/bj9m/mewmsI3uguDqnHuurs6dFxlT2vd/tZx79x88fLTXdh8/efpsv3NweKFEKSlMqciEvJoTBRnjMNVMZ3BVSCD5PIPL+fpdzV9eg1RM8E96U0CSkyVnC0aJttCs8yLW8EU3fYyQhC+hMjFlkmaQmn5VzTpd3wtHg0F/hH3P98NeOLRJGIbBMMCBReroom2czw5an+NU0DIHrmlGlIoCv9CJIVIz27Ry41JBQeiaLCGyKSc5qMQ0E1T42CIpXghpD9e4Qf9UGJIrtcnntjIneqX+5WrwTk6z9de7iKjUi1FiGC9KDZzeTrAoM6wFrv3CKZNAdbaxCaGS2U9guiKSUG1ddd2Yww0VeU54+mrnWxQkJq4fjHabGZ/UGq++nibm2G23Yy5SiNSKFDC+lZ2lktycMc5BYjve2BtY23AjPMWmG1Rvmm3sLMf/Ty56XtD3eh9fdydvt3vZQ8/RS3SCAjREE/QenaMpougb+o5+oJ/OkRM6E2db67S2miP0VzgffgO1RMl7</latexit>

4
<latexit sha1_base64="gUfCAAzztfW0wtKzCqs5iQt5Fk8=">AAACkXicdVFda9swFFW8r8b7StfHPUwsFNpRjJ02JGYEwvYy2EsHS1tmmyDLN4mILRlJXpcJP+7X7HX7Mfs3k90EttFdEFydc8/V1blpmTOlff9Xx7lz9979B3td9+Gjx0+e9vafXShRSQozKnIhr1KiIGccZprpHK5KCaRIc7hM128b/vIzSMUE/6g3JSQFWXK2YJRoC817L2INX3TbxwhJ+BJqE1MmaQ6ZOavrea/ve+F4ODwdY9/z/XAQjmwShmEwCnBgkSb6aBvn8/3OpzgTtCqAa5oTpaLAL3ViiNTMNq3duFJQEromS4hsykkBKjHtBDU+tEiGF0LawzVu0T8VhhRKbYrUVhZEr9S/XAPeymm2/nobEVV6MU4M42WlgdObCRZVjrXAjV84YxKozjc2IVQy+wlMV0QSqq2rrhtzuKaiKAjPXu18i4LExM2D0W4zk6NG4zXX48Qcut1uzEUGkVqREiY3spNMkusTxjlIbMebeENrG26Fx9j0g/p1u42d5fj/ycXAC069wYez/vTNdi976Dl6iY5QgEZoit6hczRDFH1D39EP9NM5cEJn6mxrnc5Wc4D+Cuf9b7dTyXw=</latexit>

5
<latexit sha1_base64="QyMto7vhpcfeDxW28OSD7AnMoHo=">AAACkXicdVFda9swFFW8r8b7aLo+7mFiodCOYux0ITEjELaXwV46WNoy2wRZvklEbMlI8rpM+HG/Zq/bj9m/mewmsI3uguDqnHuurs5Ny5wp7fu/Os6du/fuP9jrug8fPX6y3zt4eqFEJSnMqMiFvEqJgpxxmGmmc7gqJZAizeEyXb9t+MvPIBUT/KPelJAUZMnZglGiLTTvPY81fNFtHyMk4UuoTUyZpDlkZljX817f98LxcHg2xr7n++EgHNkkDMNgFODAIk300TbO5wedT3EmaFUA1zQnSkWBX+rEEKmZbVq7caWgJHRNlhDZlJMCVGLaCWp8ZJEML4S0h2vcon8qDCmU2hSprSyIXql/uQa8ldNs/fU2Iqr0YpwYxstKA6c3EyyqHGuBG79wxiRQnW9sQqhk9hOYrogkVFtXXTfmcE1FURCevdz5FgWJiZsHo91mJseNxmuuJ4k5crvdmIsMIrUiJUxuZKeZJNenjHOQ2I438YbWNtwKT7DpB/Xrdhs7y/H/k4uBF5x5gw+v+tM3273soWfoBTpGARqhKXqHztEMUfQNfUc/0E/n0AmdqbOtdTpbzSH6K5z3vwG5Ysl9</latexit>

6
<latexit sha1_base64="0ZyIq3mST8HGaYzTiFau4kRJUM4=">AAACkXicdVFdb9MwFHXD1xq+OvbIAxbVpA1NUdJR2ghVquAFiZch0W0iiSrHuW2tJnZkO4xi5ZFfwyv8GP4NTtZKgMaVLF2fc8/19blpmTOlff9Xx7l1+87de3td9/6Dh48e9/afnCtRSQozKnIhL1OiIGccZprpHC5LCaRIc7hI128b/uIzSMUE/6g3JSQFWXK2YJRoC817z2INX3TbxwhJ+BJqE1MmaQ6ZeVXX817f98LxcHg6xr7n++EgHNkkDMNgFODAIk300TbO5vudT3EmaFUA1zQnSkWBX+rEEKmZbVq7caWgJHRNlhDZlJMCVGLaCWp8aJEML4S0h2vcon8qDCmU2hSprSyIXql/uQa8kdNs/fUmIqr0YpwYxstKA6fXEyyqHGuBG79wxiRQnW9sQqhk9hOYrogkVFtXXTfmcEVFURCevdj5FgWJiZsHo91mJkeNxmuux4k5dLvdmIsMIrUiJUyuZSeZJFcnjHOQ2I438YbWNtwKj7HpB/Xrdhs7y/H/k/OBF5x6gw8v+9M3273soafoOTpCARqhKXqHztAMUfQNfUc/0E/nwAmdqbOtdTpbzQH6K5z3vwG7ccl+</latexit>

⌦�0
<latexit sha1_base64="g3l69FLJm19OMnshro98hcGFJJQ=">AAAB+nicdVDLSgNBEJz1GeNro0cvg0HwFHY3SxJvQS/ejGAekIRldtJJhsw+mJlVwppP8eJBEa9+iTf/xtkkgooWNBRV3XR3+TFnUlnWh7Gyura+sZnbym/v7O7tm4WDlowSQaFJIx6Jjk8kcBZCUzHFoRMLIIHPoe1PLjK/fQtCsii8UdMY+gEZhWzIKFFa8sxC7yqAEfHS3gC4Ip4188yiVTqrVRy3gq2SZVVtx86IU3XLLra1kqGIlmh45ntvENEkgFBRTqTs2las+ikRilEOs3wvkRATOiEj6GoakgBkP52fPsMnWhngYSR0hQrP1e8TKQmknAa+7gyIGsvfXib+5XUTNaz1UxbGiYKQLhYNE45VhLMc8IAJoIpPNSFUMH0rpmMiCFU6rbwO4etT/D9pOSW7XHKu3WL9fBlHDh2hY3SKbFRFdXSJGqiJKLpDD+gJPRv3xqPxYrwuWleM5cwh+gHj7ROB15Qs</latexit>

⌦�K
<latexit sha1_base64="Xbyi0KZBge9yc6MwggOPzXAHBoU=">AAAB/HicbVDLSsNAFJ34rPUV7dLNYBFchaQt6LLoRnBhBfuAtoTJ5KYdOnkwMxFCqL/ixoUibv0Qd/6N0zaIVg9c7uGce5k7x0s4k8q2P42V1bX1jc3SVnl7Z3dv3zw47Mg4FRTaNOax6HlEAmcRtBVTHHqJABJ6HLre5HLmd+9BSBZHdypLYBiSUcQCRonSkmtWBjchjIibD3zgSvfr6dQ1q7Zlz4Ftq+7YNaeBvxWnIFVUoOWaHwM/pmkIkaKcSNl37EQNcyIUoxym5UEqISF0QkbQ1zQiIchhPj9+ik+04uMgFroihefqz42chFJmoacnQ6LGctmbif95/VQF58OcRUmqIKKLh4KUYxXjWRLYZwKo4pkmhAqmb8V0TAShSudV1iE4y1/+Szo1y6lbtdtGtXlRxFFCR+gYnSIHnaEmukIt1EYUZegRPaMX48F4Ml6Nt8XoilHsVNAvGO9fKv6VHA==</latexit>

Figure 3: The solution set to VI(XδK , F ), ΩδK (green region), can be “shaped” by the set of constraints,
Xδ(i) , i ∈ K (dashed blue lines). According to Definition 2, the number of support subsamples for δK w.r.t.
to ΩδK is, in general, smaller compared to |XδK | (dashed orange lines, whose intersections are defined by
orange dots).

Note that a direct consequence of Lemma 4 is that Θ0 =: Ωδ0 ⊇ Ωδ1 ⊇ . . . ⊇ ΩδK =:

ΘK(δK). Moreover, the intrinsic consistency of the set ΩδK implies that by introducing
additional constraints, the effect of the uncertain parameter is to (possibly) shrink the
feasible set on which the scenario-based VI in (5) is defined, and therefore the set of
solutions can only shrink, accordingly (see Fig. 3 for a graphical interpretation).

3.3. Proof of Theorem 1 and discussion

We are now ready to prove Theorem 1.

Proof. For any K ∈ N, δK ∈ ∆K , we know that ΩδK is consistent w.r.t. the collected
scenarios, δK . In view of the definition in (7), indeed, we have that ΩδK ⊆ ∩i∈KXδ(i) ∩X ,
which implies that ΩδK ⊆ Xδ(i) , for all i ∈ K, thus directly satisfying Definition 4. Then,
we can apply Lemma 3 with θ?δK being replaced by ΩδK . We thus have that PK{δK ∈ ∆K |
P{δ ∈ ∆ | ΩδK 6⊆ Xδ} > ε(sK)} ≤ β. However, by Lemma 4, Ωδ = ΩδK ∩ Xδ. Therefore,
ΩδK 6⊆ Xδ is equivalent to Ωδ 6= ΩδK , and since the set of solutions can only shrink once
a new scenario is added, this is in turn equivalent to Ωδ 6⊆ ΩδK . Thus, in view of the
definition of V in (8), we finally have that PK{δK ∈ ∆K | V (ΩδK ) > ε(sK)} ≤ β.

A more direct expression of the critical parameter ε(·) can be obtained by splitting the
confidence parameter β evenly among the K terms within the summation, i.e.,

ε(h) =


1 if h = K,

1− K−h

√
β

K
(
K
h

) otherwise.
(11)

Remark 2. In the case of a non-degenerate VI, the bound in (9) could be improved by
means of the wait-and-judge analysis in [9]. Specifically, in view of [9, Th. 2], we can
replace the expression for ε(·) in (11) with ε(h) = 1− t(h), where t(h) is shown to be the
unique solution in (0, 1) to

β

K + 1

K∑
m=h

(
m

h

)
tm−h −

(
K

h

)
tK−h = 0.
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However, note that the non-degeneracy condition is in general difficult to verify even in
convex optimization settings, a challenge that becomes more involved for VIs.

Similarly to Υ(·), let us suppose to have available an algorithm that allows us to compute a
support subsamples for δK associated with the feasible set XδK , i.e., the subset of samples
such that by using only this subset leads to XδK (as opposed to ΩδK , if Υ(·) is employed).
By comparing the bound in (10) with the certificates in [44], we provide an upper bound
for V (ΩδK ).

Proposition 1. Given any K ∈ N0 and δK ∈ ∆K , let sK and vK be the cardinality of the
support subsample for δK , evaluated w.r.t. ΩδK and XδK , respectively. Then, sK ≤ vK .

Proof. For every K ∈ N0 and δK ∈ ∆K , Definition 2 suggests that some sample δ(k) is of
support for δK w.r.t. XδK if Xδ(k) is active on bdry(XδK ), i.e., bdry(Xδ(k))∩bdry(XδK ) 6= ∅.
On the other hand, δ(k) is of support w.r.t. ΩδK if bdry(Xδ(k)) ∩ ΩδK 6= ∅ (see Fig. 3 for
a graphic illustration). Since ΩδK ⊆ XδK := ∩k∈KXδ(k) ∩ X , those samples that are of
support for δK w.r.t. ΩδK , are necessarily of support w.r.t. XδK , but not vice-versa, and
hence sK ≤ vK .

Under Proposition 1, Theorem 1 improves over [44], where V (ΩδK ) > ε(vK) was claimed
with confidence at most β. The latter is since ε(sK) ≤ ε(vK) as ε(·) is non-decreasing.
Moreover, within the set-oriented framework proposed in §2, as evident from (10), to
bound the feasibility risk (8) of the entire set of solutions ΩδK , one does not need an
explicit characterization of ΩδK , namely some mapping ΘK(·), but rather the number
of support subsamples sK , computed through an algorithm Υ(·). We investigate the
computation of sK in the next section.

4. The case of affine constraints: computation of the support subsample

In this section we first propose an iterative procedure that, in case of affine constraints,
allows one to compute a support subsample for the unknown ΩδK . We also discuss the
related computational complexity.

4.1. Support subsample computation

We start by noting that the bound in (10) depends only on the support subsample that
characterizes the solution set ΩδK , and not on its actual shape. Except in some particular
cases, e.g., monotone affine mapping F (·) (see [24, Th. 2.4.15]), an explicit representation
of ΩδK is either unavailable, or difficult to compute in advance. However, the general set-
ting considered so far, i.e., pseudomonotone mapping F and convex constraint set XδK , for
any δK ∈ ∆K , poses several challenges in designing an efficient procedure to compute the
number of support subsamples w.r.t. ΩδK . We therefore introduce the following additional
assumption that restricts attention to the class of linearly constrained, pseudomonotone
VIs.

Assumption 5. Let X := {x ∈ Rn | Cx ≤ d}, C ∈ Rm×n and d ∈ Rm, with rank(C) = n,
and, for all δ ∈ ∆, Xδ := {x ∈ Rn | A(δ)x ≤ b(δ)}, A : ∆→ Rp×n and b : ∆→ Rp.

Then, given any K-multisample δK , let Φ : ∆K ⇒ ΩδK be any mapping that returns a
(set of) solution(s) to VI(XδK , F ). The procedure Φ(·) is run in (S1) to verify whether
(at least) one solution to the VI with constraints involving XδK ∩ bdry(Xδ(i)) exists, thus
increasing the counter sK in case of affirmative answer in (S2). The next result states

13



Algorithm 1 Computation of the cardinality of the support subsample w.r.t. ΩδK

Initialization:

Set sK := 0, identify AK := {k ∈ K | bdry(Xδ(k)) ∩ bdry(XδK ) 6= ∅}
Iteration (i ∈ AK):

(S1) Run Φ(δK,i) to solve VI(XδK ∩ bdry(Xδ(i)), F )

(S2) If Φ(δK,i) 6= ∅, set sK := sK + 1

that, even without knowing the set ΩδK , Algorithm 1 returns the cardinality of a support
subsample for δK w.r.t. ΩδK .

Proposition 2. Let Assumption 5 hold true. Given any K ∈ N and δK ∈ ∆K , Algorithm 1
returns s?K , the cardinality of a support subsample δK w.r.t. ΩδK .

Proof. First note that, in view of Assumption 5, AK forms a support subsample for δK
w.r.t. XδK . Then, by following the considerations adopted within the proof of Proposi-
tion 1, every δ(k), k ∈ AK , is of support also w.r.t. to ΩδK if and only if bdry(Xδ(k))∩ΩδK 6=
∅. To determine this, it is sufficient to compute a solution (if any) on the active region
of XδK associated with Xδ(k) . Then, sK increases only if Φ(δK,k) 6= ∅, excluding all those
samples such that Xδ(k) does not intersect ΩδK .

Remark 3. Algorithm 1 requires one to run |AK |-times the adopted solution algorithm
Φ(δK), with |AK | ≤ K. This clearly improves w.r.t. the greedy algorithms proposed in
[10, §II] and [42, §III], which would require one to run Φ(δK) K-times. On the other
hand, we remark that the greedy algorithm applies more generally and, in particular, if
one assumes uniqueness of the solution as in [10, 42], it can be employed (not necessarily
only in the case of affine constraints) as long as this solution is computable.

We remark that the design of an analogous procedure to Algorithm 1 involving general
convex constraints constitutes a topic of current investigation, as discussed below.

4.2. Computational aspects

From a computational point of view, we note that Assumption 5 is needed for two main
reasons:

i) Evaluating a solution to the VI on the boundary of a convex set, i.e., (S1), may
require solution of a VI defined over a nonconvex domain. Unlike the convex case, the
literature on solution algorithms with suitable convergence guarantees or performance
for the nonconvex case is not extensive.

ii) The initialization step becomes trivial, since it requires one to identify the minimal
number of active constraints, a task that is closely related to enumerating the number
of facets of the polytope XδK .

While item i) prevents us from trivially extending Algorithm 1 to the case of general
convex constraints, item ii) can be equivalently seen as a problem of removing redundant
halfspaces. Specifically, in view of the affine structure of both Xδ and X , the “offline”
initialization step amounts to solve a family of linear programs (LPs), a task that can
be efficiently accomplished in polynomial time by means of available solvers. In fact,
given any K-multisample δK ∈ ∆K , the convex polytope XδK is described by the system
of (m + Kp) linear inequalities AδKx ≤ bδK , with AδK := col(C, col((A(δk))k∈K)) and

14



bδK := col(d, col((b(δk))k∈K)). Here, let a>i (respectively, bi) be the i-th row (i-th element)
of AδK (bδK ), and let L := {1, . . . ,m + Kp} be the associated set of row indices. Then,
it turns out that a particular i ∈ L is not redundant for AδKx ≤ bδK if and only if the
optimal value of the following LP

max
x∈Rn

a>i x

s.t. a>j x ≤ bj , for all j ∈ L \ {i},
a>i x ≤ bi + 1,

is strictly greater than bi (notice that the i-th constraint has been relaxed). However,
particularly when the dimension of the VI problem n is large, arbitrarily removing a
single inequality constraint at time might prove highly inefficient, or even prohibitive for
large amounts of data. For this reason, one may rely on tailored algorithms available in
the literature, e.g., [2, 4, 14, 54]. Successively, once the set of constraints that determines
bdry(XδK ) has been identified, Algorithm 1 requires one to run some Φ(·) to verify whether
a solution to the VI on each facet of the convex polytope XδK exists (S1). Since the feasible
set of VI(XδK ∩ bdry(Xδ(i)), F ) is affine, we remark that the computational complexity of
solving (S1) |AK |-times is directly driven by the class of (pseudo)monotone mapping F
we are tackling, as well as by the family of solution algorithms Φ(·) we are adopting.
As mentioned in §2.1, indeed, the literature on efficient algorithms to solve VI(XδK ∩
bdry(Xδ(i)), F ) is vast, and therefore an a-priori estimate of the computational burden
appears hard to quantify. In §5.2, we detail the computational effort when applying this
procedure on our case study.

5. Application to robust game theory

In this section we first discuss how robust game theory and GNEPs can be modelled as
uncertain VIs of the form (4), and then we present a numerical case study modelling the
charging coordination of a fleet of PEVs. Note that an explicit characterization of the set of
solutions to the scenario-based VI, ΩδK , is unlikely to exist in this case. Therefore, under
appropriate assumptions, i.e., a suitable counterpart of Assumption 5, the systematic
procedure in Algorithm 1 allows us to compute the cardinality of the support subsample.

5.1. Uncertain GNEPs and scenario-based formulation

We consider a finite population of N agents taking part in a noncooperative game. The
agents, indexed by the set I := {1, . . . , N}, control a decision vector xi ∈ Rni , which is
locally constrained to a deterministic set Xi ⊆ Rni , which may include, e.g., operational
and dynamic constraints over a certain prediction/control horizon. Each agent aims to
minimize a cost function Ji : Rn → R, n :=

∑
i∈I ni, while satisfying a set of coupling

constraints affected by uncertainty δ. The uncertain GNEP is hence formalized by the
following collection of coupled optimization problems:

∀i ∈ I :

min
xi∈Xi

Ji(xi,x−i)

s.t. (xi,x−i) ∈ Xδ, δ ∈ ∆.
(12)

We then introduce the following standard assumptions.

Assumption 6. For all i ∈ I, for all x−i ∈ Rn−ni, Ji(·,x−i) is a convex function of class
C1.
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Assumption 7. For all i ∈ I, Xi is a nonempty compact, convex set. For all δ ∈ ∆, Xδ
is a nonempty closed, convex set.

Let δK be the K-multisample introduced in §2, for some K ∈ N0. The scenario-based
GNEP Γ is defined as the tuple Γ := (I, (Xi)i∈I , (Ji)i∈I , δK), formally represented by the
following family of optimization problems:

∀i ∈ I :

min
xi∈Xi

Ji(xi,x−i)

s.t. (xi,x−i) ∈ Xδ(k) , ∀k ∈ K.
(13)

Given its deterministic nature, in view of Assumption 6 and 7, the game Γ is a jointly
convex GNEPs [23, Def. 2]. Then, let us define the sets X :=

∏
i∈I Xi, X

δK
i (x−i) := {xi ∈

Xi | (xi,x−i) ∈ ∩k∈KXδ(k)}, and XδK := {x ∈ X | x ∈ ∩k∈KXδ(k)} ⊆ X . We recall now the
following key notion of a Nash equilibrium for Γ:

Definition 5. (Generalized Nash Equilibrium) Let δK ∈ ∆K be a given K-multisample.
The collective strategy x? ∈ XδK is a GNE of the scenario-based GNEP Γ in (13) if, for
all i ∈ I,

Ji(x
?
i ,x

?
−i) ≤ min

yi∈X
δK
i (x?−i)

Ji(yi,x
?
−i).

Clearly, given the dependency on the set of K realizations δK , any equilibrium of Γ is a
random variable itself.

According to Definition 5, a popular subset of GNE of a GNEP is the one of v-GNE [23],
which coincides with the set of collective strategies that solve the VI associated with the
GNEP in (12). Specifically, this type of equilibrium problem has certain advantageous
structural properties and can be modelled as an uncertain VI problem of the type we
have considered in this paper. Moreover, it is significant per se as it provides “larger
social stability” and “economic fairness” [11, §5],[23, Th. 4.8]. Thus, by defining the game
mapping F : Rn → Rn as F (x) := col((∇xiJi(xi,x−i))i∈I), we formally introduce the
class of v-GNE as follows.

Definition 6. (Variational Generalized Nash Equilibrium) [23, Def. 3] Let δK ∈ ∆K be a
given K-multisample defining a jointly convex GNEP. A v-GNE is any solution x? ∈ XδK
to the GNEP Γ that is also a solution to VI(XδK , F ).

In summary, any vector that solves VI(X ∩ Xδ, F ), δ ∈ ∆, belongs to the set of v-GNE
of the GNEP in (12). Thus, analogously to (6), the set of v-GNE of the scenario-based
GNEP in (13) is

ΩδK :={x ∈ XδK |(y − x)>F (x) ≥ 0, ∀y ∈ XδK}. (14)

Assume that the set of GNE coincides with the one of v-GNE. To invoke Lemma 2, we
assume the following:

Assumption 8. The game mapping F (·) is pseudomonotone.

Thus, in the spirit of Definition 1, by relying on the K-multisample and the associated
scenario-based GNEP, we can now employ Theorem 1 to provide a-posteriori feasibility
certificates to the equilibrium set ΩδK in (14).
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5.2. Case study: Charging coordination of plug-in electric vehicles

The problem of coordinating the day-ahead charging of a fleet of PEVs, originally intro-
duced in [36], can be modelled as a noncooperative GNEP [18, 12]. Specifically, in the
spirit of the previous section, for each PEV i ∈ I, we consider a discrete-time linear dy-
namical system si(t + 1) = si(t) + bixi(t), t ∈ N, where si ∈ [0, 1] is the State of Charge
(SoC), i.e., si = 1 represents a fully charged battery, while si = 0 a completely discharged
one; xi(t) ∈ [0, 1] is the charging control input at the specific time instant t, and bi > 0 de-
notes the charging efficiency. According to a desired level of SoC that has to be achieved,
the goal of each PEV is to acquire (at least) a charge amount γi within a finite charg-
ing horizon T ∈ N, in order to satisfy the charging constraint

∑
t∈T xi(t) = 1>T xi ≥ γi,

with T := {0, . . . , T − 1} and xi := col((xi(t))t∈T ) ∈ RT , while, minimizing its charg-
ing cost, Ji(xi,x−i) := p(x)>xi. Here, p : RT≥0 → RT≥0, denotes the electricity price
function over the charging horizon, which for simplicity we assume to be affine in the
aggregate demand of energy associated with the set of PEVs, namely p(x) := ασ(x) + η,
with σ(x) :=

∑
j∈I xj ∈ RT , for some α > 0 and η ∈ RT≥0. Moreover, due to the in-

trinsic limitations of the grid capacity dmax > 0, we assume that the amount of energy
required in each single time period by both the PEVs and non-PEV loads should not
be greater than dmax. This translates into a constraint on the PEVs total demand, i.e.,
d(t) +

∑
j∈I xj(t) ∈ [0, dmax], for all t ∈ T .

The inflexible non-PEV demand d ∈ RT≥0 is subject to uncertainty and therefore is mod-

elled as d := dnom + δ. Here, dnom ∈ RT≥0 is the nominal non-PEV daily energy demand,
which can be extracted, e.g., from data (see [31] for typical daily energy profiles in the UK),
while δ is a random variable that follows a uniform probability distribution on ∆ ⊆ RT .
The (uncertain) GNEP coincides with the following collection of optimization problems

∀i∈I :


min

xi∈[0,1]T
(ασ(x) + η)>xi

s.t. (dnom+δ)+σ(x) ≤ 1Tdmax, ∀δ∈∆,

Aixi ≤ ci,

(15)

where Ai := col(−Bi, Bi,−1>T ) ∈ R(2T+1)×T , Bi ∈ RT×T is matrix with all entries in
the lower triangular part equal to bi, ci := col(1T si(0),1T (1 − si(0)),−γi) ∈ R2T+1, and
si(0) ∈ [0, 1] is a given initial SoC. Problem (15) is in the form of (12). We note that
the game mapping F (x) := col(∇xi((ασ(x) + η)>xi)i∈I), which allows us to define the
VI whose solution set determines the v-GNE of the game, turns out to be affine in x.
Specifically, F (x) = Mx + q, where M ∈ RNT×NT has entries all equal to α, while
q := 1N⊗η ∈ RNT . Note that, for any α > 0, F (·) is a monotone mapping (or, equivalently,
M +M> < 0).

Thus, based on K observations of historical data, the GNEP in (15) admits a scenario-
based counterpart as in (13), for which we quantify the robustness of ΩδK , the solution
set to VI(XδK , F ). Here, XδK :=

∏
i∈I Xi ∩k∈K Xδ(k) , with Xi := {xi ∈ [0, 1]T | Aixi ≤ ci},

and Xδ(k) := {x ∈ RNT | (dnom + δ(k)) + σ(x) ≤ 1Tdmax}, k ∈ K.

5.2.1. Numerical simulations

To numerically test the theoretical results provided in the paper, in this section we fit a
multidimensional Gaussian distribution to 102 daily profiles from [31] to generate large
sets of realistic samples. Thus, we first support the consistency of ΩδK numerically. Specif-
ically, we estimate Ωδ0 by computing 103 different solutions to VI(Xδ0 , F ), hence obtaining
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Table 1: Simulation parameters

Name Description Value

N PEVs number 20
T Time intervals 24
bi Charging efficiency [0.075, 0.25]
si(0) Initial SoC of battery [0.1, 0.4]
si(T ) Desired SoC of bat-

tery
[0.7, 1]

γi Required charge
amount

[1.62, 7.49]

α Inverse of price elas-
ticity

0.01

η Baseline price 0T
dnom Non-PEV demand Average over

102 daily pro-
files [31]

dmax Grid power capacity 2 ·max
t∈T

dnom(t)

∆ Uncertainty support dnom ·
[−0.05, 0.05]

Table 2: Robustness certificate (10) and empirical violation probability

K |AK | s?K ε(s?K) Vmax(Ω̃δK ) avg(Vmax(Ω̃δK ))

102 28 4 0.29 0.018 0.012
103 381 7 0.06 1.2 · 10−3 0.8 · 10−3

104 469 9 0.01 0.9 · 10−3 0.4 · 10−3

Ω̃δ0 , with the numerical parameters reported in Table 1. Every solution is computed by
means of a typical extragradient algorithm [41], initialized with a different condition and
fixed step size, whose convergence is guaranteed as F is monotone and Lipschitz con-
tinuous with constant αNT , for any step size (0, α−1/NT ). We emphasize that we are
interested in computing a set of solutions to VI(XδK , F ), and this motivates us to partially
neglect the multi-agent nature of the problem addressed by adopting an extragradient
method1. Moreover, to compute a solution to VI(Xδ0 , F ) with a precision in norm of 10−6,
the extragradient algorithm in [41] takes around 21.47[s] on average, resulting in 18–24 it-
erations. Given the linearity of the constraints, this value is representative for solving (S1)
in Algorithm 1. Thus, as illustrated in Fig. 4, the average number of solutions contained
in Ω̃δK over 100 numerical experiments, normalized w.r.t. Ω̃δ0 , shrinks as K grows. Note
that, in view of the structure of ∆, as the number of samples K increases, the standard
deviation of δ narrows around the average. An example of aggregate behaviour of the
fleet of PEVs is reported in Fig. 5, where avg(·) returns the average among the solutions
lying in Ω̃δK , estimated after observing 103 realizations of the uncertainty. Note that σ(x)
exhibits the so-called “valley filling” property, which is desirable since the overall demand
has no peaks.

For any K ∈ N0, the feasible set of the scenario-based counterpart of (15) satisfies As-

1Decentralized equilibrium computation is, indeed, outside the scope of the current paper.
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Figure 4: Number of solutions contained in Ω̃δK = Ω̃δ0 ∩XδK , normalized with the ones lying in Ω̃δ0 , as a
function of the number of samples K. The solid blue line represents the average of |Ω̃δ0 ∩XδK |/|Ω̃δ0 | over
100 numerical experiments, while the vertical blue lines the standard deviation.

Figure 5: Average behaviour of the fleet of PEVs, computed across the estimated set of solutions Ω̃δK after
observing 103 realizations of the uncertainty. The overall demand, affected by the uncertainty δ, meets
the grid capacity limitations.
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sumption 5. Thus, in Table 2 we compare the output of the procedure summarized in
Algorithm 1 to compute the cardinality s?K of the support subsample w.r.t. ΩδK , for dif-
ferent values of K. The bound on the violation probability is then computed by the
function ε(·) in (11) with β = 10−6. Note that Algorithm 1 requires us to run Φ(·) only
|AK |-times, which represents a noticeable improvement compared to the greedy algorithm
proposed in [10, 42], which would require running Φ(·) K-times. On the other hand, the
“offline” initialization step with K = 104, which translates into 241940 linear inequalities,
takes around 11600[s] to identify the set of constraints defining Xδ104 . Finally, the last
two columns in Table 2 report both the maximum and the average value of the empirical
violation probability of Ω̃δ0 ∩ XδK computed against 102, 103 and 104 new realizations.
The empirical probability, as expected, is lower than the theoretical bound in Theorem 1.

6. Concluding remarks

The scenario approach paradigm applied to uncertain VIs provides a numerically tractable
framework to compute solutions with quantifiable robustness properties in a distribution-
free fashion. In the specific family of uncertain VIs considered, which encompasses a broad
class of practical applications belonging to different domains, we are able to evaluate the
robustness properties of the entire set of solutions, thereby relaxing the requirement of a
unique solution as often imposed in the literature. We have shown that this only requires
us to enumerate the active coupling constraints that “shape” that set.

Future research directions involve synthesizing algorithms to enumerate the number of
support subsamples in a general convex setting, as well as investigating extensions of
the approach we have developed to quasi-variational inequalities. This would enable us
to incorporate the uncertainty within the mapping defining the VI, thus extending the
results of [25, 26] to the entire set of solutions to VIs.

References

[1] M. Aghassi and D. Bertsimas. Robust game theory. Mathematical Programming, 107(1-2):231–273,
2006.

[2] D. Avis and K. Fukuda. A pivoting algorithm for convex hulls and vertex enumeration of arrangements
and polyhedra. Discrete & Computational Geometry, 8(3):295–313, 1992.

[3] H. H. Bauschke and P. L. Combettes. Convex analysis and monotone operator theory in Hilbert spaces,
volume 408. Springer, 2011.

[4] D. Bremner, K. Fukuda, and A. Marzetta. Primal-dual methods for vertex and facet enumeration.
Discrete & Computational Geometry, 20(3):333–357, 1998.

[5] G. C. Calafiore. Random convex programs. SIAM Journal on Optimization, 20(6):3427–3464, 2010.
[6] G. C. Calafiore and M. C. Campi. The scenario approach to robust control design. IEEE Transactions

on Automatic Control, 51(5):742–753, 2006.
[7] M. C. Campi and S. Garatti. The exact feasibility of randomized solutions of uncertain convex

programs. SIAM Journal on Optimization, 19(3):1211–1230, 2008.
[8] M. C. Campi and S. Garatti. Introduction to the scenario approach, volume 26. SIAM, 2018.
[9] M. C. Campi and S. Garatti. Wait-and-judge scenario optimization. Mathematical Programming,

167(1):155–189, 2018.
[10] M. C. Campi, S. Garatti, and F. A. Ramponi. A general scenario theory for nonconvex optimization

and decision making. IEEE Transactions on Automatic Control, 63(12):4067–4078, 2018.
[11] E. Cavazzuti, M. Pappalardo, and M. Passacantando. Nash equilibria, variational inequalities, and

dynamical systems. Journal of Optimization Theory and Applications, 114(3):491–506, 2002.
[12] C. Cenedese, F. Fabiani, M. Cucuzzella, J. M. A. Scherpen, M. Cao, and S. Grammatico. Charging

plug-in electric vehicles as a mixed-integer aggregative game. In 2019 IEEE 58th Conference on
Decision and Control (CDC), pages 4904–4909, 2019.

[13] B. Y. Chen, W. H. K Lam, A. Sumalee, Q. Li, and Z. C. Li. Vulnerability analysis for large-scale
and congested road networks with demand uncertainty. Transportation Research Part A: Policy and
Practice, 46(3):501–516, 2012.

20



[14] T. Christof and G. Reinelt. Decomposition and parallelization techniques for enumerating the
facets of combinatorial polytopes. International Journal of Computational Geometry & Applications,
11(04):423–437, 2001.

[15] S. Dafermos. Traffic equilibrium and variational inequalities. Transportation Science, 14(1):42–54,
1980.

[16] P. Daniele. Evolutionary variational inequalities and economic models for demand–supply markets.
Mathematical Models and Methods in Applied Sciences, 13(04):471–489, 2003.
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