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Abstract

This paper considers the multi-dimensional consensus in networked systems, where some of the agents might be misbehaving
(or faulty). Despite the influence of these misbehaviors, the benign agents aim to reach an agreement while avoiding being
seriously influenced by the faulty ones. To this end, this paper first considers a general class of consensus algorithms, where each
benign agent computes an “auxiliary point” based on the received values and moves its state toward this point. Concerning this
generic form, we present conditions for achieving resilient consensus and obtain a lower bound on the exponential convergence
rate. Assuming that the number of malicious agents is upper bounded, two specific resilient consensus algorithms are further
developed based on the obtained conditions. Particularly, the first solution, based on Helly’s Theorem, achieves the consensus
within the convex hull formed by the benign agents’ initial states, where the auxiliary point can be efficiently computed
through linear programming. On the other hand, the second algorithm serves as a “built-in” security guarantee for standard
average consensus algorithms, in the sense that its performance coincides exactly with that of the standard ones in the absence
of faulty nodes while also resisting the serious influence of the misbehaving ones in adversarial environment. Some numerical

examples are provided in the end to verify the theoretical results.
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1 Introduction

The past decades have witnessed remarkable research
interest in networked systems. One of its fundamental
focuses would be the consensus problem, which has been
widely investigated in various applications including for-
mation control of mobile robots (Olfati-Saber & Murray|
(2004), Raffard et al.| (2004), Ren et al.| (2007))), data
fusion in sensor network (Moallemi & Van Roy| (2006]),
|Olfati-Saber & Shammal (2005)), etc. Given a set of au-
tonomous agents (such as vehicles, sensors), it seeks a
distributed protocol that the agents can utilize to reach
a common decision/agreement on some value related to
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their initial states.

In these years, considerable attention has been paid to
the development of consensus algorithms (Olfati-Saber
et al.| (2007)), Ren et al.|(2007), Wei & Ozdaglar| (2012)).
These protocols normally base on a hypothesis that ev-
ery computing agent is trustworthy and cooperates to
follow the algorithms throughout the execution. Never-
theless, as the scale of the network increases, it becomes
difficult to secure every agent. On one hand, autonomous
agents will communicate with each other to make con-
trol decisions. This opens the system to malicious at-
tackers who might compromise the data on transmission
channels. On the other hand, some agents may not be
willing to follow the given rules if they weigh their pri-
vate interests more than the public ones. It is reported
that such misbehaving agents can either dictate the final
consensus value, or prevent the network from reaching
an agreement (Sundaram & Gharesifard| (2018)).

Given the wide applications of consensus algorithms in
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safety-critical systems, the problem of resilient consen-
sus has been investigated in the literature over decades,
alming to achieve an agreement among benign agents
while avoiding being significantly influenced by the net-
work misbehaviors. To this end, some works are pro-
posed in order to identify and isolate the illegal compo-
nents. For example, Pasqualetti et al.| (2012) character-
ize the resiliency of linear consensus networks. Through
a system-theoretic approach, the authors find that the
network should be sufficiently connected for the faulty
agents to be detected and identified. For the purpose of
detection and isolation, one way is to construct a model-
based detection system by using observers (|Gallo et al.
(2020),|Shames et al.|(2011)),[Silvestre et al.|(2013,2017]),
Yan, Guo & Wen| (2020))). Specifically, one could recon-
struct the process states and make a decision on possible
misbehaviors based on the residuals generated by the
observers. Alternatively, with lower computational cost,
Ramos et al.[ (2020, [2021)) propose resilient consensus al-
gorithms which are capable of detecting and isolating
the misbehaving agents within polynomial times.

Instead of detecting and excluding the faulty agents,
another line of research focuses on developing resilient
consensus algorithms which guarantee an acceptable
system performance even in the presence of false data.
Most approaches adopt the idea of simply ignoring the
suspicious values. For example, |Dolev et al.| (1986) con-
sider the consensus problem in a complete network,
where an approximate agreement is desired in the pres-
ence of misbehaving agents. In order to overrule the
effects of malicious nodes, a secure updating strategy is
proposed. The essential idea is that each normal agent
discards the most extreme values in its neighborhood
and updates the state based on the remaining ones at
any time. Such protocol has then inspired a family of
algorithms, namely Mean-Subsequence Reduced (MSR)
algorithm (de Azevedo & Bloughl (1998]), Kieckhafer,
& Azadmanesh) (1994)), Vaidya et al.| (2012)). |[LeBlanc
et al. (2013) modify MSR and present a Weighted
Mean-Subsequence-Reduced (W-MSR) algorithm. Dif-
ferent from that in MSR, a normal agent only removes
the extreme values that are strictly larger or smaller
than its own. This mechanism results in its own state
being kept at each time and turns out to keep more
useful information than MSR. Furthermore, instead of
the complete graphs, they analyze W-MSR in more
general topologies. A novel property named network
robustness is introduced therein, which characterizes
the resiliency of W-MSR in terms of graph structure.
Following the similar research line, [Shang (2021b) pro-
poses a private-expressed opinion formation model,
which facilitates the benign agents to achieve a resilient
agreement while protecting their private opinions from
being eavesdropped by the outliers. [Senejohnny et al.
(2019) further extend MSR to the context where each
agent has independent clocks and possibly makes up-
dates at arbitrary instants. This work particularly sheds
light on developing resilient event-triggered and self-

triggered control strategies. Later, Dibaji & Ishii| (2015)
generalize the above results to second-order systems.

The MSR-based strategies ensure the resilient consen-
sus in uni-dimensional systems where agents’ states are
assumed to be scalars. Under certain conditions, the fi-
nal agreement is guaranteed to be within the interval
limited by the minimum and maximum values of nor-
mal agents’ initial states. The implication on scalar vari-
ables, however, produces crucial limitations in various
practical applications such as the vehicle formation con-
trol on a 2D-plane. Inspired by this fact, recent research
attention has been paid to extending the MSR algorithm
to the more general d-dimensional spaces, where d > 1
(e.g., [LeBlanc & Koutsoukos| (2017)), Mendes & Herlihy
(2013)), [Shang (2020} 2021 d)), |Vaidya| (2014), |Vaidya &
Garg) (2013), [Wang et al.| (2018), [Yan, Mo, Li & Wen
(2020)) ). Specifically, various algorithms are developed in
literature to facilitate the healthy agents to achieve an
agreement within the convex hull formed by their initial
states. To this end, at each iteration, every benign agent
seeks a resilient convex combination, referring to a point
within the convex hull formed by its benign neighboring
states. Existing works find this point through calculat-
ing either the Tverberg points ([Vaidyal (2014), [Vaidya
& Gargl (2013)) or the intersection of multiple convex
sets (Mendes & Herlihy|(2013)), Wang et al.| (2018)), Yan,
Mo, Li & Wen| (2020])). While the results therein are el-
egant, the calculation is rather costly ((Agarwal et al.
(2008)) and these works, unfortunately, do not provide
an efficient way to do it. This leads to a major concern in
applying the existing algorithms. Moreover, notice that
most literature studies one or more specific algorithms,
while a unified resiliency analysis for the general class of
consensus algorithms is still absent.

This work is inspired by the issues above. In what follows,
we summarize our main contents and contributions:

1) To achieve greater generality, we first propose a uni-
fied framework integrating most commonly used consen-
sus algorithms, where each normal agent computes an
“auxiliary point” based on its received states and moves
its state towards this point at every iteration. This pa-
per conducts a resiliency analysis over this large class of
distributed protocols. We provide verifiable conditions
for the achievement of resilient consensus and obtain the
lower bound on its exponential convergence rate. Lever-
aging such conditions enables us to characterize and de-
sign a specific resilient algorithm in the presence of mis-
behaving agents.

2) Following the proposed generic framework, two algo-
rithms are further developed in this work. To be specific,
the first one facilitates the resilient consensus within the
convex hull formed by benign agents’ initial states. We
also present an explicit approach for computing the aux-
iliary point using linear programming. Compared with
the existing works (Mendes & Herlihy| (2013)), [Vaidya



(2014), |[Yan, Mo, Li & Wen| (2020)), the proposed algo-
rithm yields lower computational cost which will not in-
crease with the size of the in-neighborhood of any agent.
The second algorithm, by using a switching rule, com-
plements Algorithm 1 and acts as a “built-in” security
guarantee for standard average consensus algorithms.
Specifically, the performance of Algorithm 2 agrees with
that of the standard ones in the absence of faulty nodes
while providing additional resiliency when faulty ones
exist.

3) Since the idea behind canonical consensus serves as a
fundamental principle in many distributed coordination
settings, the methods provided in this work offer pow-
erful tools in tackling the faulty components for a large
number of consensus-based distributed algorithms.

A preliminary version of Algorithm 1 has been reported
in our previous work [Yan, Mo, Li & Wen| (2020)), where
most of the proofs are missing. In specific, the previous
work requires that each normal agent calculates a safe
kernel, which is the intersection of a group of convex sets.
After that, it computes the vertices of this kernel for up-
dates. Therefore, the major concern of applying it is the
high computational complexity. Moreover, the approach
may fail in a complex network where some agents have
abundant neighbors. In contrast, Algorithm 1 is of more
lightweight since, instead of the whole safe kernel, only
2d points in it are going to be calculated. As proved, this
step can be achieved through a linear programming with
a lower computational cost that is independent of the
network complexity. Notice that by doing so, the prob-
lem of vertex enumeration, which is also computation-
ally prohibitive (Avis & Fukudal (1992)), is avoided.

The rest of this paper is organized as follows. After intro-
ducing the preliminaries and notations in Section 2, Sec-
tion 3 formulates the problem of interest. To achieve the
resilient consensus in multi-dimensional spaces, a gen-
eral “auxiliary point” based updating framework is de-
tailed in Section 4, which incorporates most of the exist-
ing consensus algorithms. Sections 5 and 6 provide spe-
cific resilient strategies, the efficiency of which is also an-
alyzed therein. We finally test the main results through
numerical examples in Section 7 and conclude the paper
in Section 8 .

2 Preliminaries

We start by introducing the preliminaries and notations.

2.1 Graph theory

Let us consider a digraph G = {V, £}, where V is the
set of agents, and £ C V x V is the set of edges. The
edge e;; € £ indicates that agent ¢ can directly receive

information from agent j. The sets of in-neighbors and
out-neighbors of agent i are respectively defined as

./\/;."' £ {j €Vlei; € &}, ./V;-_ = {j € V]ej; € £}.

As one might imagine, there is a close coupling between
network topology and the maximum number of tolerable
faulty agents. For the resilient algorithms discussed in
this paper, we characterize their security and efficiency
in terms of network robustness. It was first introduced
in [LeBlanc et al.| (2013]) and is formally defined below:

Definition 1 (r-robustness): A digraph G = {V,E} is
r-robust, if for any pair of disjoint and nonempty subsets
V1,Vo €V, at least one of the following statements hold:

(1) There exists an agent in Vy such that it has at least
r in-neighbors outside V1 ;

(2) There exists an agent in Vs such that it has at least
r in-neighbors outside Vs.

Definition 2 ((r, s )-robustness): A digraph G = {V,E}
is (r, s )-robust, if for any pair of disjoint and nonempty
subsets V1,Vo C V, at least one of the following state-
ments holds:

(1) Any agent in V1 has at least v in-neighbors outside
15
(2) Any agent in Vo has at least r in-neighbors outside

2
(3) There are no less than s agents in V1 U Vs such that
each of them has at least r in-neighbors outside the
set it belongs to (V1 or Vs).

Intuitively, network robustness is a connectivity mea-
sure for graphs. It claims that for any two disjoint and
nonempty subsets of agents, there are “many” agents
within these sets that have a sufficient number of in-
neighbors from outsides.

An efficient way for constructing the network robustness
is given in [LeBlanc et al.| (2013]), where the authors pro-
pose how to construct a robust digraph from an existing
one. On the other hand, [LeBlanc & Koutsoukos| (2013)
introduce several algorithms, which can be either cen-
tralized or distributed, to check the robustness of a given
digraph. Alternatively, Usevitch & Panagou (2020) also
presents a method for determining the robustness of di-
graph using mixed integer linear programming. Since the
construction and verification of robust networks are not
the main focus of this paper, we refer interested readers
to these works for more details.

2.2 Attack model

To model the behaviors of misbehaving/faulty agents,
let us denote by F the set of such nodes. Any agent i € F



could either be the adversarial one with the value be-
ing manipulated by the attacker, or the non-participant
agent who does not follow the predefined updating rule.
On the other hand, B is the collection of benign agents
who always obey the given law to compute the desired
function. It is clear that BN F = @ and BUF = V.

This paper considers Byzantine attack model (LeBlanc
et al. (2013)), where no restrictions are imposed on the
transmitted data of faulty agent ¢ € F. Namely, both
the adversarial and non-participant agents are allowed
to send out arbitrary and even different data to different
neighbors. Furthermore, the faulty agents could also col-
lude among themselves to decide on the deceptive values
to be communicated. The threat can be characterized
by its scope:

(1) (F-total attack model) There are at most F' misbe-
having agents in the network. That is, |F| < F.

(2) (F-local attack model) There are at most F' misbe-
having agents in the in-neighborhood of any agent.
That is, |F NAN;T| < F, for any agent i € V.

Remark 1 The parameter F', which is an upper bound
of the number of faulty agents, is assumed to be known.
It might be determined by the a priori knowledge on the
vulnerability of each agent or the quality of each sensor.
For instance, the nodes with lower security investment
are reasonably assigned with high vulnerability (Abbas
et al.| (2017)). Alternatively, the quantity F' may also be
viewed as a design parameter, indicating how many bad
agents the network can and is willing to tolerate. As will
be proved, choosing a larger F' increases the resiliency of
network but also yields higher computation complexity.
Moreover, |Shang (2020) also introduce a max-consensus
process to estimate F'. We should note that in the rich lit-
erature dealing with malicious sensors/agents, e.q.,|Ab-
delhakim et al.| (2013), |LeBlanc et al| (2015),|Vaidya &
Garg (2015), | Vamvoudakis et al.| (2014), it is also as-
sumed that the number of faulty nodes is known to the
system operator.

2.8 Notations

For any vector z € R%, x; is defined as the /-th entry of
it. Given a finite set X C R?, let us denote

me(X) = ;réigmg,

My(X) & max
e

and

Namely, m¢(X) and M,(X) are respectively the min-
imum and maximum value among the ¢-th entries of
points in X', and H x is the hypercube defined through
Cartesian product. We use Cen(X’) to denote the center
of Hx.

Given any finite set X, we denote by Conv(X) the con-
vex hull formed by X, namely the set of all convex com-
binations of the points in X

Nomenclature

Ty the /-th entry of 2 € R?

Conv(X) convex hull formed by the point set X

me(X) minimum value among the ¢-th entries
of points in X

My(X) maximum value among the ¢-th entries

of points in X

Hx d-dimensional hypercube defined by
Cartesian product of [mg(X), My(X)],
where ¢ € {1,--- ,d

Cen(X)  the center of Hy

m5 (k) minimum value among the ¢-th entries
of benign agents’ states at time &

MPE(k) maximum value among the ¢-th entries
of benign agents’ states at time &

Ay(k) the distance between mZ(k) and
M (k)

=(k) convex hull formed by the states of be-
nign agents at time k

Bs the d-dimensional ball centered at ori-

gin with radius J.

3 Problem Formulation

In this paper, we consider a group of NV agents cooper-
ating over a digraph G = {V,£}. At any time k > 0,
let 2'(k) € R? denote the current state of agent i. The
agents are said to reach a consensus if there exists a
constant T such that limg_, o 2*(k) = Z holds for every
agent i. In particular, if z = 1/N vazl 2%(0), the aver-
age consensus is achieved.

As many practical applications fit into the framework
of average consensus, much research effort has been de-
voted to this field. In the distributed framework, each
agent updates according to a generic rule as follows:

2 (k+1) = o' (k)x' (k) + (1 — o' (k)@ (k) + €' (k), (3)
where (k) is termed as an “auziliary point” through-

out this paper, and is calculated by a certain function of
agent 7’s in-neighboring states. Moreover, £*(k) is termed



as a “residual”. With respect to different ways of calcu-
lating (k) and &*(k), various algorithms are developed
by the research community to solve the consensus prob-
lem, see [Moallemi & Van Roy| (2006), [Olfati-Saber &
Murray| (2004)), Olfati-Saber & Shamma; (2005)), |[Raffard
et al.|[(2004), Ren et al| (2007 for examples.

It is worth noticing that, the standard approaches im-
plicitly assume that all agents are reliable throughout
the execution and cooperate to achieve the desired
value. However, as the number of local agents increases,
certain concerns arise that make this assumption to
be violated. As discussed before, the strong depen-
dence of distributed algorithms on the communication
infrastructures creates lots of vulnerabilities for cyber
attacks, where the transmitted information might be
manipulated by external adversaries. Additionally, a
“non-participant” agent may exist, that deviates from
the normal update rule and sends out self-designed in-
formation to its neighbors for its own benefits. Clearly,
such misbehaviors would degrade the performance of
consensus protocols: they can either prevent the benign
agents from reaching a consensus or manipulate the
final agreement to be false. In fact, as shown in [Sun-
daram & Gharesifard| (2018)), a single “stubborn” agent
can cause all agents to agree on an arbitrary value by
simply keeping this value constant.

These security concerns lead to the study of resilient
consensus protocols. In this paper, we intend to present a
secure strategy to achieve the agreement among healthy
agents while raising its resiliency so as to avoid being
seriously influenced by the network misbehavior.

For this purpose, at any time k, let us denote by Q(k)
the set of benign agents’ states. We further define

Z(k) = Conv(Q(k)), (4)

which is the convex hull formed by the states of benign
agents. This paper aims to achieve the objectives below,
regardless of the initial states and even in the adversarial
environment:

Definition 3 [Resilient consensus] The benign
agents are said to achieve the resilient consensus if the
following conditions are satisfied:

(1) Agreement: As k goes to infinity, it holds for any
benign agent i that limy_,., 2'(k) = Z for some
z € R%;

(2) 0-Validity: At any time, the states of benign agents
remain in the set =(0) + Bs, where Bs is a d-
dimensional ball centered at origin with radius
0 < oo0.

We elucidate these conditions below. First, the states of
the benign agents should converge to the same constant

value even in the presence of misbehaving ones. In addi-
tion, d-validity condition guarantees that the influence
caused by the misbehaviors will be bounded throughout
the execution. Hence, the resilient consensus algorithms
protect the benign agents from being significantly mis-
led by the faulty ones. In this condition, J is a design pa-
rameter that indicates the resiliency level that the sys-
tem is willing to introduce. More specifically, choosing
6 = 0 means the system wants to achieve high resiliency
by seeking a decision vector exactly from =(0). On the
other hand, increasing § means the system is willing to
tolerate more performance loss when the network mis-
behaviors exist. As will be seen in Remark 3, this may
provide more freedom in the algorithm design.

In this paper, besides discussing the general framework
(3) and obtaining the sufficient conditions for it to
achieve resilient consensus, we would also provide two
specific algorithms to enforce such conditions.

4 Sufficient Conditions on Achieving Resilient
Consensus

Clearly, (3) represents a general form of distributed
consensus algorithms. Therefore, this section will lever-
age this form and establish sufficient conditions for this
framework to facilitate the resilient consensus. These
conditions are helpful for us to characterize and design
specific resilient algorithms in the presence of misbe-
having agents.

Atany £ € D = {1,2,--- ,d}, let us respectively denote
by mP (k) and Mp (k) the minimum and maximum value
among the /-th entries of benign agents’ states at time
k. That is,

mf (k) £ me(2(k)) = mina}(k), 5
MEG) £ MO = magri),

where my(2(k)) and M,(Q(k)) are defined in (1). The
temporal difference is thereby defined as

Ag(k) = MP (k) —mg (k). (6)

For convenience, the following definitions are made for
any € € R:

Vit(kye) 2 {i e V:ah(k) <el,

; 7
VM (k,e) 2 {i € V:xh(k) > e} @)

From the definitions above, V" (k, €) [resp. VM (k, €)] in-
cludes all agents, the ¢-th component of whose state is



lower [resp. greater] than e at time k. We then define

Bj'(k,e) £ V" (k,e) N B,
M A yyM (8)

B@ (k', 6) = Vé (k, 6) n B,
which consist of benign agents in V" (k, €) and VM (k, €),
respectively.

With the above preparations, we claim that, the below
conditions are sufficient for (3) to guarantee the resilient
consensus, the proof of which is given in Appendix A:

Theorem 1 Consider the network G = (V,E). Suppose
that each benign agent i € B updates with rule (3), and
the following conditions hold for any k € Z>o and{ € D:

C1: (Weight) There exists 0 < a < 1 such that o' (k) >
aand 1 — o' (k) > «; 4
C2: (Residual) The sequence {e'(k)} satisfies that

Dl < oo; (9)
k=0

C3: (Auxiliary point) There exists a finite set A'(k) C
=E(k), such that the auziliary point is chosen from
the center of H iy . Namely, (k) = Cen(A'(k));

C4: (Topology) Given any €1,€s € R, if BM(k,e1) and
B (k,e2) are disjoint and nonempty, there exists a
benign agent, labeled as j, such that at least one of
the following statements holds:
4a) j € BM(k,€1) and there exists a point in AJ(k),

the (-th entry of which is upper bounded by €1 ;
4b) j € BJ'(k, €2) and there exists a point in A (k),
the £-th entry of which is lower bounded by €.

Then the following statements hold, regardless of the ac-
tions of misbehaving agents:

(1) Benign nodes exponentially reach resilient consensus;

(2) It follows for any k € Z>o and any £ € D that:

B kt|B]—1
A+ 18) < (1- O ) am 42 Y o0,
= o)

where ‘
(k) £ max [[e* (k)|l- (11)

We present a few remarks regarding the listed condi-
tions. First, condition C3 prevents the misbehaving ones
from taking arbitrary control over the dynamics of be-
nign ones. To see this, we note that the set Ai(k) is
“safe”, since it is contained in Z(k), which is formed by
only benign states. Therefore, 7*(k) is safely chosen. C1

and C2 are imposed for the d-validity condition, where
the former condition guarantees that any benign agent
always uses the convex combination of some safe points
in updating, and the latter ensures the bias to such a
safe combination is accumulatively bounded. Moreover,
the lower bound on update weights, i.e., a in C1, guar-
antees that any benign agent i could be sufficiently in-
fluenced by the “safe state” z%(k). Notice that similar
conditions are widely adopted in both standard consen-
sus algorithms ( |Lorenz & Lorenz| (2010)),[Matveev et al.
(2021)), Nedic et al.[(2010)) and resilient consensus algo-
rithms ([LeBlanc et al.| (2013)),/Sundaram & Gharesifard
(2018), [Yan, Mo, Li & Wen| (2020))). Finally, C4 plays
a crucial role in guaranteeing the agreement condition.
Intuitively, it claims that, if the agreement among be-
nign states has not been reached at the /-th entry, i.e.,
there exist some benign states, the ¢-th entry of which
is smaller [resp. larger| than others, then one of them
has some benign in-neighbors with larger [resp. smaller]
{-th entries so that it can move towards the consensus.
Therefore, C4 is associated with the network topology.
In Section 5, we would present topological conditions to
enforce this statement.

As a result of Theorem 1, the resilient algorithm pro-
tects the states of benign agents from being driven to
arbitrary values. Hence, the network could withstand
the compromise of partial agents. Furthermore, since the
convergence holds regardless of the actions of misbehav-
ing agents, it works effectively even in the worst-case sce-
nario, where the faulty agents could be Byzantine that
send arbitrary and different information to different out-
neighbors, and could also have full knowledge of graph
topology, updating rules, etc.

Notice that Theorem 1 provides verifiable conditions for
checking the resiliency of any consensus algorithm which
is in the form (3). We thus can leverage such results to
design specific resilient algorithms in adversarial envi-
ronment.

5 Resilient Consensus Algorithm 1

In this section, we shall provide a specific algorithm to
solve the problem of resilient consensus under the attack
model discussed in Section 2.2. By ensuring the sufficient
conditions in Theorem 1, we show that the proposed
algorithm guarantees the agreement exactly within the
convex hull formed by the initial states of benign agents,
namely, achieves the resilient consensus with § = 0.

Throughout this section, we impose the following as-
sumption on network topology:

Assumption 1 For any i € B, it holds that |N;| >
(d+ 1)F + 1.

To simplify notations, the following definitions are given
beforehand:



Definition 4 Consider a se{'] A C R? with cardinality
m. For somen € Z>¢ andn < m, let S(A,n) be the set
of all its subsets with cardinality m — n.

It is clear that the set S(A,n) contains (") elements,
and each of them is associated with a convex hull. The
intersection of all these convex hulls plays a crucial role
in our algorithm, which is formally defined below:

Definition 5 Consider a set A C R? with cardinality
m. For somen € Z>q andn < m, we define U(A,n) as

U(A,n) = ﬂ Conv(S). (12)

SeS(A,n)

In view of Definition 5, ¥ (A, n) is a subset of the convex
hull formed by any m — n points in A.

Now we are ready to present the resilient algorithm,
where each normal agent ¢ € B starts with an initial
state 2°(0) € R?. At any instant k& > 0, it makes updates
as outlined in Algorithm 1.

The information flow of Algorithm 1 is presented in
Fig. 1. At each time k, the normal agent sorts the re-
ceived states from every dimension. We would prove later
that both y*(p, k) and 2% (p, k) are “safe”, as they belong
to the convex hull formed by benign states. Calculat-
ing either of them requires a subset of received states,
which contains exactly (d + 1)F + 1 points in X%(k).
By collecting {y*(p, k)} and {z*(p, k)} in A(k), the be-
nign agent chooses the auxiliary point from the center
of Hi(xy and makes updates. Finally, as every fault-free
agent is only required to access the information in its
in-neighborhood, Algorithm 1 can be implemented in a
fully decentralized manner.

5.1  Computation of y*(p, k) and z*(p, k)

Before showing the resiliency of Algorithm 1, we prove
the existence of y'(p, k) and z%(p, k) for any p € D. To
this end, it is helpful to introduce Helly’s Theorem,
which is a key supporting technique of this section:

Helly’s Theorem (Danzer et al.| (1963)). Let
X1, , X4 be a finite collection of convex subsets in R?,
with ¢ > d. If the intersection of every d+ 1 of these sets
is nonempty, then the whole collection has a nonempty

! To be more precise, A should be defined as a multi-set
since we allow duplicate elements in the set, e.g., the states
of m agents shall be counted as m points even if some of
them may be identical.

Algorithm 1 Resilient consensus algorithm 1 for benign
agent ¢

1: Receive the states from all in-neighbors j € ./\/Z-'s'7 and

collect these values in X*(k).

2: for p e {1,2,...,d} do
a): Sort in an ascending order the points in X*(k)
based on their p-th entries.
b): According to the sorted points, pick up the first
(d + 1)F + 1 ones and collect them in Y(p, k).
Calculate any point y'(p, k), such that y'(p, k) €
(Y (p, k), F).
¢): Similarly, pick up the last (d + 1)F + 1 ones
from the sorted points and collect them in Z(p, k).
Compute any point 2% (p, k) € ¥(Z(p, k), F).

end for
3: Define a point set as

Al(k) £ {y'(p.k), 1 < p < d}U{z'(p, k), 1 < p < d}.
(13)
Agent i chooses the auxiliary point from the center of
H i (k), namely,

(k) = Cen(A'(k)). (14)
It then updates the local state as:

xi(k_i_l)zw' (15)

4: Transmit the new state z°(k + 1) to out-neighbors
JeN .

intersection. That is,

q
(X, #2
j=1

Below is an immediate result of Helly’s Theorem:

Corollary 1 Consider a set A C RY with cardinality m.
For anyn € Zso, ifm > n(d+ 1) + 1, then it holds that

V(A n) # 2.

Combining the results above with Assumption 1, it is
concluded that both ¥(Y(p, k), F) and ¥(Zi(p, k), F)
are nonempty for any p € D. Therefore, y'(p, k) and
24 (p, k) are well-defined.

We next discuss the computation of y*(p, k) in Step 2b),
by which 2¢(p, k) can be calculated similarly. For sim-
plicity, we omit the dimension index p and time index k
in the sequel of this subsection.
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Fig. 1. The schematic diagram of the information flow for Algorithm 1.

Let us denote k = (d+1)F +1. Note that (¢, F) is the
intersection of r = ( ) convex hulls, with each of which
formed by a set of ¢ = dF + 1 points. For any of these
sets, let us define the matrix with the points in it as

Y; L |::17j1 iz ... qu:| € Réx,
We then denote
Y £ diag{Y},j =1,2,...,r} € RI"*4",

Example 1 Suppose that Y = {x!, 2% 2%, 2*} and F =
1,d = 2. One thus has

Y, = [ml 22 $3}7y2: {xl 22 x4},
Ys = [:cl x> x‘q Y, = [xz x3 x4},

and
Y = dlag {Y17)/27 Y33 Y4} .

Instead of (12), the following lemma provides another
way to represent ¥ ()", F) in terms of linear constraints:

Lemma 1 (Wang et al.| (2018)) Let C € R™™" be the
circulant matriz with the first row as |1 —10 --- 0} .
Then

- 1
v, F) = {1 v},
for all v € RY" such that

(CeI)Y
(101

Note that any point in ¥ (Y?, F') is acceptable for achiev-
ing the resilient consensus. We could, thereby, choose any
~* satisfying (16), and compute y* = (1. ® I;) Y~v*/r.

To this end, Phase I method in (Boyd et al[2004, Sec-
tion 11.4) will be adopted by solving the following linear
programming;:

max «

(C®Id)y _ 04y
(1 o1 VM’ "o

vi>a, 1=1,2, .. qr.

As W(Yi, F) # &, the problem is always solvable, with
the computational complexity of O ((qr)3) (
(2004)). It is not surprising that this computational cost
is independent of |N;"|, as the cardinality of }? is fixed
as (d+1)F +1. As a consequence, the algorithm will not
introduce higher complexity in the network where some
agent has a large number of in-neighbors.

5.2 Performance analysis

In view of (15), the first two conditions in Theorem 1 are
naturally satisfied by noting that o = 1/2 and ¢'(k) =
0,Vi. To prove the efficiency of Algorithm 1, the rest of
this subsection aims to verify C3 and C4 of Theorem 1.

To this end, let us define the following set
S'(k) £ w(X'(k), F), (18)

where recall that X%(k) is the collection of states re-
ceived from in-neighbors at time k. We next introduce
the following result:

Lemma 2 Consider the network G = (V,&). Suppose
that the misbehaving agents follow either F-local or F'-
total attack model. With Algorithm 1, it holds for any
1 € B that

(1) y'(p,k) € S'(k) and z*(p, k) € S*(k);
(2) S'(k) is a subset of the convex hull formed by the



states of benign agents, namely:

A(k) € E(k), (20)
where AY(k) is defined in (13).

As a direct result of Lemma 2, the following corollary
presents a non-expansion property of Z(k):

Corollary 2 Consider the network G = (V, £). Suppose
that the misbehaving agents follow either F-local or F -
total attack model. With Algorithm 1, the following rela-
tion holds at any k > 0:

S(k+1) € E(k). (21)

Proof. Consider any benign agent i. By virtue of
Lemma 2, one directly has z'(k + 1) € Z(k + 1) as it is
a convex combination of some points in Z(k + 1). Since
this holds for any normal node, the proof is completed.
O

Now we present sufficient conditions on network topol-
ogy, under which the final condition in Theorem 1 will
be met:

Lemma 3 Consider the network G = (V,E). Suppose
that the network satisfies one of the following conditions:
1) under F-local attack model, and is ((d + 1)F + 1)-
robust;

2) under F-total attack model, and is (dF + 1, F + 1)-
robust.

With Algorithm 1, C4 in Theorem 1 is guaranteed.

With the above results, one immediately concludes that
the proposed algorithm facilitates the resilient consen-
sus, as stated below:

Theorem 2 Consider the network G = (V,E). Suppose
that the network satisfies one of the following conditions:
1) under F-local attack model, and is ((d + 1)F + 1)-
robust;

2) under F-total attack model, and is (dF + 1, F + 1)-
robust.

With Algorithm 1, it holds for any k € Z>o and any
¢ € D that:

Ay(k+1B|) < (1 — QiBJAg(k), (22)

where Ay(k) is defined in (6). Moreover, benign agents
exponentially achieve resilient consensus within the con-

vex hull formed by their initial states, regardless of the
actions of misbehaving ones.

Proof. The theorem is immediately achieved by invok-
ing Corollary 2 and substituting (10) with « = 0.5 and
d(k) =0, Vk. |

Remark 2 By definitions, we note that any ((d+1)F +
1)-robust graph is (dF + 1, F 4+ 1)-robust as well, but not
vice versa. This is to say, a network which is able to toler-
ate F-local attacks could also survive the F'-total attacks,
while the converse may not be true. This observation is
consistent with the fact that F-total attacks are special
versions of F-local ones.

By Theorem 2, Algorithm 1 guarantees that all benign
agents reach an agreement on a weighted average of their
initial states. Moreover, one concludes from Corollary 2
that the benign agents will never move out of Z(0), i.e.,
the convex hull formed by their initial states.

Remark 3 Let us recall the §-validity condition in Def-
inition 3. Notice that Algorithm 1 enforces the validity
condition with 6 = 0, namely, the states of benign agents
will converge to a point in Z(0). However, as discussed
before, this algorithm is computationally expense when
d or F is large. Regarding this concern, if the system is
willing to allow more performance loss, one can choose a
larger § and adopt some computationally efficient meth-
ods to approzimate y'(p, k) and 2*(p, k) instead of exactly
calculating them. Hence, introducing § in the validity con-
dition also offers more freedom to the design of resilient
consensus algorithms.

5.8 Comparisons with existing works

Before closing this section, we present discussions on
comparing Algorithm 1 with the existing resilient con-
sensus algorithms. Specifically, our algorithm is shown
to outperform the native approach, which independently
applies the scalar algorithms to each component of vec-
tor states, in term of convergence accuracy. Moreover, as
compared to other resilient vector consensus solutions,
Algorithm 1 has the advantage of reducing the compu-
tational cost.

5.8.1 Comparisons with existing resilient consensus al-
gorithms on scalar states

In literature, there has been much work that proved to
be effective in the simple scalar case (e.g., MSR in|Dolev
et al| (1986) and W-MSR in |LeBlanc et al. (2013)).
Therefore, one might consider a naive way to achieve the
resilient consensus in vector spaces by simply applying
the existing scalar protocols to each component of the
states through Kronecker product. Nevertheless, by do-
ing so, the region that benign agents converge to is only



guaranteed as a hypercube which contains their initial
states. In contrast, Algorithm 1 can achieve a sharper
result with the decision vector exactly within the con-
vex hull formed by these states. To see this, we present
a 2-dimensional illustration in Fig. 2.

Fig. 2. A 2D illustration with agents marked with circles.
The location of the node indicates its initial state. With the
simple application of MSR or W-MSR to each dimension,
the final agreement is ensured to be within the rectangle. In
contrast, Algorithm 1 offers a solution that lies in a sharper
area, i.e., the green triangle.

There are many examples where guaranteeing the solu-
tion within this convex hull is important. For instance,
in some stochastic problem settings, each agent has a
probability vector as its initial state. By forcing the deci-
sion vector to stay within the convex hull of their initial
values, the benign agents can also agree on a probability
vector. As another example, for the convex optimization
problems, the set of feasible solutions is convex. Assum-
ing that every benign agent proposes a feasible solution,
staying in this convex hull guarantees that the decision
vector is also feasible. Using scalar consensus algorithm
along each dimension, however, is insufficient to provide
these guarantees in the examples above. Therefore, the
problem of resilient vector consensus gains the research
interests.

5.3.2  Comparisons with existing resilient consensus al-
gorithms on vector states

We next compare Algorithm 1 with the existing solutions
on resilient vector consensus. To this end, let us recall
the updating rules in Algorithm 1. At every step, the
normal agent i obtains the states in its in-neighborhood,
whereas up to F' of them might be faulty. To ensure its
state is updated in a safe manner, agent ¢ hopes to use
only good inputs, the cardinality of which is [N | — F.
Yet as it has no knowledge on the identities of these
values, it seeks for resilient convexr combination, which
is a point contained in the convex hull formed by any
IN;T| — F neighboring states.

Some works achieve this through calculating Tverberg
points (Vaidya (2014),|Vaidya & Garg) (2013)). While the
results therein are elegant, the calculation of Tverberg
points is rather costly and almost impossible in many
cases (|Agarwal et al.|(2008)). The existing works unfor-
tunately do not provide an efficient way to do it, which
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leads to a major concern in applying Tverberg points
to facilitate resilient consensus. Hence, instead of using
Tverberg points, this paper, inspired by Helly’s Theo-
rem, achieves the resilient convex combination by lever-
aging the intersection of a set of convex hulls, namely,
Si(k) as defined in (18).

In Fig. 3, we present a 2D illustration of S?(k). Accord-
ing to Definitions 4 and 5, it intuitively ignores the ef-
fects from the combination of any F values. Therefore,
it is “safe” in the sense that it must be contained in the
convex hull formed by only benign states, as formally
proved in the second statement of Lemma 2. We thus
term S'(k) as a “safe kernel”. At any time, the healthy
agent modifies its state towards this kernel. The effects
of malicious agents are thus limited.

Fig. 3. A 2D illustration of “safe kernel”. Suppose that agent
i € B has 5 in-neighbors and each of their states is repre-
sented by a black circle. Let I’ = 1. The green region denotes
the safe kernel S*(k) = ¥(X*(k), F).

Notice that, in [Mendes & Herlihy| (2013)) and [Yan, Mo,
Li & Wen| (2020), the authors require the safe kernel
to be exactly calculated. However, since this kernel is

the intersection of (lj\gl) convex hulls, the existing ap-
proaches for computing the kernel are usually difficult
(Rademacher| (2007)). Moreover, as the computation of
S'(k) depends on every state in X%(k), their algorithms
may fail when node ¢ has a large number of in-neighbors.
In contrast, instead of computing the whole kernel, only
2d points in it are calculated in Algorithm 1. As shown
in Section 5.1, this step can be achieved by linear pro-
gramming, the computational complexity of which will
not increase in a larger neighborhood. Hence, our algo-
rithm yields a lower cost than these existing works.

6 A modification of Algorithm 1

Despite achieving a decent performance in the presence
of attacks/faults, note that Algorithm 1 can only guaran-
tee a sub-optimal performance in benign environmen

2 To be more specific, this refers to the case of “false alarm”.
Namely, the benign agents believe there exist F' > 0 faulty
nodes and thus perform Algorithm 1 with parameter F'. How-
ever, in fact no faulty ones exist and the network is operating
in the benign environment. In this case, each agent, by per-
forming Algorithm 1, will actively abandon some informa-
tion it received (even though they are benign) as it regards
them as misleading.



namely when |F| = 0. To be particular, it only ensures
converging to an agreement within Z(0) instead of to the
exact average of the agents’ initial states. This means
that in order to increase the system’s resiliency, Algo-
rithm 1 sacrifices the system’s performance during nor-
mal operations.

To cope with this issue, this section seeks an alterna-
tive solution that equips the standard average consen-
sus algorithms with an additional security guarantee. In
particular, given any standard average consensus algo-
rithm, a modification of Algorithm 1 is proposed, which
switches between the standard one in the absence of
faulty nodes and Algorithm 1 in the presence of false
nodes.

For ease of illustration, let us take the linear update rule
as an exampl Suppose that the following protocol
solves the problem of average consensus:

o' (k+1) = a 2" (k) + Z a7 (k) (23)

JENT

such that a” + 37+ @’ = 1 and each weight lowered

bounded by some a € (0,1). Given (23), we shall show
how to enhance the security of it.

To this end, let us define

aij

a &
1—a®

Based on (23), a resilient consensus strategy is presented
in Algorithm 2.

Notice that the key idea of Algorithm 2 is to “resiliently”
compute the local average at each step. Intuitively, when
the difference among received states is small, we regard
the effects of misbehaving ones (if any) as negligible and
adopt the local average 7' (k) for updates. Otherwise, as
proved in Section 5, Cen(A(k)) offers a safe way to re-
place z'(k) and prevents benign states from being sig-
nificantly affected. This switching rule plays a vital role
in enhancing the resiliency in adversarial environment
while guaranteeing the optimality when no faulty agents
exist, as will be proved soon.

6.1 Performance analysis

In this subsection, we shall respectively analyze the per-
formance of Algorithm 2 in the presence and absence of
faulty nodes.

3 The results can be readily generalized to enhance the se-
curity of other standard average consensus algorithms such
as the ones using nonlinear updates or tackling switching
topology.
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Algorithm 2 Resilient consensus algorithm 2 for benign
agent ¢

1: Receive the states from all in-neighbors j € ./\/Z-'s'7 and
collect these values in X*(k).
2: Agent i calculates the weighted average of the received

states as ) o
(k)= > alal (k).
JEN;T

3: Depending on the distance among received states, let
us define

(24)

(k) &
{fci(k)y if [|a7 (k) — &' (k)|| < A(k),Yj € Ni¥,  (25)
Cen(A'(k)), otherwise, (26)

where A’(k) is calculated from Steps 2-3 in Algorithm 1
and the threshold is set as A(k) = co® withc > 0and 0 <
o < 1. Agent i updates its local state by the following
law:

(k4 1) = a2 (k) + (1 — a") 3" (k). (27)
4: Transmit the new state x*(k + 1) to out-neighbors

JeN;.

6.1.1 Performance in the presence of faulty nodes

Let us consider the scenario where the faulty agents ex-
ist. To begin with, we shall first provide an equivalent
form of the updating rule in Algorithm 2.

Lemma 4 Consider the network G = (V,E). Suppose
that the benign agent i € B updates with Algorithm 2.
Then the update of it (24)—(27) is equivalent to the fol-
lowing form at any k > 0:

(k4 1) = a2 (k) + (1 — ') Cen(A' (k) + '(k),
(28)

where limy,_, o0 €' (k) = 0 and >_po || (k)| < oo.

For convenience, let us set #*(k) £ Cen(A*(k)). In view
of (28), the new state is a convex combination of its cur-
rent state 2°(k) and an auxiliary point #*(k), summed
by an exponential decaying term &' (k). Leveraging (28),
it is not difficult to check that all conditions in Theo-
rem 1 are met. Therefore, the resiliency of Algorithm 2
is verified. We formally state the conclusion as below:

Theorem 3 Consider the network G = (V,E). Suppose
that the network satisfies one of the following conditions:
1) under F-local attack model, and is ((d + 1)F + 1)-
robust;

2) under F-total attack model, and is (dF + 1, F + 1)-
robust.

With Algorithm 2, benign agents exponentially achieve
resilient consensus within the following set, regardless of



the actions of misbehaving ones:

(1-a)

— c —
z2foile—is L=Diavezo). @9

Proof. Notice that

§(k) 2 max||e (k)| < (1 — a)A(k) = (1 — a)co™.

(30

Recalling Lemma 5, the theorem can be obtained. [

The threshold in Algorithm 2, i.e. A(k), can be inter-
preted as the disagreement of states that a benign agent
is willing to tolerate in its neighborhood. Increasing A(k)
leads to a higher possibility to use the local average z° (k)
in updates, and thus results in the range where the final
agreement converges to, i.e. Z, being less sharper during
attacks. However, as to be proved later, by choosing a
“large enough” A(k), Algorithm 2 is capable of account-
ing for the state disagreement in benign environment
and thus achieving the optimal performance during nor-
mal operation.

Remark 4 Notice that (29) presents the worst-case up-
per bound, which may be too conservative and can never
be touched in the practical scenario. Therefore, how to
infer a tighter bound will be left as our future work.

Remark 5 Compared with the simple approach of di-
rectly using the existing scalar algorithms (like MSR or
W-MSR) to each dimension of the state vectors, Algo-
rithms 1 and 2 have an obvious limitation since they in-
evitably introduce higher computational costs, especially
when d or F is large. Notice that this is a fundamental
limitation of any resilient vector consensus algorithms in
this line of research, including|Mendes & Herlihy (2015),
Vaidya (2014), |Vaidya & Garg (2015), | Yan, Mo, Li &
Wen| (2020). However, on the other hand, our work would
provide a better convergence result as shown in Fig. 2.
This fact indicates a trade-off exists between high con-
sensus accuracy and low computational complezity. Our
work provides a fine tuning of this trade-off. For exam-
ple, in practice, it might be the case that certain com-
ponents of system variables represent more critical in-
formation. In this case, one can partition d dimensions
into several subgroups and apply Algorithm 1 or 2 on the
group of these critical ones to better protect the system,
while applying MSR or W-MSR to the other components
to reduce the computational burden.

6.1.2 Performance in the absence of faulty nodes

This part investigates the performance of Algorithm 2 in
benign environment. We will show that this performance
agrees with that of the standard rule (23). Therefore,
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even under the case of false alarm, where the agents
mistakenly assume that there exist F' faulty ones (but
indeed there are not), the exact average consensus can
still be achieved by performing Algorithm 2.

To see this, let us define the following matrix:

g - A L+LT
AL (a0, LAT—A L2 +2 .

(31)

We denote by po the Fiedler eigenvalue of ﬁ, ie.,

T
min

o= W0 Tl
1T y=0

The following theorem provides conditions under which
Algorithm 2 coincides with the conventional average con-
sensus protocol (23) and achieves the optimal solution
in fault-free environment:

Theorem 4 Consider the network G = (V,E). Suppose
that each agent updates with Algorithm 2, where ¢ >
(1 — a)max; jey ||2°(0) — 27 (0)|] and o > ps. When no
misbehaving agent exists, Algorithm 2 is equivalent to
(23). In particular, it facilitates the average consensus
among agents in benign environment. That is, it holds
that
) 1N

lim o' (k) = ;xZ(O), Vie. (32)

k—o0

Proof. Consider the update of agent i at any time k.
Invoking |Olfati-Saber & Murray| (2004)), the difference
between any in-neighboring state 27 (k) (V4 € N;") and
the local weighted average Z‘(k) will not exceed A(k)
during normal operation. Therefore, any agent always
uses z°(k) for updates and Algorithm 2 is equivalent to
(23). As assumed, (23) solves the problem of average
consensus. The proof thus follows. O

Remark 6 The upper bound of ||z;(0) — z;(0)|| can be
estimated in many practical systems, since the states
of agents represent quantities that are physically con-
strained (Vaidya & Garg (2013)). For instance, if the
states are 2-dimensional stochastic vectors, it is calcu-
lated that ||z;(0) — z;(0)|| < V2, Vi,j € V. If the states
represent locations of mobile robots in a 3-dimensional
space, then max; jey ||x;(0) — x;(0)|| is determined by
boundary of the region where robots are allowed to oper-
ate.

Therefore, Algorithm 2 maintains the optimal perfor-
mance of the standard consensus algorithm during nor-
mal operation while raising its level of security in the
presence of faults/attacks. Compared with Algorithm 1,
where only a weighted average consensus is reached by



agents, it achieves the exact average in benign environ-
ment, at the expense of sacrificing the performance in the
presence of attacks, which may lead the benign agents
to move out of the convex hull formed by their initial
states. We should notice that the trade-off between the
performance with and without attacks can be balanced
through the threshold A(k).

7 Numerical Example

In this section, we provide some numerical examples to
verify the theoretical results established in the previous
sections.

7.1 2-dimensional exzample

We choose the (3,2)-robust digrap}ﬂ in Fig. 4
as communication network, where the node set is
V = {1,---,6}. According to Theorems 2 and 3, the
network can tolerate a single misbehaving node in a
2-dimensional system. Suppose that this misbehaving
agent intends to prevent others from reaching a correct
consensus by setting its states as 23 (k) = 4.5 * sin(k/5)
and 22(k) = k/25 + 1. On the other hand, the benign
agents are initialized randomly within [—1, 1.5] x [0.5, 4].

P ;
I I
: l

Fig. 4. A (3,2)-robust communication network.

The performance of Algorithm 1 is tested in Figs. 5 and
6. Results show that the benign agents are guaranteed
to stay in the convex hull of their initial states at any
time and they finally reach an agreement, which vali-
dates Theorem 2. As compared to the native approach of
independently applying W-MSR (LeBlanc et al.| (2013)))
to each dimension of the vector state, our strategy yields
a more accurate consensus result.

We next compare the performance of Algorithm 2 with
those of 1) Algorithm 1, 2) the standard average consen-
sus algorithm given in |Olfati-Saber & Murray| (2004
and 3) the native approach of simply applying W-MSR
to each entry. In|Olfati-Saber & Murray| (2004)), the ad-

4 This network is established based on the robust digraph
given in Dibaji et al. (2017), by following the method pro-
posed in |LeBlanc et al.|(2012) which shows how to construct
an (r, s)-robust digraph from an existing one.

Faulty agent G y

(b) Trajectory of local states under using W-MSR
(LeBlanc et al.| (2013))) independently to each entry.

Fig. 5. Comparison of local states’ trajectory under different
algorithms, where the area surrounded by the dashed lines is
the convex hull formed by the initial states of benign agents.

i(k)

5 10 15

Time k

Fig. 6. The states of agents under Algorithm 1, where the
red dashed line represent the state of faulty agent, and the
others represent those of benign ones.
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Fig. 7. Performance comparison of different algorithms in
the absence of faulty agent, where (k) £ + > ey @ (k).

jacent matrix is set as

(0.3 02 0 0.2 0.150.15]
0.15 0.25 0 0.25 0.15 0.2
0.1 0.1 0.20.250.25 0.1
0.15 0.1 0.2 0.3 0.15 0.1
0.15 0.15 0.4 0 0.15 0.15
015 0.2 02 0 0.15 0.3 |

(33)

where each weight is lower bounded by a = 0.1. To
enforce the conditions in Theorem 4, the parameters in
Algorithm 2 are set as ¢ = 4.5 and ¢ = 0.6.

As shown in Figs. 7 and 8, in the fault-free environment,
Algorithm 2 achieves the same performance as that of
Olfati-Saber & Murray| (2004), while Algorithm 1 and
W-MSR, although can guarantee an agreement among
agents, are unable to converge to the exact average of
agents’ initial states. On the other hand, Algorithm 2
performs similarly to other resilient solutions to provide
additional security guarantees in the presence of network
misbehaviors.

7.2 A 3-dimensional ezample

To further evaluate the computational complexity, we
perform Algorithm 1 in a 3D system. It is assumed that
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Algorithm 1

g —— Algorithm 2
‘%le - - - Standard algorithm
= W-MSR
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Fig. 8. Performance comparison of different algorithms in
the presence of faulty agent, where Z(k) £ ‘1?‘ > jen @ (k).

8 agents cooperate through a complete graph with one
of the agents being faulty. According to [LeBlanc et al.
(2013)), this network is (4, 2)-robust. Therefore, it is able
to tolerate this single misbehaving agent as claimed in
Theorem 2 and also verified in Fig. 9. On a Macbook
Pro with a 2.6 GHz processor, at every time step, each
agent takes around 2 seconds to make an update by cal-
culating the auxiliary point using CVX (Grant & Boyd
(2014)). As analyzed in Sections 5.1 and 5.3, the existing
algorithms will inevitably introduce higher cost in this
complete graph where each agent has a large neighbor-
hood, since the calculation therein increases exponen-
tially with the number of in-neighbors.

It is also noted that our computation will be super fast
if there are no faulty nodes, since Algorithm 2 performs
exactly as a standard average consensus algorithm in
this scenario.

Faulty agent

Fig. 9. The trajectory of local states under Algorithm 1,
where the area within the blue polyhedron is the convex hull
formed by the initial states of benign agents.

8 Conclusion

Due to its wide applications, the distributed coordina-
tion in networked systems has attracted much research
interest. In this paper, we are interested in the achieve-
ment of resilient vector consensus under misbehaving



agents. We propose a general framework of consensus al-
gorithms and provide verifiable conditions for checking
the resiliency of it. The lower bound on convergence rate
is also given. Based on the derived conditions, two spe-
cific algorithms are then developed. As the consensus ar-
guably forms the foundation for distributed computing,
the results in this paper provides solid foundations for
future works to develop resilient coordination protocols
in other consensus-based problems.
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A Proof of Theorem 1

In order to show that benign agents exponentially
achieve the resilient consensus, we shall respectively
prove the §-validity and agreement conditions.

Part I: Achievement of )-validity condition

The d-validity condition is guaranteed by the following
results:

Lemma 5 Under the conditions of Theorem 1, it holds
at any time k that:

2k+1) cZ2(k)+ B5(k), (A1)
where Z(k) is defined in (4).
Proof. Notice that Z(k) is convex at any time. Given
C1 and C3, the below statement is clear for any benign
agent i € B:

#(k+1) € {o: flo -l <6(k), Fx € (M)}, (A2)
where §(k) is defined in (11). The proof is completed. OJ
Proposition 1 Under the conditions of Theorem 1, the

0-validity condition is guaranteed by (3).

Proof. It follows that

i&(k) <y (f:nai(k)n) < o0,

k=0 i€B k=0

(A.3)



where the last inequality holds by (9). The proof is thus
trivial by evoking Lemma 5. O

Part II: Achievement of agreement condition

In order to establish the agreement condition, it is equiv-
alent to show that benign agents reach a consensus at
any dimension. Due to the symmetry between different
dimensions, without loss of generality, we would only fo-
cus on the first entry of local states. To this end, we first
prove (10), namely:

Lemma 6 Under the conditions of Theorem 1, it holds
at any k € Z>q that:

k+|B|—1

k)+2 > 6(r)
7=k

(0.50) !Bl
05 )

Av(k+ [Bl) < (1 -

Proof. As a direct result of Lemma 5, it yields for any
¢ € D that

where MB(k) and m% (k) are given in (5).

Then suppose that at time k, it holds that ME(k) #
m?(k:), , Ay(k) > 0. Let us define € = Aq(k)/2.
It is tr1v1al to conclude that B (k, MB(k) — ) and
B (k,mB(k) + ¢) are both disjoint and nonempty.
Hence, a benign agent exists, labeled as j, such that
either Condition 4a) or 4b) holds.

Without loss of generality, let j € B} (k, MP (k) —¢q) be
such an agent. Therefore, there exists a point in A7 (k),
the first entry of which is upper bounded by MP? (k) — €.
We hence conclude that m;(A7(k)) < ME(k) — €. In
view of C3, it follows that M;(A7(k)) < ME(k). Since
%7 (k) = Cen(A’ (k)), we obtain that

# (k) < 0.5ME(k) + 0.5(MB (k) — €)

= MB(k) — 0.5¢. (&-5)

Consequently, it follows that

le(k +1) = ajx{(k) +(1— aj)xl(k‘) + 61(k)
< (1 —a)MB(k) + a[MB(k) — 0.5¢] + d(k)
= ME(k) — 0.5ae0 + 5(F).
(A.6)

Moreover, for any benign node i € V\VM (k, ME (k) —

€o), it holds that

2i(k+1) = a'ai (k) + (1 — a')&} (k) + 1 (k)
< a[MPB(k) — €] + (1 — a)MB(E) + 6(k)
= MEB(k) — aeg + (k).

Therefore, the upper bound in (A.6) also applies to any
benign agent in V\VM (k, MB(k) — ).

Similarly, if j € BY*(k,m5 (k) + €), and AJ (k) contains
some point with first entry lower bounded by €5, we ob-
tain that & (k) > mB(k) + 0.5¢p and have an analo-
gous result that 27 (k + 1) > mP(k) + 0.5aey — 6(k),

which again, is the lower bound for every benign agent
in V\VJ" (k, mfP (k) + €0).

Define ¢ = 0.5aeg — 0(k) < €p. Let us consider the sets
BM(k+1, MB(k)—e;) and BY*(k+1,m% (k) +¢;). From
former discussions, we know that one of the following
statements must be true:

(1) At least one benign agent in BM (k, ME (k) — ) has
its first component decreasing to below (or equal)
MPE (k)—ey, which leads to BM (k+1, MB(k)—e;)
BY (e, ME(k) — e0);

(2) At least one benign agent in By (k, m? (k) +¢) has
1ts first component increasing to above (or equal)

m¥ (k) —|—61, which leads to B (k+1,m% (k) +€;) €
Bl (kB (k) + o)

We therefore conclude that |BM(k + 1, ]\{f(kj) —e)| +
|Bi"(k + 1,my T(k) +e)l < [BY(k,MP(k) — eo)| +
|B (k, mi (k) + e0)l.

Then let us consider the update at k + 2. Suppose that
BM (k+1, MB(k)—e) and B (k+1, m5 (k) +¢;) are still
disjoint. Again, there exists an agent [ such that either
4a) or 4b) holds. Suppose 4a) is true. Similarly, one has
that

F(k+1) <05MP(k+1) 4+ 0.5(ME(k) — &)
< 0.5(MB(k) + 6(k)) + 0.5(MB(k) — €;)
= MPB(k) +0.56(k) — 0.5¢;.
(A7)

Combining it with (A.4) yields that

w1(k+2) = a'ef(k+ 1) + (1 —a")#{ (k + 1) + 1 (k + 1)
< (1= a)[MP (k) + (k)] + o[MP (k) + 0.5(k)
—0.5¢1] +0(k + 1)
= MP(k) — (0.5a)%o + 5(k) + 6(k + 1)
= Mllg(k) — €2,
(A.8)

(0.5a)%€g — 6(k) — 8(k+1). The above upper

where €5 =



bound also holds for any benign node r» € V\VM (k +
1, MB(k) — €;). To see this, one considers the update of
agent r, namely,

2i(k+2)=a"2]{(k+1)+

< a[MP(k) —a] +
+d6(k+1)

= MEB(k) —oer + (1 —)d(k) + 6(k+1)

(1—a")#(k+1)+el(k+1)
(1—a)[MP (k) + 6(k)]

= MB(k) — 0.50%€0 + 0(k) + 6(k + 1)
< M1 (k) — (O 5a) eo+ (k) +0(k+1)
_M1 (k)

On the other hand, if I € By*(k + 1,m¥ (k) + €1), then
A!(k + 1) must contain some point with first entry low-
ered bounded by m? (k) +e. Following the previous ar-
guments gives that ) (k + 2) > m¥(k) + ez, which is
also the lower bound for every benign node in V\V]M(
1,m¥ (k)+e1). Hence, it must be true that, either B} (k+
2,M§(k‘) —€) C BM(k; +1 MB(k') - 61) or Bm(k: +
2,m7 (k) + €2) Bm(k +1,mB(k) + €1), or both.

Therefore, for any ¢ > 1, we can define ¢, = (0.5a)"eg —
Zf:,i_l 5(7). As long as both BM (k+t, MF (k) —e¢;) and
By (k 4 t,mB (k) + ;) are nonempty, we can repeat the
above analysis and conclude that at least one of these
two sets will shrink at the next time step. That is, for
any t € Zso, either |[BM(k +t + 1, MB(k) — e141)] <
B (k-+t, My (k) =€ )|, or | B (k+t+1,mf (k) +€r1)| <
|B*(k + t,m7 (k) + €:)], or both.

Since both |BM (k, MB(k) —€o)| and | By (k, mE (k) +€o)|
are upper bounded by |B|, one of these sets would be
empty after |B| steps. Namely, one of following state-
ments must be true:

(1) B (k + B, MP (k) - e5) = 2,

(2) Bi'(k + [Bl,mP (k) + €5) = @

Without loss of generality, we assume that the first state-
ment holds. By (7)—(8), at time k + |B|, all the fault-
free agents have their first elements upper bounded by
MlB(k) — €p, l.e, M{S(k’ + |B|) < MlB(k) — €5 On
the other hand, from (A.4), we have m¥(k + |B|) >
mbB (k) — Zfi‘flfl 0(7). Therefore, one concludes that

k+B]—1

)—ep+ Y, 0(r)
=k

(1 0

The proof is thus completed.

Ay(k+|B]) < Ak

k+]B|-1

+2 Z o(T)
7=k
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In order to show that A;(k) asymptotically approaches
0, we introduce the lemma below:

Lemma 7 ((Nedic et al.|2010, Lemma 7)) Let 0 <
B < 1 and let {y} be a positive scalar sequence. Assume
that limg_— 00 Y& = 0. Then

We therefore conclude the following result on achieving
the agreement condition of resilient consensus:

Proposition 2 Under the conditions of Theorem 1, the

agreement condition is exponentially guaranteed by (3).

Proof. Again, we consider the first component of states.
Let us fix time k. In view of (10), for any ¢ € Zxg, it
holds that

(0.5a)1B1\
2) Ay (k)

t— 1( O5O[)B|>t_1_l k+(t=0)|B|-1
=0

Due to (9), we conclude that

A (k+tB) < (1 -

+2 5(7).

r=k+(t—1—1)|B]
(A.9)

k+(t—1)|B|—1

D

r=k+(t—1—1)|B|

lim
t—o00

o(r) =0.

In view of Lemma 7, the second term in RHS of (A.9)
goes to 0 as t — oo. Therefore, it follows that

Jim Ay (ks + £[B]) = (A.10)

Since the above equation holds true for each k € N, one
concludes that
lim A;(k) =0. (A.11)
k—oc0
Given the symmetry of different dimensions, the proof
is thus completed. (Il

Part ITI: Conclusion on the proof of Theorem 1
Combining Part I and Part II, we finally complete the
proof of Theorem 1. Specifically, the statements in The-

orem 1 are verified as follows:

(1) In view of Propositions 1 and 2, both the §-validity
and agreement conditions are guaranteed by C1-C4. Re-



calling Definition 3, we conclude that the benign agents
exponentially achieve the resilient consensus.

(2) The second statement has been proven in Lemma 6.

B Proof of Corollary 1

Corollary 1 is obvious when n = 0. Thus we only focus
on the scenario when n > 1.

According to Definition 5, ¥(A, n) is an intersection of
(™) convex hulls. Since m > n(d + 1) + 1, it is trivial to
prove that (™) > d holds.

On the other hand, each of these convex hulls is cre-
ated by excluding n elements of A. Then consider any
d + 1 of them, they discard at most n(d + 1) points in
all. Since m > n(d + 1) + 1, it must be the case that at
least one point in A is retained by all of them. This indi-
cates that any d + 1 convex hulls must have a nonempty
intersection. By applying Helly’s Theorem, the proof is
completed.

C Proof of Lemma 2

We shall prove the statements of Lemma 2 in order.

(1) To prove the first statement, we need the following
lemmas:

Lemma 8 Consider two collections of sets {A;},;.; and
{Bj}jej' If for any j € J, there exists an i* € T such
that A;« C Bj, then

ﬂAic ﬂBj.

€T jeT

Proof. Denote a subset of {A;},.; as {Ai«},..;, such
that {4;-},..; contains all A;- which has a superset in
{B, }jej' The proof is then completed by noticing that

ﬂAiC m AZ* C ﬂ Bj.
€T €L JjeET

O

Lemma 9 Consider any set Ay with cardinality m1 and
As with cardinalityms. If A1 C As, then for anyn < myq,
the following statement holds:

W(.Al, TL) - W(.AQ, n)

Proof. We show that every set Ss in S(Az,n) is a su-
perset for some set S7 in S(Ap,n). To see this, notice
that

Sy = AQ\S% D (./42\55) N A;
= A\ (S5 NA),

where S§ = A2\ 52 is a set with cardinality n. Notice that
S5 N A; has cardinality no greater than n, which means
that A;\ (S5 N Ajy) is a superset of some set in S(Ay,n).
The proof is thus finished by invoking Lemma 8. ]

We are ready to prove the first statement. From Algo-
rithm 1, it is noticed that Y(p, k), Z'(p, k) C X(k)
holds for any i € B and p € D. Recalling the definition
of S%(k), namely (18), it is not difficult to conclude that
y'(p, k), 24 (p, k) € S'(k), as a direct result of Lemma 9.

(2) Consider the scenario under either F-local or F-
total attack. For a benign agent ¢, it has no less than
|X%(k)| — F benign in-neighbors. By Definitions 4 and
5, one obtains that S*(k) is included in the convex hull
formed by any |X*(k)| — F in-neighboring values. Hence,
it is trivial to derive that S?(k) is a subset of the convex
hull formed by the benign in-neighbors’ states, that is,
S'(k) C (k).

(3) Combining the first two statements, it is not difficult
to conclude that

Ai(k) € 2(k), (C.1)

where Al(k) is defined in (13). In view of (14), one con-
cludes that C3 holds.

D Proof of Lemma 3

For proving Lemma 3, let us introduce the lemma below:

Lemma 10 Let A be a set with |A| = (d+1)F +1. The
following relations hold for any linear function l(x):

(1) If there exist at least dF' + 1 points T in A such that
1(Z) < m, then for any pointy € (A, F),l(y) <m
holds;

(2) If there exist at least dF + 1 points T in A such
that I(Z) > M, then for any point z € W(A, F),
I(z) > M holds.

Proof. By Corollary 1, ¥(A,n) # &. We then show the
rationale of the statements as follows:

(1) Let us consider the convex hull, denoted by ¥,
formed by any dF + 1 points Z such that I(Z) < m
and z € A. We could infer from Definition 5 that



U(A,F) is a subset of the convex hull formed by
any dF + 1 points in A. Therefore, (A, F) C 0.
Clearly, for any element = in W, it also follows that
I(x) < m. Therefore, the first statement holds.

(2) The second statement is proved in a similar manner
as above. ]

Given any = € R?, let us consider the following function:
le(x) = e x,

where ey is the ¢-th canonical basis vector in R?. Hence
l¢(x) returns the (-th entry of x. Then among all I;(z)’s,
where x € X%(k), we respectively denote by mj(k) and
M, (k) the (dF +1)-th smallest and (dF + 1)-th largest
values. From Lemma 10, one immediately has the fol-
lowing results:

(D.1)

where yi(p, k) [resp. zi(p, k)] refers to the -th entry of
yi(p, k) [resp. 2'(p, k)]. Namely, for any ¢ € D, the (-th
entry of y'(p, k) is upper bounded by (k). Similarly,
the (-th entry of 2% (p, k) is lower bounded by M, (k).

Given (13), for any £ € D, we conclude that

me(A(k)) = min (min{y;(p, k), z4(p, k)}),
My(A' (k) = max (max{y;(p, k), 2 (p, k)})

where my(A%(k)) and M,(A'(k)) are defined in Sec-
tion 2.3. Therefore, it holds that

(D.3)

With the preparations above, we finally provide the de-
tailed proof of Lemma 3 for the case under statement 1),
with which the case under 2) can be proved similarly.

To this end, consider any ¢ € D and any €1,e5 € R.
Suppose that B (k,e1) and By (k,e2) are disjoint and
nonempty. As the network is ((d + 1)F + 1)-robust,
there must exist one benign node, labeled as j, in either
BM(k,e1) or By*(k,€1) that has at least (d + 1)F + 1
in-neighbors outside its set.

Without loss of generality, let j € B} (k,e1) be such
an agent. It has no less than (d + 1)F + 1 neighbors in
WV\BM (k, €1). Moreover, under the F-local attack model,
no less than dF + 1 points in agent j’s in-neighborhood
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have the ¢-th entries upper bounded by €;. Therefore,
one has that 7 (k) < e1. Invoking (D.3), me(A (k)) <
m5 (k) < e1. Hence, A7(k) must contain a point, the ¢-th
entry of which is upper bounded by ¢;. Similarly, if agent
j € BJ*(k,e2), A(k) must contain some point with ¢-th
entry lower bounded by €5. The proof is thus completed.

E Proof of Lemma 4

Notice that agent i sets #%(k) as z'(k) if and only if
|29 (k) — 2 (k)|| < A(k) holds for any j € N;". As proved
in Section 5, Cen(A*(k)) is a convex combination of these
in-neighboring states. By using triangle inequality, it
hence follows that

|| Cen(A*(K)) — z'(K)|| < Ak). (E.1)
We thus rewrite (25)—(26) as
(k) = Cen(AY(k)) + &4(k), (E.2)

where ||€8(k)|| < A(k). Setting £'(k) =
yields the conclusion.

(1 —a"™)g' (k)
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