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Abstract
A free-form motion can be considered as a smoothly varying rigid-body transformation. Motions can be created by establishing functions in an appropriate space of matrices. While a smooth motion is created, the geometry of the motion itself is not always immediately clear. In a geometric algebra environment, motions can be created using extensions of the ideas of Bézier and B-spline curves and the geometric significance of the construction is clearer. A motion passing through given precision poses can be obtained by direct analogy with the curve approach. This paper considers the more difficult problem of dealing additionally with velocity constraints at the ends of the motion: here the analogy is less obvious. A geometric construction for the end pairs of control poses is established and is demonstrated by creating motions satisfying given pose and velocity constraints.
Keywords: free-form motion, Bézier motion, velocity constraint, geometric algebra.

## 1. Introduction

The ideas of free-form curves and surfaces are well understood. The Bézier and Bspline forms [1] allow such objects to be defined and manipulated using control points that reflect the inherent geometry. These ideas can be extended to describing and manipulating free-form motions. These have applications in such areas as robotics [2, 3], cutter paths in manufacturing [4], mechanisms [5, 6], neuroscience [7], and motion of spacecraft [8]. A free-form motion is where a body moves smoothly through space. The points in the body move (mainly) along smooth curves. At each instant of a motion, the body has a position and orientation is space: this is called a pose. A rigid-body transform is one which moves a body from one pose to another without distorting it. A motion can be regarded as a smoothly varying rigid-body transform which moves a body from some reference pose to a varying pose in space.

There are a number of ways of representing rigid-body motions. Variable $4 \times 4$ matrices $[9,10]$ can have problems with robustness and clarity of geometric meaning of smoothing metrics. Quaternions $[9,11,12]$ handle rotations, and their extension to dual quaternions $[7,13,14]$ allows translations as well. The slerp (spherical linear interpolation) construction [11] generates free-form motions based on combining control poses multiplicatively, although this requires the use of exponentiation and logarithms. Geometric algebra approaches allow geometry and transforms to be handled in the same environment $[15,16]$ and have been used with a range of application areas [17, 18, 19]. In particular, transforms can be combined additively so that free-form motions can be created using the Bézier approach as an alternative to the slerp. In specifying free-form motions, one approach is to deal separately with the (translational) motion of a reference point in the moving body and the (rotational) motion of the body with respect to it [20, 21, 22]. An alternative is to handle the motion of the body as a single variable transform [5, 23, 24].
The purpose of this paper is to present a novel construction of a motion where the constraints are given not only on precision poses through which the motion must pass [23], but also on linear and angular velocities at points in the motion. This is for a variable transform of the moving body expressed as an additive combination of control poses in Bézier form within a geometric algebra. A construction is proposed and verified to establish the pairs of control poses at the ends of the motion needed to satisfy the speed constraints.
Section 2 reviews the ideas of geometric algebra and gives an overview of the form of algebra used here. This includes the use of the algebra for dealing with rigid-body transforms and section 3 discusses the extension to Bézier motions.
Obtaining smooth curves and motions often requires control of the relevant derivatives. Such derivatives have been investigated for various representations of motion [11, 20, 25, 26]. Section 4 reviews the derivative of the representation used here. This is in terms of the tangent conditions at the ends of a rational Bézier curve and these ideas are used in section 5 to investigate how the first (and last) pair of control poses influence the motion. This leads to the geometric construction of these poses. Section 6 gives some examples. These are based on published cases of free-form motions generated using matrix approaches (optimizing matrix-based metrics). In these previous cases, several motions satisfying the imposed constraints are provided (with no indication that any are better than others). The examples generated by the method presented here do not reproduce (exactly) any of these: they are not intended to. However the examples given here are certainly as good visually as those previously obtained and have the advantage that the links to the geometry of the resultant motion are more obvious.
The significance of this paper is in generating free-form Bézier motions which interpolate end-motion constraints on poses and derivatives. This will have impact in high-valued manufacturing processes that require the control of mechanisms, for example, CNC machining, robotics and human motion analysis.

## 2. Geometric Algebra and Transforms

There are a number of versions of quaternions and geometric algebra [15, 27, 28] that are available, including the commonly-used conformal geometric algebra (CGA) $[16,29]$. The version used here is the algebra called $\mathcal{G}_{4}[30,31]$ although, with appropriate adjustment, it is straightforward to use the dual quaternions or other versions of geometric algebra. The reasons for the choice of $\mathcal{G}_{4}$ are given in the appendix and the following is an overview of its construction.

It starts with a real vector space with basis vectors denoted by $e_{0}, e_{1}, e_{2}, e_{3}$. The space is extended to one of dimension 16 by using basis elements denoted by $e_{\sigma}$ where $\sigma$ is an ordered subset of the set of subscripts $\{0,1,2,3\}$. This allows an anticommutative multiplication to be defined on the basis elements so that $e_{i} e_{j}=$ $e_{i j}=-e_{j} e_{i}$ for $i \neq j$. The basis element corresponding to the empty set behaves like the real number 1 and is identified with it: $e_{\phi}=1$.

The squares of the basis vectors are defined as

$$
e_{0}^{2}=\varepsilon^{-1}, \quad e_{1}^{2}=e_{2}^{2}=e_{3}^{2}=1
$$

where $\varepsilon$ is a symbol representing a (vanishingly) small positive real number. This effectively allows the square of $e_{0}$ to represent infinity and this in turn allows points in $\mathcal{G}_{4}$ to correspond to points in three-dimensional space (cf. appendix). The basis element $e_{0123}$ is the pseudoscalar and is denoted by $\omega$; the multiplication rules show that $\varepsilon \omega^{2}=1$.

The typical element $a \in \mathcal{G}_{4}$ has the form

$$
\begin{equation*}
a=\sum_{\sigma} a_{\sigma} e_{\sigma} \tag{1}
\end{equation*}
$$

and the coefficients $a_{\sigma}$ can be regarded as elements of the field of Laurent power series of the form

$$
\begin{equation*}
\sum_{i=m}^{\infty} \alpha_{i} \varepsilon^{i} \tag{2}
\end{equation*}
$$

where $m$ is a finite (possibly negative) number and the $\alpha_{i}$ are real numbers. A coefficient of the form (2) is called a scalar.
An inner and outer product are defined as follows for any two elements $x, y \in \mathcal{G}_{4}$. Note that these are not the same definitions as used elsewhere [27], but they are helpful in simplifying expressions later in this section

$$
\begin{aligned}
x \cdot y & =\frac{1}{2}(x y+y x), \\
x \wedge y & =\frac{1}{2}(x y-y x) .
\end{aligned}
$$

The grade of a basis element is the number of its subscripts. If an element $a \in \mathcal{G}_{4}$ is a combination only of basis elements of a single grade, then this is also the grade of
a. Elements of $\mathcal{G}_{4}$ of grade one are called vectors; those of grade two are bivectors. The typical vector $P \in \mathcal{G}_{4}$ has the form

$$
P=W e_{0}+X e_{1}+Y e_{2}+Z e_{3}
$$

and corresponds to the column vector $[X, Y, Z, W]^{T}$ in the projective space $\mathbb{R P}^{3}$, and hence to the point $(X / W, Y / W, Z / W)$ in real three-dimensional space $\mathbb{R}^{3}$ (assuming that $W$ is non-zero).

The following notation is introduced to identify the "homogeneous" coordinate of a vector

$$
w(P)=W .
$$

The reverse of a basis element $e_{\sigma}$ is obtained by reversing the order of its subscripts. The idea extends to the general element $a \in \mathcal{G}_{4}$ by taking the reverse of each term in equation (1) and it is denoted by $\bar{a}$. It has the property that $\overline{a b}=\bar{b} \bar{a}$ for any elements $a, b \in \mathcal{G}_{4}$.

Lemma 2.1. If $U, V \in \mathcal{G}_{4}$ are even-grade elements, and $P \in \mathcal{G}_{4}$ is a vector, then the combinations $\bar{U} P U$ and $\frac{1}{2}(\bar{U} P V+\bar{V} P U)$ are also vectors.

Proof. Each of the combinations is a term of odd grade which is equal to its own reverse. Hence each is a vector.

The elements of even grade form a subalgebra of $\mathcal{G}_{4}$ which is a vector space of dimension eight with basis: $1, e_{01}, e_{02}, e_{03}, e_{12}, e_{13}, e_{23}, \omega$.
Further, for an even-grade element $S \in \mathcal{G}_{4}$, the map

$$
F_{S}: P \mapsto \bar{S} P S
$$

is a linear transformation on $\mathbb{R P}^{3}$ and creates a rigid-body transform on $\mathbb{R}^{3}$ [31].
An element of the form $a+\varepsilon b \omega \in \mathcal{G}_{4}$ where $a$ and $b$ are scalars is called $a$ pseudoscalar. Any non-zero pseudoscalar generates the identity transform. The pseudoscalars form a vector subspace of dimension two of the space of even-grade elements. Since there are six degrees of freedom determining a rigid-body transform (three for the translation components, and three for the rotation), the following result is proved.

Lemma 2.2. The even-grade elements of $\mathcal{G}_{4}$ generate all the rigid-body transforms of $\mathbb{R}^{3}$.

From [31], if $a=a_{1} e_{1}+a_{2} e_{2}+a_{3} e_{3}$ is a unit vector representing the direction of an axis through the origin, then the even-grade element generating a rotation through angle $2 \theta$ about the axis is

$$
\begin{equation*}
R=c+s b \tag{3}
\end{equation*}
$$

where $c=\cos \theta, s=\sin \theta$, and $b=a e_{123}$ is a unit bivector.
Further, if $u=u_{1} e_{1}+u_{2} e_{2}+u_{3} e_{3}$ is a vector, then the even-grade element generating a translation through $2 u$ is

$$
\begin{equation*}
T=1+\varepsilon e_{0} u . \tag{4}
\end{equation*}
$$

The doubling of the angle of rotation and the distance of translation occurs because of the presence of $S$ twice in the product forming the map $F_{S}$.
Any even-grade element $S \in \mathcal{G}_{4}$ can be written as a product $S=\lambda R T$ where $R$ and $T$ have the above forms and $\lambda$ is a pseudoscalar. Further, if $S$ is normalized so that $\bar{S} S=1$, then $\lambda=1$.

By multiplication

$$
R T=c+s b+\varepsilon c e_{0} u+\varepsilon s e_{0} b u .
$$

The product in the other order is

$$
T R=\left(1+\varepsilon e_{0} u\right) R=R\left(1+\varepsilon e_{0} \bar{R} u R\right)
$$

and hence is the product of a rotation and a translation in that order.
Lemma 2.3. The product $T_{1} R T_{2}$ of a rotation $R$ about an axis through the origin and translations $T_{1}$ and $T_{2}$ is the same as the product $R T$ of the same rotation and a translation $T$.

Lemma 2.4. Suppose $P \in \mathcal{G}_{4}$ is a point and $U, V \in \mathcal{G}_{4}$ are even-grade elements with $\bar{U} U=1=\bar{V} V$. Then
(i) $w(\bar{U} P U)=w(P)$
(ii) if $Q=\frac{1}{2}(\bar{U} P V+\bar{V} P U)$, then $Q$ is a point with $w(Q)=c w(P)$ where $c$ is the cosine of half the angle of the rotation involved in $V \bar{U}$.

Proof. Without loss of generality, assume that $P=e_{0}+v$, so that $w(P)=1$, where $v$ is a vector not involving $e_{0}$. For (i), $U=R T$ where $R$ and $T$ are given by equations (3) and (4) and it suffices to prove the result for each of these. For $U=R$, the result is immediate since

$$
\bar{R} P R=e_{0}+\bar{R} v R .
$$

For $U=T=1+\varepsilon e_{0} u$, the product is

$$
\bar{T} P T=\left[1-\varepsilon u^{2}-2 \varepsilon(u \cdot v)\right] e_{0}+(2 u+v)-\varepsilon u v u
$$

and the result holds since $\varepsilon$ is (vanishingly) small.
For (ii), first note that

$$
Q=\frac{1}{2} \bar{U}(P S+\bar{S} P) U
$$

where $S=V \bar{U}$, and so it is sufficient to prove the result for $Q=\frac{1}{2}(P S+\bar{S} P)$. Taking $S=R T$ with $R$ and $T$ as in equations (3) and (4), $Q$ evaluates as follows

$$
Q=[c-\varepsilon c(u \cdot v)+\varepsilon s \alpha] e_{0}+c u+c v+s[(b \wedge u)-(b \wedge v)]
$$

where $b, u, v$ do not involve $e_{0}$, and $\alpha=\frac{1}{2}(u b v-v b u)$ which is scalar as it has even grade and equals its own reverse. The result now follows.

## 3. Bézier Motions

An even-grade element $S \in \mathcal{G}_{4}$ generates a rigid-body transform. This can be applied to the points in a body and hence move that body to a new pose. The term pose is now also used to refer to the even-grade element $S$ itself. A motion is a smoothly varying rigid-body transform. It can be generated by using a smoothly varying even-grade element $S(t) \in \mathcal{G}_{4}$ where $t$ is a real parameter.
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Figure 1: de Casteljau tableau of control poses
Suppose that (say) four control poses $S_{0}, S_{1}, S_{2}, S_{3}$ are given. A de Casteljau tableau can be formed as in Fig. 1. where each new entry is a combination of the two poses to its left. The combination depends upon a parameter $t$ so that $S_{0123}$ is a function of $t$.

Suppose that $U$ and $V$ are two even-grade elements. They can be combined in two ways. Following the corresponding ideas for quaternions [11], the first way is as a slerp (spherical linear interpolation)

$$
S(t)=U(\bar{U} V)^{t}
$$

Clearly, $S(0)=U$ and $S(1)=(\bar{U} U) V$ which is a scalar multiple of $V$. (For convenience, it is possible to multiply $U$ by a scalar and so normalize it so that $\bar{U} U=1$.) Hence $S(t)$ interpolates the two poses.
The slerp can be used to combine poses in the de Casteljau algorithm. However, it requires use of exponentiation and logarithms [23]. Additionally, the algorithm leads to complicated products in the control poses which are difficult to deal with since the multiplication is not commutative.
So, instead, a second way of combining poses is used here. It is additive and leads to Bézier motions. If $U$ and $V$ are two poses, the combination is

$$
S(t)=(1-t) U+t V
$$

Again $S(0)=U$ and $S(1)=V$, so that $S(t)$ interpolates the two poses. This is the basic combination for Bézier motions. The ideas extend to more general B-spline motions. In particular, a more general additive combination is obtained, involving knot values [1]. Given $n+1$ control poses (even-grade elements), $S_{0}, S_{1}, \ldots, S_{n}$, the additive combination in the de Casteljau algorithm generates the following linear combination

$$
\begin{equation*}
S(t)=\sum_{j=0}^{n} N_{j}(t) S_{j} \tag{5}
\end{equation*}
$$

where (in the more general case) the $N_{j}(t)$ are the B-spline basis functions for the appropriate degree $d[1]$. (It is this form that is used to generate motions using dual quaternions in [13].)

The interest of this paper is in Bézier motions where $d=n$ and the basis functions are given by

$$
\begin{equation*}
N_{j}(t)=\binom{n}{j}(1-t)^{n-j} t^{j} \quad \text { for } 0 \leq j \leq n, \quad 0 \leq t \leq 1 \tag{6}
\end{equation*}
$$

Fig. 2 shows an example of a Bézier cubic motion with the four control poses shown with thicker lines.
It is straightforward to generate a motion passing through a number of prescribed precision poses $[23,32]$. It is less clear how to deal with motions which are also required to meet derivative constraints (that is speeds). The angular speed is a property of the moving body itself. It is perhaps natural to specify linear speeds in terms of the speeds of specific points in the body. These move along free-form curves.

Lemma 3.1. Suppose that $P \in \mathcal{G}_{4}$ is a point in a body undergoing a Bézier motion $S(t)$ of degree $n$ given by equations (5) and (6). Then the point traces out the parametric curve


Figure 2: Bézier cubic motion for four control poses shown using thicker lines

$$
\begin{equation*}
Q(t)=\overline{S(t)} P S(t)=\sum_{i=0}^{2 n}\binom{2 n}{i}(1-t)^{2 n-i} t^{i} Q_{i} \tag{7}
\end{equation*}
$$

which is a Bézier curve of degree $2 n$ whose control points have the form

$$
Q_{i}=\sum_{j=\max (i-n, 0)}^{\min (i, n)} a_{i, j} \overline{S_{j}} P S_{i-j}
$$

where the coefficients

$$
a_{i, j}=\frac{\binom{n}{j}\binom{n}{i-j}}{\binom{2 n}{i}}
$$

have the property that $\sum_{j} a_{i, j}=1$ for all $i$.
Proof. Expanding the product $\overline{S(t)} P S(t)$ gives

$$
\begin{aligned}
Q(t) & =\sum_{j=0}^{n} \sum_{k=0}^{n} N_{j}(t) N_{k}(t) \overline{S_{j}} P S_{k} \\
& =\sum_{j=0}^{n} \sum_{k=0}^{n}\binom{n}{j}\binom{n}{k}(1-t)^{2 n-j-k} t^{j+k} \overline{S_{j}} P S_{k}
\end{aligned}
$$

and setting $i=j+k$ and rearranging gives the required form in terms of the $Q_{i}$. In the summation for $Q_{i}$, whenever $\overline{S_{j}} P S_{i-j}$, with $j \neq i-j$, appears, so too does $\overline{S_{i-j}} P S_{j}$, with the same coefficient $a_{i, j}=a_{i, i-j}$. Hence lemma 2.1 shows that $Q_{i}$ is a sum of vectors and hence represents a point.

That the sum of the coefficients is unity follows by considering the binomial expansions of both sides of the identity $[(1-t)+t]^{n}[(1-t)+t]^{n}=[(1-t)+t]^{2 n}$.

Corollary 3.2. The first two control points of the Bézier curve $Q(t)$ in equation (7) are $\overline{S_{0}} P S_{0}$ and $\frac{1}{2}\left[\overline{S_{0}} P S_{1}+\overline{S_{1}} P S_{0}\right]$; and the last two control points are $\frac{1}{2}\left[\overline{S_{n-1}} P S_{n}+\right.$ $\left.\overline{S_{n}} P S_{n-1}\right]$ and $\overline{S_{n}} P S_{n}$.

Proof. This follows by evaluating $Q_{i}$ for $i=0,1,2 n-1,2 n$.

## 4. End Curve Derivatives

The interest is in applying derivative constraints at the beginning and end of a motion. This section considers the end-derivatives of a rational Bézier curve.
Such a curve, of degree $m$, can be considered as one in projective space

$$
\begin{aligned}
Q(t) & =(1-t)^{m} Q_{0}+m t(1-t)^{m-1} Q_{1}+\ldots \\
& =\left[\begin{array}{llll}
X(t) & Y(t) & Z(t) & W(t)
\end{array}\right]^{T}
\end{aligned}
$$

with $Q_{i}=\left[\begin{array}{llll}X_{i} & Y_{i} & Z_{i} & W_{i}\end{array}\right]^{T}$. Let $q_{i}=\left[\begin{array}{lll}X_{i} / W_{i} & Y_{i} / W_{i} & Z_{i} / W_{i}\end{array}\right]^{T}$ be the corresponding cartesian points, and the corresponding cartesian curve is

$$
q(t)=\frac{Q(t)}{W(t)}
$$

Differentiation with respect to the parameter $t$ yields

$$
\dot{q}(t)=\frac{\dot{Q} W-Q \dot{W}}{W^{2}}
$$

At the start of the curve, when $t=0$,

$$
\dot{Q}(0)=m\left(Q_{1}-Q_{0}\right)
$$

and so

$$
\dot{q}(0)=\frac{m\left(Q_{1} W_{0}-Q_{0} W_{1}\right)}{W_{0}^{2}}
$$

so that

$$
\left(\frac{W_{0}}{m W_{1}}\right) \dot{q}(0)=\frac{Q_{1}}{W_{1}}-\frac{Q_{0}}{W_{0}}
$$

and hence

$$
\begin{equation*}
\dot{q}(0)=\left(\frac{w\left(Q_{1}\right)}{w\left(Q_{0}\right)}\right) m\left(q_{1}-q_{0}\right) . \tag{8}
\end{equation*}
$$

This means that the initial tangent is indeed along the line joining (the cartesian version of) the first two control points. However its magnitude is changed by a factor that depends upon the ratio $w\left(Q_{1}\right) / w\left(Q_{0}\right)$.
Similarly, at the other end of the curve, when $t=1$,

$$
\begin{equation*}
\dot{q}(1)=\left(\frac{w\left(Q_{m-1}\right)}{w\left(Q_{m}\right)}\right) m\left(q_{m}-q_{m-1}\right) . \tag{9}
\end{equation*}
$$

## 5. End Motion Conditions

This section considers how to deal with constraints at the end of a Bézier motion which specify the pose and speed (of the moving body). For convenience, it is assumed that these are given for the start of the motion when $t=0$; the method for the end of the motion when $t=1$ is the same with obvious changes in signs. These are the forms of constraint used with the examples in [33].
The "speed" constraint really refers to the derivative with respect to the parameter $t$ (rather than time). It is given in terms of the angular "velocity" vector (of the body) and the linear "velocity" of a reference point $P$ within the body. It is convenient to work with ordinary vectors in three-dimensional space and these are denoted by bold, lower case letters.

For the start of the motion, the following information is given:

- the pose $S_{0}$ of the body;
- the position $\mathbf{q}_{0}$ of the reference point $P$ and this can be derived from $S_{0}$;
- the linear velocity $\mathbf{v}_{0}$ of the reference point $P$;
- the angular velocity vector $\boldsymbol{\Omega}_{0}$ of the body.


Figure 3: Start of the motion

This information is used to select an appropriate control pose $S_{1}$. Thus the pose and velocity conditions required at the start of the motion determine the first two control poses $S_{0}$ and $S_{1}$. A similar remark applies to the end of the motion.

Note that the curve followed by the point $P$ is given by the following (using lemma 3.1 and corollary 3.2)

$$
\begin{aligned}
Q(t) & =(1-t)^{2 n} \overline{S_{0}} P S_{0}+2 n(1-t)^{2 n-1} t\left[\frac{1}{2}\left(\overline{S_{0}} P S_{1}+\overline{S_{1}} P S_{0}\right)\right]+O\left(t^{2}\right) \\
& =\overline{S_{0}} P S_{0}+(2 n)\left[\frac{1}{2}\left(\overline{S_{0}} P S_{1}+\overline{S_{1}} P S_{0}\right)-\overline{S_{0}} P S_{0}\right] t+O\left(t^{2}\right) \\
& =Q_{0}+(2 n)\left[Q_{1}-Q_{0}\right] t+O\left(t^{2}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
Q_{0} & =\overline{S_{0}} P S_{0} \\
Q_{1} & =\frac{1}{2}\left(\overline{S_{0}} P S_{1}+\overline{S_{1}} P S_{0}\right) .
\end{aligned}
$$

The construction for $S_{1}$ is now described. Fig. 3 shows the basic geometry at the start of the required motion. Here $Q_{2}^{\prime}=\overline{S_{1}} P S_{1}$ and the curve shown is obtained from the linear Bézier motion defined by $Q_{0}$ and $Q_{2}^{\prime}$. This approximates to the curve from the required motion for small values of $t$.

Firstly define a set of orthogonal unit vectors, $\mathbf{i}, \mathbf{j}, \mathbf{k}$, at $\mathbf{q}_{0}$, such that $\mathbf{k}$ is in the direction of $\Omega_{0}$, and $\mathbf{i}$ is in the direction of $\mathbf{w}_{0}=\mathbf{v}_{0}-\mathbf{w}_{1}$ where $\mathbf{w}_{1}=\left(\mathbf{v}_{\mathbf{0}} \cdot \mathbf{k}\right) \mathbf{k}$ is the component of $\mathbf{v}_{0}$ in the direction of $\boldsymbol{\Omega}_{0}$.


Figure 4: Start of the motion viewed along the instantaneous axis of rotation

The initial motion of $P$ is about an instantaneous axis in the direction of $\mathbf{k}$. Consider the motion restricted to the plane defined by $\mathbf{i}$ and $\mathbf{j}$. The velocity of $P$ is $\mathbf{w}_{0}$ and is in the direction of $\mathbf{i}$ as in Fig. 3. Fig. 4 shows the same geometry looking in the direction of the instantaneous axis. This axis cuts the plane at a point at distance $\rho_{0}=\left|\mathbf{w}_{0}\right| /\left|\boldsymbol{\Omega}_{0}\right|$ from $\mathbf{q}_{0}$ in the direction of $\mathbf{j}$. The coordinates, in world space, of this point are given by

$$
\left(X_{0}, Y_{0}, Z_{0}\right)=\mathbf{q}_{0}+\rho_{0} \mathbf{j} .
$$

It is assumed that $S_{0}$ is chosen so that $\overline{S_{0}} S_{0}=1$. This means that $w\left(Q_{0}\right)=1$, by lemma 2.4.
Referring to Fig. 3 and Fig. 4, the control pose $S_{1}$ can be obtained by performing the transform $S_{0}$ and then using a rotation $U$ through angle $2 \beta_{0}$ about the instantaneous axis, and a translation $T$ along the axis through distance $\alpha$; thus $S_{1}=S_{0} U T$. If $\mathbf{k}=$ $\left(k_{1}, k_{2}, k_{3}\right)$, then a unit bivector corresponding to the axis is $b=k_{1} e_{23}+k_{2} e_{31}+k_{3} e_{12}$. Hence, $U$ can be formed as $U=\overline{T_{0}} R_{0} T_{0}$ where $T_{0}$ translates the origin to the instantaneous centre, and $R_{0}$ performs a rotation about the origin through $2 \beta_{0}$. This proves the following result.

Theorem 5.1. The required second control pose $S_{1}$ can be formed as

$$
\begin{equation*}
S_{1}=S_{0} \overline{T_{0}} R_{0} T_{0} T \tag{10}
\end{equation*}
$$

where

$$
\begin{align*}
T_{0} & =1+\frac{1}{2} \varepsilon e_{0}\left(X_{0} e_{1}+Y_{0} e_{2}+Z_{0} e_{3}\right)  \tag{11}\\
R_{0} & =\left(\cos \beta_{0}\right)+\left(\sin \beta_{0}\right) b  \tag{12}\\
T & =1+\frac{1}{2} \varepsilon \alpha e_{0}\left(k_{1} e_{1}+k_{3} e_{2}+k_{3} e_{3}\right) . \tag{13}
\end{align*}
$$

It is seen that $\overline{R_{0}} R_{0}, \overline{T_{0}} T_{0}$ and $\bar{T} T$ are all unity. Assume that $w(P)=1$. Then lemma 2.4 shows that $w\left(Q_{1}\right)=\cos \beta_{0}$.
Equation (8) shows that the condition on the derivative at the start of the motion is

$$
\begin{equation*}
\mathbf{v}_{0}=\dot{\mathbf{b}}(0)=2 n\left(\frac{W\left(Q_{1}\right)}{W\left(Q_{0}\right)}\right)\left(\mathbf{q}_{1}-\mathbf{q}_{0}\right)=2 n \cos \beta_{0}\left(\mathbf{q}_{1}-\mathbf{q}_{0}\right) \tag{14}
\end{equation*}
$$

where $\mathbf{q}_{1}$ is the cartesian point corresponding to $Q_{1}$. If $\hat{\mathbf{q}}_{1}$ is the projection of this point onto the plane through $\mathbf{q}_{0}$, then the above relation becomes

$$
\mathbf{w}_{0}=2 n \cos \beta_{0}\left(\hat{\mathbf{q}}_{1}-\mathbf{q}_{0}\right) .
$$

From Fig. 4 it is seen that

$$
\left\|\hat{\mathbf{q}}_{1}-\mathbf{q}_{0}\right\|=\rho_{0} \tan \beta_{0}
$$

and hence

$$
\begin{equation*}
\sin \beta_{0}=\frac{\left\|\Omega_{0}\right\|}{2 n} . \tag{15}
\end{equation*}
$$

Taking the component of equation (14) perpendicular to the plane shows that the distance $\alpha$ of translation is given by

$$
\left\|\mathbf{w}_{1}\right\|=\mathbf{v}_{0} \cdot \mathbf{k}=\left(2 n \cos \beta_{0}\right) \alpha .
$$

Hence $S_{1}$ can now be obtained from equation (10).

## 6. Examples

Three examples are given. These are based on examples using matrix-based techniques taken from the literature. The first example [34] considers a motion passing between two specified end poses with the associated speeds also being given. A rectangular block is moved and its centre is used as the reference point. The end poses are specified in terms of: the position vector $\mathbf{r}$ of the reference point, a unit vector a giving the direction of the axis of rotation, and the angle $\gamma$ (in radians) of the rotation about that axis. The speeds are specified by the velocity $\mathbf{v}$ of the reference point and the angular velocity vector $\boldsymbol{\Omega}$ of the body. Subscripts 0 and 1 are used for the start and finish of the motion. The end constraints are the following

$$
\begin{aligned}
\mathbf{r}_{0}=\mathbf{0} & \mathbf{r}_{1}=8 \mathbf{i}+10 \mathbf{j}+12 \mathbf{k} \\
\mathbf{a}_{0}=\mathbf{k} & \mathbf{a}_{1}=0.267 \mathbf{i}+0.535 \mathbf{j}+0.802 \mathbf{k} \\
\gamma_{0}=0 & \gamma_{1}=1.959 \\
\mathbf{v}_{0}=\mathbf{i}+\mathbf{j}+\mathbf{k} & \mathbf{v}_{1}=\mathbf{i}+5 \mathbf{j}+3 \mathbf{k} \\
\boldsymbol{\Omega}_{0}=\mathbf{i}+2 \mathbf{j}+3 \mathbf{k} & \Omega_{1}=2 \mathbf{i}+\mathbf{j}+\mathbf{k} .
\end{aligned}
$$

Applying the proposed method at each end of the motion allows the following four control poses to be found

$$
\begin{aligned}
S_{0}= & 1.000 \\
S_{1}= & 0.782+0.167 \varepsilon e_{01}+0.167 \varepsilon e_{02}+0.167 \varepsilon e_{03} \\
& \quad+0.500 e_{12}-0.333 e_{13}+0.167 e_{23}+0.213 \varepsilon \omega \\
S_{2}= & 0.768+1.614 \varepsilon e_{01}+1.502 \varepsilon e_{02}+6.326 \varepsilon e_{03} \\
& +0.404 e_{12}-0.497 e_{13}-0.020 e_{23}+4.258 \varepsilon \omega \\
S_{3}= & 0.557+2.895 \varepsilon e_{01}+1.456 \varepsilon e_{02}+4.010 \varepsilon e_{03} \\
& +0.666 e_{12}-0.444 e_{13}+0.222 e_{23}+7.101 \varepsilon \omega
\end{aligned}
$$

The resultant motion is shown in Fig. 5 with the control poses shown with thicker lines. The body being moved is a cube, but the scale factors along the main axes


Figure 5: First example: 3D motion based on [34]
used in [34] have also been applied to ease comparison. The result is visually very similar in form to those obtained in [34].
In order to check that the imposed constraints are indeed satisfied, the paths traced by the local origin of the moving body and points unit distance along each of its main axes were considered. Using finite differences (with a step length of 0.001) the velocities of these four points were estimated and the resultant values used to derive the other properties of the motion at its start and finish. The results obtained are shown in table 1 and it is seen that the constraints have been matched exactly. The apparent error in $\mathbf{a}_{1}$ and $\gamma_{1}$ is because the constraints are given only to three decimal places meaning that the original $\mathbf{a}_{1}$ is not a unit vector to the accuracy used for the derived values.

| $\mathbf{r}_{0}$ | $0.00000 \mathbf{i}+0.00000 \mathbf{j}+0.00000 \mathbf{k}$ |
| :---: | :--- |
| $\mathbf{a}_{0}$ | $0.00000 \mathbf{i}+0.00000 \mathbf{j}+1.00000 \mathbf{k}$ |
| $\gamma_{0}$ | $0.00000 \mathrm{rad}=0.00000 \mathrm{deg}$ |
| $\mathbf{v}_{0}$ | $1.00000 \mathbf{i}+1.00000 \mathbf{j}+1.00000 \mathbf{k}$ |
| $\boldsymbol{\Omega}_{0}$ | $1.00000 \mathbf{i}+2.00000 \mathbf{j}+3.00000 \mathbf{k}$ |
| $\mathbf{r}_{1}$ | $8.00000 \mathbf{i}+10.00000 \mathbf{j}+12.00000 \mathbf{k}$ |
| $\mathbf{a}_{1}$ | $0.26726 \mathbf{i}+0.53452 \mathbf{j}+0.80178 \mathbf{k}$ |
| $\gamma_{1}$ | $1.95913 \mathrm{rad}=112.24972 \mathrm{deg}$ |
| $\mathbf{v}_{1}$ | $1.00000 \mathbf{i}+5.00000 \mathbf{j}+3.00000 \mathbf{k}$ |
| $\boldsymbol{\Omega}_{1}$ | $2.00000 \mathbf{i}+1.00000 \mathbf{j}+1.00000 \mathbf{k}$ |

Table 1: Properties derived from the generated motion in the first example
The second example is a planar motion derived in [33]. As well as the constraints imposed at the ends of the motion, an additional constraint specifies the pose in the middle, when the parameter $t$ is $\frac{1}{2}$. Using the same notation as before and with the subscript $m$ for the mid-pose, the constraints are the following.

| $\mathbf{r}_{0}$ | $2.00000 \mathbf{i}+8.00000 \mathbf{j}+0.00000 \mathbf{k}$ |
| :--- | :--- |
| $\mathbf{a}_{0}$ | $0.00000 \mathbf{i}+0.00000 \mathbf{j}+1.00000 \mathbf{k}$ |
| $\gamma_{0}$ | $0.00000 \mathrm{rad}=0.00000 \mathrm{deg}$ |
| $\mathbf{v}_{0}$ | $3.00000 \mathbf{i}+10.00000 \mathbf{j}+0.00000 \mathbf{k}$ |
| $\boldsymbol{\Omega}_{0}$ | $-0.00000 \mathbf{i}+0.00000 \mathbf{j}-1.00000 \mathbf{k}$ |
| $\mathbf{r}_{1}$ | $23.00000 \mathbf{i}+10.00000 \mathbf{j}+0.00000 \mathbf{k}$ |
| $\mathbf{a}_{1}$ | $0.00000 \mathbf{i}+0.00000 \mathbf{j}+1.00000 \mathbf{k}$ |
| $\gamma_{1}$ | $1.04720 \mathrm{rad}=60.00000 \mathrm{deg}$ |
| $\mathbf{v}_{1}$ | $2.00000 \mathbf{i}+5.00000 \mathbf{j}+0.00000 \mathbf{k}$ |
| $\boldsymbol{\Omega}_{1}$ | $0.00000 \mathbf{i}+0.00000 \mathbf{j}+2.00000 \mathbf{k}$ |

Table 2: Properties derived from the generated motion in the second example

$$
\begin{aligned}
& \mathbf{r}_{0}=2 \mathbf{i}+8 \mathbf{j} \quad \mathbf{r}_{m}=12 \mathbf{i}+4 \mathbf{j} \quad \mathbf{r}_{1}=23 \mathbf{i}+10 \mathbf{j} \\
& \mathbf{a}_{0}=\mathbf{k} \quad \mathbf{a}_{m}=\mathbf{k} \\
& \gamma_{0}=0 \quad \gamma_{m}=-1 \quad \gamma_{1}=\pi / 3 \\
& \mathbf{v}_{0}=3 \mathbf{i}+10 \mathbf{j} \\
& \Omega_{0}=-\mathrm{k} \\
& \mathbf{a}_{1}=\mathbf{k} \\
& \mathbf{v}_{1}=2 \mathbf{i}+5 \mathbf{j} \\
& \boldsymbol{\Omega}_{1}=2 \mathbf{k}
\end{aligned}
$$

The five constraints allow a Bézier quartic motion to be used. The first and last pair of control poses are derived as before. The middle control pose $S_{2}$ is found by rearranging equation (5) when $t=\frac{1}{2}$ so that

$$
S_{2}=\frac{1}{6}\left[16 P_{m}-\left(S_{0}+4 S_{1}+4 S_{3}+S_{4}\right)\right]
$$

where $P_{m}$ is the prescribed pose at the middle of the motion.
The control poses are found to be the following

$$
\begin{aligned}
& S_{0}=1+\varepsilon e_{01}+4 \varepsilon e_{02} \\
& S_{1}=0.992+0.867 \varepsilon e_{01}+5.344 \varepsilon e_{02}-0.125 e_{12} \\
& S_{2}=0.725+0.737 \varepsilon e_{01}+7.476 \varepsilon e_{02}-1.457 e_{12} \\
& S_{3}=0.964+11.890 \varepsilon e_{01}+1.328 \varepsilon e_{02}+0.268 e_{12} \\
& S_{4}=0.866+12.459 \varepsilon e_{01}-1.420 \varepsilon e_{02}+0.500 e_{12}
\end{aligned}
$$

and the motion is shown in Fig. 6. Several motions satisfying the constraints are given in [33], some of which are significantly different to others. The motion generated here is similar in form to some of those previously generated in [33] and seems to be a natural motion between the given constraints.

As with the previous example, the generated motion is sampled and its properties, given in table 2, derived. Again, it is seen that the imposed constraints have been satisfied.

The final example is based on a three-dimensional motion given in [33]. Again there are five constraints: three on pose and two on speed. Unfortunately it appears that


Figure 6: Second example: 2D motion based on [33]
there are a number of typographical errors in the previously published details of the constraints. The following values are used here as they generate a motion similar to those shown in [33].

$$
\begin{aligned}
\mathbf{r}_{0} & =\mathbf{i}+\mathbf{j}+\mathbf{k} \\
\mathbf{a}_{0} & =0.436 \mathbf{i}-0.218 \mathbf{j}+0.873 \mathbf{k} \\
\gamma_{0} & =26.3 \mathrm{deg} \\
\mathbf{v}_{0} & =12 \mathbf{i}-12 \mathbf{j}-16 \mathbf{k} \\
\Omega_{0} & =\mathbf{i}+0.5 \mathbf{j}-0.6 \mathbf{k}
\end{aligned}
$$

$$
\mathbf{r}_{m}=10 \mathbf{i}-20 \mathbf{k}
$$

$$
\mathbf{a}_{m}=0.914 \mathbf{i}-0.304 \mathbf{j}+0.269 \mathbf{k}
$$

$$
\gamma_{m}=-32 \mathrm{deg}
$$

$$
\begin{aligned}
\mathbf{r}_{1} & =32.4 \mathbf{i}+19 \mathbf{j}-19 \mathbf{k} \\
\mathbf{a}_{1} & =0.966 \mathbf{i}-0.221 \mathbf{j}+0.132 \mathbf{k} \\
\gamma_{1} & =103.8 \mathrm{deg} \\
\mathbf{v}_{1} & =12 \mathbf{i}+16 \mathbf{j}+4 \mathbf{k} \\
\Omega_{1} & =-0.4 \mathbf{i}-0.2 \mathbf{j}+0.4 \mathbf{k}
\end{aligned}
$$



Figure 7: Third example: 3D motion based on [33]
Again a Bézier quartic motion is obtained whose control poses are the following

$$
\left.\begin{array}{rl}
S_{0}= & 0.974+0.611 \varepsilon e_{01}+0.437 \varepsilon e_{02}+0.412 \varepsilon e_{03} \\
& +0.199 e_{12}+0.050 e_{13}+0.099 e_{23}+0.124 \varepsilon \omega \\
S_{1}= & 0.967+1.588 \varepsilon e_{01}-1.402 \varepsilon e_{02}-1.563 \varepsilon e_{03} \\
& +0.111 e_{12}+0.020 e_{13}+0.228 e_{23}+0.226 \varepsilon \omega
\end{array}\right] \begin{aligned}
& \\
& S_{2}= 1.262+7.750 \varepsilon e_{01}+11.789 \varepsilon e_{02}-11.032 \varepsilon e_{03} \\
&-0.352 e_{12}-0.408 e_{13}-1.489 e_{23}-9.458 \varepsilon \omega \\
& S_{3}= 0.587+6.878 \varepsilon e_{01}-4.069 \varepsilon e_{02}-14.790 \varepsilon e_{03} \\
&+0.045 e_{12}+0.201 e_{13}+0.783 e_{23}+9.438 \varepsilon \omega \\
& S_{4}= 0.617+9.330 \varepsilon e_{01}-3.045 \varepsilon e_{02}-15.904 \varepsilon e_{03} \\
&+0.104 e_{12}+0.174 e_{13}+0.760 e_{23}+9.679 \varepsilon \omega
\end{aligned}
$$

The motion generated is shown in Fig. 7 and (because of the choices made for the constraints) this has a similar form to the motions shown in [33].

Table 3 shows properties derived from the generated motion and, once again, these agree with the imposed constraints.

## 7. Conclusions

Free-form motions can be regarded as being generated by smoothly varying rigidbody transforms. They clearly have analogies with free-form curves although they

| $\mathbf{r}_{0}$ | $1.00000 \mathbf{i}+1.00000 \mathbf{j}+1.00000 \mathbf{k}$ |
| :--- | :--- |
| $\mathbf{a}_{0}$ | $0.43644 \mathbf{i}-0.21822 \mathbf{j}+0.87287 \mathbf{k}$ |
| $\gamma_{0}$ | $0.45902 \mathrm{rad}=26.30000 \mathrm{deg}$ |
| $\mathbf{v}_{0}$ | $12.00000 \mathbf{i}-12.00000 \mathbf{j}-16.00000 \mathbf{k}$ |
| $\boldsymbol{\Omega}_{0}$ | $1.00000 \mathbf{i}+0.50000 \mathbf{j}-0.60000 \mathbf{k}$ |
| $\mathbf{r}_{1}$ | $32.40000 \mathbf{i}+19.00000 \mathbf{j}-19.00000 \mathbf{k}$ |
| $\mathbf{a}_{1}$ | $0.96628 \mathbf{i}-0.22106 \mathbf{j}+0.13204 \mathbf{k}$ |
| $\gamma_{1}$ | $1.81165 \mathrm{rad}=103.80000 \mathrm{deg}$ |
| $\mathbf{v}_{1}$ | $12.00000 \mathbf{i}+16.00000 \mathbf{j}+4.00000 \mathbf{k}$ |
| $\boldsymbol{\Omega}_{1}$ | $-0.40000 \mathbf{i}-0.20000 \mathbf{j}+0.40000 \mathbf{k}$ |

Table 3: Properties derived from the generated motion in the third example
are more difficult to construct and manipulate. Rigid-body transforms can be generated using geometric algebra (of which there are several forms). A common means of combining transformations is multiplicatively using the slerp construction. While this can be used to generate free-form motions using the appropriate extension of the de Casteljau algorithm, the lack of commutativity in the multiplication makes geometric properties of the motion intractable.
It has been seen that geometric algebra also allows transforms to be combined additively and this leads to natural extensions of the Bézier and B-spline constructions to generate free-form motions. Some properties which are well known for curves pass over to motions, but the fact that the transform appears twice when it is applied to transform any point complicates matters.

This paper has been concerned with obtaining a geometric construction for the pair of end control poses for a Bézier motion when constraints on the end pose and linear and angular velocities are given. Such a construction has been found and demonstrated on some examples. The approach draws on the idea that locally a motion is approximately on the surface of a circular cylinder. The significance here is that the construction is a natural extension of the corresponding idea for the endtangents of a Bézier (or B-spline) curve. As such, it is a geometric property which has immediate meaning for the motion itself. Such properties are far less apparent when motions are constructed by alternative means such as metrics in a space of matrices. This suggests that geometric algebra is a more natural environment for investigating free-form motions.
Although a particular form of geometric algebra has been used here, similar results are possible in other representations provided that suitable adjustments are made. Certainly the approach goes across directly to use with the homogeneous model. Care is required with using the CGA if the idea that points are represented by null vectors is to be preserved. Care is also be required if the dual quaternions are used since these make less distinction between geometry (points) and transforms.
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## Appendix

The purpose of this appendix is to explain the choice of using the geometric algebra $\mathcal{G}_{4}$ in this paper. The choice is based largely upon the simplicity of notation and this is illustrated partly in connection with lemma 2.4. This is not to say that alternative approaches are not possible. It is simply that they do not seem as "natural" for the particular application considered.
The quaternions can handle rotations but the dual quaternions are needed to handle translations as well [7, 13, 14]. Use $\gamma$ to denote the dual number (with $\gamma^{2}=0$ ). The
typical Euclidean point $(x, y, z)$ is represented by $P=1+p \gamma$ where $p=x i+y j+z k$. (A more natural representation for the point might have been expected to be simply $1+p$, without the need for the appearance of $\gamma$.) A translation in the direction $(u, v, w)$ is generated by $T=1+\frac{1}{2} t \gamma$ where $t=u i+v j+w k$. The translation map is then

$$
P \mapsto T P T=\left(1+\frac{1}{2} t \gamma\right)(1+p \gamma)\left(1+\frac{1}{2} t \gamma\right)=1+(p+t) \gamma
$$

The fact that $T$ is normalized is because $T^{\dagger} T=1$, where $T^{\dagger}$ is the conjugate which changes the sign of $\gamma$. In $\mathcal{G}_{4}$, the equivalent map is $P \mapsto \bar{T} P T$ and the fact that $\bar{T} T=1$ says that $T$ is normalized. The reverse operation is used in both the map and the normalization. With the dual quaternions, the conjugate is used with only one of them (and there is potential confusion as to which conjugate to use). Further, in $\mathcal{G}_{4}$ and other algebras, points are elements of grade 1 , and transforms are elements of even grade: so they are clearly distinct ideas. This distinction is absent with the dual quaternions: indeed the elements $P$ and $T$ above have essentially the same form.
The conformal geometric algebra (CGA) $[16,29]$ is a popular form. It represents points in projective (and Euclidean) space by null vectors. In the direct equivalent of part (ii) of lemma 2.4, the element $Q$ is not necessarily a null vector, even if $P$ is. For example, using the notation of [29], if $U=\left(1+e_{12}\right) / \sqrt{2}, V=\left(1+e_{13}\right) / \sqrt{2}$, and $P=$ $e_{0}+e_{1}+\frac{1}{2} e_{\infty}$, then $P^{2}=0$, so that $P$ is null. However, $Q=\frac{1}{2}\left(e_{0}+e_{1}+e_{2}+e_{3}+\frac{1}{2} e_{\infty}\right)$ with $Q^{2}=\frac{1}{2}$, so that $Q$ is not null. The lemma can be amended to give a CGA version but it becomes more complicated.
Finally consider the homogeneous model [35, 36, 37]. It is straightforward to use this in place of $\mathcal{G}_{4}$ in this paper. Its slight drawback is that vectors in the algebra correspond to planes in Euclidean geometry, and trivectors to points (which seems the wrong way round): in particular, the Euclidean point ( $x, y, z$ ) corresponds to the trivector $e_{123}+x e_{023}-y e_{013}+z e_{012}$. A change of notation (for example, renaming $e_{123}$ as $E_{0}, e_{023}$ as $E_{1}$, and so on [36]) can be used to make the correspondence seem more natural but this seems an added complication.
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