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#### Abstract

Provided that they are in appropriate configurations (tight data), given planar $G^{1}$ Hermite data generate a unique cubic Pythagorean hodograph ( PH ) spline curve interpolant. On a given associated knot-vector, the corresponding spline function cannot be $C^{1}$, save for exceptional cases. By contrast, we show that replacing cubic spaces by cubic-like sparse spaces makes it possible to produce infinitely many $C^{1} \mathrm{PH}$ spline functions interpolating any given tight $G^{1}$ Hermite data. Such cubic-like sparse spaces involve the constants and monomials of consecutive degrees, and they have long been used for design purposes. Only lately they were investigated in view of producing PH curves and associated $G^{1} \mathrm{PH}$ spline interpolants with some flexibility. The present work strongly relies on these recent results.
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## 1. Introduction

Pythagorean hodograph planar curves (for short, PH curves) form a remarkable family of parametric polynomial curves with many useful features and characteristics. They have been extensively studied during the last three decades, see [12], $[39,15,37,2,21,42,10,9,23,8,11,13,14]$, and other references therein. In particular, it is well known that, among all cubic planar parametric curves, cubic PH curves can be characterised by geometric properties of their control polygons: equal interior angles and constant ratios between consecutive segments [17]. This geometric characterisation naturally establishes a one-to-one correspondence between the class of all cubic PH curves with obtuse interior angles and $G^{1}$ Hermite interpolation problems (two points and associated tangent directions) with appropriate configuration of the data (tight data). Repeated application of this one-to-one correspondence naturally produces a unique PH -spline curve interpolating any given sequence of such $G^{1}$ Hermite tight data [1, 36]. However, if the data are associated with a given knot-vector, the unique corresponding $G^{1}$ cubic PH spline function cannot be $C^{1}$, save for exceptional configurations.

The impossibility of obtaining a $C^{1}$ cubic PH spline function interpolating $G^{1}$ Hermite data can be viewed as a manifestation of the lack of flexibility of polynomial spaces, due to the fact that no parameter is inherently attached to them. This is the reason why, in many situations, it can be useful to replace them by their most natural generalisations, that is, by Extended Chebyshev spaces [22, 40, 26, 38, 28, 32]. Though more difficult to handle, such spaces present the great advantage to inherently possess parameters which can be used to improve the unique solutions to given problems. Probably the most famous example is provided by the so-called tension splines introduced in [41] to eliminate undesired oscillations in cubic spline interpolation. All pieces were taken from the cubic-like Extended Chebyshev space spanned by the functions $1, t, \cosh (a t), \sinh (a t)$, where $a$ is any positive parameter whose well-known global effect is to produce " $C^{2}$ piecewise affine" interpolants at $+\infty$.

In the present paper, the cubic space will be replaced by any space spanned by four functions of the form $1, t^{\ell+1}, t^{\ell+2}, t^{\ell+3}$, where $\ell$ is a positive integer, which is an Extended Chebyshev space on any interval $[a, b]$ contained in $] 0,+\infty[$. The integer $\ell$ represents the number of missing monomials with respect to the degree $(\ell+3)$ polynomial space, and for this reason we call it the sparsity of this cubic-like space which itself is said to be sparse. Sparse spaces are especially interesting for design purposes, because all design algorithms with these spaces are hardly more complicated than with cubic spaces [29, 3]. Moreover, they inherently possess two parameters, first the sparsity parameter $\ell$, second the interval parameter $b / a$ related to where they operate, which proved to produce powerful shape effects for spline design [25, 31]. Recently, sparse spaces were used to construct cubic-like PH curves [7], with the advantage of some flexibility resulting from the presence of their two parameters. The most important result to retain from [7] is the characterisation of cubic-like sparse PH curves by geometric properties of their control polygons, which extends the one concerning their cubic counterparts. Along with the presence of parameters, this characterisation will enable us to obtain $C^{1}$ cubic-like sparse PH splines based on a fixed knot-vector, interpolating associated $G^{1}$ Hermite tight data. This is the object of the present work.

The necessary background on cubic-like sparse spaces and associated splines is briefly presented in Section 2. In particular, we recall why it is recommended that sparse splines be defined after disconnecting the interval parameters from the knot-vector through a positive piecewise affine function. This is crucial for geometric design, for it simultaneously permits to take full advantage of the parameters offered by sparse spaces and overcome their lack of symmetry. The crucial geometric characterisation of cubic-like sparse PH curves by means of their control polygons, and the flexibility they permit, are summarised in Section 3. These results are applied to $G^{1}$ Hermite interpolation of tight data by cubic-like sparse PH spline curves in Section 4. As a matter of fact, this question had already been addressed in [7]. However, here, being concerned with $C^{1}$ continuity, we are not only interested in the resulting curves, but in cubic-like sparse PH spline functions, based on a given knot-vector associated with the tight data to be interpolated. For this reason, inspired by what is recommended for design, we first have to revisit the definition of cubic-like sparse PH curves. The $G^{1}$ Hermite interpolation problem can now be solved via infinitely many different $G^{1}$ spline functions preserving the possible symmetry properties of the given tight data. Among this infinitely many solutions, infinitely many are $C^{1}$. How to construct the PH segments of such $C^{1}$ solutions, one after the other, is explained in Section 5. This progressive method is then illustrated with several examples of tight data taken from classical curves, with special insistence on symmetry preservation. Through one example we also illustrate what can be done when the data are not tight, according to the pre-processing step suggested in [20]. Our results are synthesized and commented in Section 6 with a view to possible future work.

## 2. Design with sparse cubic-like Müntz spaces and splines

Given any numbers $0 \leqslant r_{0}<r_{1}<\cdots<r_{n-1}<r_{n}$, the $(n+1)$-dimensional space $\mathbb{E}_{n}$ spanned by the functions $t^{r_{i}}, i=0, \ldots, n$, is called a Müntz space. The space $\mathbb{E}_{n}$ is an Extended Chebsyhev space (for short, EC-space) on $] 0,+\infty[$, in the sense that any non-zero element of this space vanishes at most $n$ times on $] 0,+\infty\left[\right.$. Suppose that $r_{0}=1$. Then, the ( $n$-dimensional) space $D \mathbb{E}_{n}$ obtained through the ordinary differentiation $D$ is in turn an EC-space on $] 0,+\infty\left[\right.$, and the EC-space $\mathbb{E}_{n}$ is said to be good for design on $] 0,+\infty[$. Indeed, on any positive interval $[a, b]$ (i.e., $0<a<b$ ), we can design with the space $\mathbb{E}_{n}$ instead of the degree $n$ polynomial space, see $[27,34]$. Of course we loose the remarkable simplicity of all algorithms in polynomial design, but we gain shape parameters, namely all coefficients $r_{1}, \ldots, r_{n}$. Polynomial Müntz spaces, corresponding to the special case where the exponents $r_{1}, \ldots, r_{n}$, are integers, were fully investigated in [3], see also [34]. An excellent compromise between simplicity and shape effects is obtained when $r_{1}, \ldots, r_{n}$ are consecutive integers, for design algorithms are hardly more complicated that in the polynomial case [29, 30, 3]. Such spaces are referred to as complete Müntz spaces in [3], see also [6, 5]. From now on, we limit ourselves to the cubic-like case $n=3$.

### 2.1. Sparse cubic-like Müntz spaces

The integer $\ell \geqslant 0$ being given, we denote by $\mathbb{M}_{\ell}$ the four-dimensional complete Müntz space spanned on $\mathbb{R}$ by the functions $1, t^{\ell+1}, t^{\ell+2}, t^{\ell+3}$. For convenience, here, we will refer to it as the sparse Müntz space of
sparsity parameter $\ell$. The complete symmetric polynomial $h_{\ell}$ of degree $\ell$ in four variables will be an essential tool throughout the paper. It is defined by

$$
h_{\ell}\left(x_{1}, x_{2}, x_{3}, x_{4}\right):=\sum_{\substack{\alpha_{1}, \ldots, \alpha_{4} \geqslant 0 \\ \alpha_{1}+\cdots+\alpha_{4}=\ell}} x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} x_{3}^{\alpha_{3}} x_{4}^{\alpha_{4}}, \quad x_{1}, x_{2}, x_{3}, x_{4} \in \mathbb{R} .
$$

We shall actually use its normalised version $\widetilde{h}_{\ell}$, that is,

$$
\widetilde{h}_{\ell}\left(x_{1}, x_{2}, x_{3}, x_{4}\right):=\frac{h_{\ell}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)}{h_{\ell}(1,1,1,1)}=\frac{h_{\ell}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)}{\binom{\ell+3}{3}}
$$

Take any couple $(a, b), 0<a<b$. Since $\mathbb{M}_{\ell}$ is an EC-space good for design on $] 0,+\infty[$, it possesses a Bernstein basis relative to $(a, b)$ that we denote as $\left(B_{\ell, 0}, B_{\ell, 1}, B_{\ell, 2}, B_{\ell, 3}\right)$. It is the unique sequence of functions in $\mathbb{M}_{\ell}$ satisfying the following properties:

- positivity property: for $i=0, \ldots, 3, B_{\ell, i}$ is positive on $] a, b[$;
- zero property: for $i=0, \ldots, 3, B_{\ell, i}$ vanishes exactly $i$ times at $a$ and exactly ( $3-i$ ) times at $b$;
- normalisation property: the sequence is normalised, in the sense that $B_{\ell, 0}(t)+B_{\ell, 1}(t)+B_{\ell, 2}(t)+B_{\ell, 3}(t)=1$ for all $t \in \mathbb{R}$.

For $\ell=0, \mathbb{M}_{\ell}$ is the ordinary cubic space, and ( $B_{\ell, 0}, B_{\ell, 1}, B_{\ell, 2}, B_{\ell, 3}$ ) is the standard cubic Bernstein basis relative to $(a, b)$, that we will more classically denote as $\left(B_{0}^{3}, B_{1}^{3}, B_{2}^{3}, B_{3}^{3}\right)$, with, therefore,

$$
B_{k}^{3}(t)=\binom{3}{k}\left(\frac{t-a}{b-a}\right)^{k}\left(\frac{b-t}{b-a}\right)^{3-k}, \quad t \in \mathbb{R}, \quad k=0, \ldots, 3
$$

The following expressions of Bernstein bases in sparse cubic-like spaces were obtained in [30, 3].
Proposition 1. Given $0<a<b$, for any positive integer $\ell$, the Bernstein basis relative to $(a, b)$ in the space $\mathbb{M}_{\ell}$ is given by

$$
B_{\ell, k}=\frac{\widetilde{h}_{\ell}\left((t a)^{[3-k]},(t b)^{[k]}, a b\right)}{\widetilde{h}_{\ell}\left(a^{[4-k]}, b^{[k]}\right) \widetilde{h}_{\ell}\left(a^{[3-k]}, b^{[k+1]}\right)} B_{k}^{3}(t), \quad t \in \mathbb{R}, \quad k=0, \ldots, 3,
$$

where the notation $x^{[k]}$ means $x$ repeated $k$ times.
Example 1. As an example, in the simple case $\ell=1$, the explicit expressions giving the Bernstein basis in $\mathbb{M}_{1}$ are as follows:

$$
\begin{aligned}
B_{1,0}(t) & =\frac{b+3 t}{3 a+b} B_{0}^{3}(t), \quad B_{1,1}(t)=2 \frac{b t+a b+2 a t}{(a+b)(3 a+b)} B_{1}^{3}(t), \\
B_{1,2}(t) & =2 \frac{2 b t+a b+a t}{(a+b)(a+3 b)} B_{2}^{3}(t), \quad B_{1,3}(t)=\frac{a+3 t}{a+3 b} B_{3}^{3}(t)
\end{aligned}
$$

Here, designing with cubic-like sparse spaces consists in obtaining planar parametric curves defined by a function

$$
\begin{equation*}
P(t)=\sum_{k=0}^{3} B_{\ell, k}(t) P_{k}, \quad t \in[a, b], \tag{1}
\end{equation*}
$$

where a positive integer $\ell$, and $0<a<b$, are given, and with given $P_{0}, \ldots, P_{3} \in \mathbb{R}^{2}$ (Bézier points of $P$ relative to $(a, b))$. Any such function $P$ can be evaluated on $[a, b]$ from its Bézier points $P_{0}, \ldots, P_{3}$ by three steps of a de Casteljau algorithm [29].

The control polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$ being selected, the function $P$ in (1) depends on the three parameters $\ell, a, b, a<b$. By contrast, the resulting parametric curve depends only on two free parameters: on the


Figure 1: Bernstein bases of cubic-like sparse spaces: (a) $\ell=1,[a, b]=[1,1.5]$, (b) $\ell=1,[a, b]=[1,15]$, (c) $\ell=10$, $[a, b]=[1,1.5],(\mathrm{d}) \ell=10,[a, b]=[1,15]$.
one hand, the sparsity parameter $\ell \geqslant 1$, on the other the interval parameter $\eta:=\frac{b}{a}>1$. Whatever the sparsity parameter, when the interval parameter tends to $1^{+}$, the resulting curve "uniformly converges" (in a mathematical sense to be specified, but this is not our purpose here) to the standard cubic curve with control polygon [ $P_{0}, P_{1}, P_{2}, P_{3}$ ] [38]. The two parameters $\ell, \eta$ act as shape parameters. Illustrations of their effects on the curves can be found in [7]. In Fig. 1, with $a=1$, we show the effects on the Bernstein basis resulting from the change of $b>1$ (i.e., of the interval parameter $\eta$ ) and of the sparsity $\ell$. These graphs clearly point out the assymmetry of sparse Bernstein bases, which is one major drawback by comparison with the classical cubic Bernstein basis. Note that this asymmetry increases both with $\ell$ and $\eta$.

We conclude this subsection with the expression of the derivatives of $P$ at the endpoints of the interval $[a, b]$ :

$$
P^{\prime}(a)=\frac{3 a^{\ell}}{(b-a) \widetilde{h}_{\ell}(a, a, a, b)}\left(P_{1}-P_{0}\right), \quad P^{\prime}(b)=\frac{3 b^{\ell}}{(b-a) \widetilde{h}_{\ell}(a, b, b, b)}\left(P_{3}-P_{2}\right) .
$$

Out of homogeneity, these formulæ can also be written as follows:

$$
\begin{equation*}
P^{\prime}(a)=\frac{3}{(b-a) \widetilde{h}_{\ell}(1,1,1, \eta)}\left(P_{1}-P_{0}\right), \quad P^{\prime}(b)=\frac{3}{(b-a) \widetilde{h}_{\ell}\left(1,1,1, \frac{1}{\eta}\right)}\left(P_{3}-P_{2}\right) \tag{2}
\end{equation*}
$$

where $\eta=b / a$ is the interval parameter.

### 2.2. Design with sparse cubic-like splines

The definition of splines based on cubic-like sparse spaces must take into account two difficulties inherent in these spaces: the fact that we have to work on $] 0,+\infty[$ and the lack of symmetry.

- Direct definition:

In the case of a bi-infinite sequence $t_{k}, k \in \mathbb{Z}, t_{k}<t_{k+1}$, of simple knots, a direct definition should require all knots $t_{k}$ to be positive. Take the simplest situation where the sparsity parameter $\ell$ is the same everywhere. Then, the analogue of the cardinal case of ordinary cubic splines corresponds to a constant ratio $t_{k+1} / t_{k}=q>1$ for all $k \in \mathbb{Z}$. In that case, we have two global shape parameters, $q>1$ and $\ell>0$. With the same constant ratio $t_{k+1} / t_{k}=q$, we can also allow the sparsity parameter $\ell_{k}$ to change from interval to interval and serve as a local shape parameter. However, for design with $C^{2}$ splines we cannot choose the various sparsities freely, they have to satisfy (see [33])

$$
\begin{equation*}
\ell_{k}-\ell_{k+1}<2 \frac{q+1}{q-1}, \quad k \in \mathbb{Z} \tag{3}
\end{equation*}
$$

In spite of this limitation, such splines can produce efficient shape effects as illustrated in [33]. Such $C^{2}$ sparse splines are shown in Fig. 2. A pole $P_{k}$ representing the knot $t_{k+2}$, the positive integer indicated close to the segment $\left[P_{k}, P_{k+1}\right]$ is the sparsity $\ell_{k+2}$ used on the interval $\left[t_{k+2}, t_{k+3}\right]$. For the selected sequence of





Figure 2: $C^{2}$ sparse splines, with positive knots satisfying $t_{k+1} / t_{k}=q$ for all $k$, and with the $k$ th piece taken from $\mathbb{M}_{\ell_{k}}$, where the sparsities $\ell_{k}$ are indicated on the control polygons. From left to right: $q=1.01 ; 1.5 ; 2 ; 5$.





Figure 3: $C^{1} / G^{2}$ sparse splines with knots $t_{k}:=k$ for all $k$. Everywhere $p_{k}=1$, except at the poles indicated by circles, where $p_{k}=100$, and with the sparsity equal to 3 in each interval such that $p_{k} \neq p_{k+1}$.
sparsities, we have $\max _{k}\left(\ell_{k}-\ell_{k+1}\right)=2$, and (3) is satisfied for any $q>1$. When $q=1.01$, the cubic-like spline curve is close to the standard $C^{2}$ cubic spline. Increasing the values of $q$ pushes the spline curve to the control polygon, all the more efficiently as the sparsity increases. Certainly, we have shape preservation, but no symmetry preservation. An obvious inconvenience of this definition of sparse splines is the surprising difference of treatment on the left and right parts of the bi-infinite sequence of knots, since this implies an accumulation of knots at $0^{+}$and intervals of "infinite" length as we move to the right.

However, the major drawback is that, in case the knots are given, we cannot take any benefit from the successive interval parameters which are derived from the knots. This is why sparse cubic-like splines (and more generally Müntz splines) are more usually defined differently, as we will now explain.

- More convenient framework:

A bi-infinite sequence of knots $t_{k}, k \in \mathbb{Z}$, is given, with $t_{k}<t_{k+1}$ for all $k$ as the only requirement, along with a bi-infinite sequence of positive numbers $p_{k}, k \in \mathbb{Z}$. To introduce the section-space $\mathbb{E}_{k}$ on $\left[t_{k}, t_{k+1}\right]$, two cases are to be considered, see [25, 35, 31].

1. Suppose that $p_{k}=p_{k+1}$ : then the space $\mathbb{E}_{k}$ is the restriction to $\left[t_{k}, t_{k+1}\right]$ of the cubic polynomial space.
2. Suppose that $p_{k} \neq p_{k+1}$ : then we select a non-negative integer $\ell_{k}$, and the section-space $\mathbb{E}_{k}$ on $\left[t_{k}, t_{k+1}\right]$ is obtained from the sparse cubic-like space $\mathbb{M}_{\ell_{k}}$ restricted to the positive interval $I_{k}:=\left[\min \left(p_{k}, p_{k+1}\right)\right.$, $\left.\max \left(p_{k}, p_{k+1}\right)\right]$, through the affine change of variable $\vartheta_{k}:\left[t_{k}, t_{k+1}\right] \longrightarrow I_{k}$ such that $\vartheta_{k}\left(t_{i}\right)=p_{i}$ for $i=k, k+1$, that is,

$$
\vartheta_{k}(x):=\frac{t_{k+1}-x}{t_{k+1}-t_{k}} p_{k}+\frac{x-t_{k}}{t_{k+1}-t_{k}} p_{k+1}, \quad x \in\left[t_{k}, t_{k+1}\right] .
$$

Associated with these data, a sparse spline is a continuous function $S:] \inf _{k}\left(t_{k}\right), \sup _{k}\left(t_{k}\right)[\longrightarrow \mathbb{R}$, such that, for each $k \in \mathbb{Z}, S$ coincides with a function $F_{k} \in \mathbb{E}_{k}$ on $\left[t_{k}, t_{k+1}\right]$. Considering all knots as simple, the definition of a spline space will be completed by the relations between left and right first and second derivatives at all knots, so as to produce $C^{2}$ splines or, more generally, order two geometrically continuous splines, in a way convenient for design [31].


Figure 4: Labelling of relevant geometric data related to a control polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$.

Examples of such splines are shown in Figure 3, directly copied from [31]. The knots are defined by $t_{k}:=k$ for all $k \in \mathbb{Z}$, and all $p_{k}$ are equal to 1 , except at some knots indicated by circles where $p_{k}=100$. The sparsity is equal to 3 in all intervals where we do not have ordinary cubic segments. The splines are $C^{1}$ and $G^{2}$, and they differ only from the places of the circles. More details on the connection matrices used and more examples can be found in [31]. Unlike the splines in Fig. 2, here, in addition to shape preservation, we do have symmetry preservation due to the values of the positive numbers $p_{k}$ being selected symmetrically. The reason why it is so will be made clear in the next sections.

## 3. Cubic-like sparse PH curves

In this section we need to briefly explain how to recognise that a given cubic-like sparse curve is a PH curve, and how to construct such PH curves. The results summarised below were obtained in [7].

### 3.1. Characterisation of cubic-like sparse PH curves

Recall that a parametric curve defined by a polynomial function $P(t)=(x(t), y(t)), t \in[a, b]$, is said to be a Pythagorean-Hodograph (PH) curve if and only if there exists a real polynomial $\sigma$ such that

$$
\begin{equation*}
x^{\prime 2}(t)+y^{\prime 2}(t)=\sigma^{2}(t), \quad \text { for all } t \in[a, b] . \tag{4}
\end{equation*}
$$

Subsequently, given a planar polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right.$ ], we use the notations $L_{0}, L_{1}, L_{2}$, for the lengths of its segments, and $\theta_{1}, \theta_{2}$ for its angles, as indicated in Fig. 4. A sparsity $\ell>0$ being selected, along with a positive interval $[a, b]$, we consider the associated cubic-like sparse curve produced by the function $P:[a, b] \longrightarrow \mathbb{R}^{2}$ defined in (1). Below we recall when it is a PH curve [7].

Theorem 2. The cubic-like sparse curve produced by the function $P$ defined in (1) is a PH curve if and only if the polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$ satisfies the conditions

$$
\begin{equation*}
\theta_{1}=\theta_{2} \quad \text { and } \quad\left(L_{1}\right)^{2}=\psi_{\ell}(\eta) L_{0} L_{2} \tag{5}
\end{equation*}
$$

where $\eta=b / a$ is the interval parameter, and where

$$
\begin{equation*}
\psi_{\ell}(\eta)=\frac{h_{\ell}(1,1, \eta, \eta)^{2}}{h_{\ell}(1,1,1, \eta) h_{\ell}(1, \eta, \eta, \eta)} \tag{6}
\end{equation*}
$$

Remark 1. For $\ell=0$, the quantity $\psi_{\ell}(\eta)$ is identically equal to 1 . In that case, the right part of (5) becomes $\left(L_{1}\right)^{2}=L_{0} L_{2}$. Therefore, for $\ell=0$, the conditions (5) yield the well-known characterisation of cubic PH curves in terms of their control polygons [17]. In that case only, the characterisation does not involve the interval. ${ }^{1}$

[^0]

Figure 5: Graph of the function $\psi_{\ell}$ defined by $(6)$ on $[0,+\infty[$ for various values of the integer $\ell \geqslant 1$.

The function $\psi_{\ell}$ is thus a crucial tool for cubic-like sparse PH curves. Let us remind the reader about its variations, see Fig. 5 .

Theorem 3. Given $\ell \geqslant 1$, the function $\psi_{\ell}$ defined by the expression (6) on $[0,+\infty[$ satisfies

$$
\begin{equation*}
\psi_{\ell}\left(\frac{1}{\eta}\right)=\psi_{\ell}(\eta) \quad \text { for all } \ell>0 \tag{7}
\end{equation*}
$$

and is strictly increasing on $\left[1,+\infty\left[\right.\right.$ from 1 to $\frac{2 \ell+2}{\ell+2}$.
Remark 2. The difficult part in the proof of Theorem 3 consists in showing that the function $\psi_{\ell}$ is strictly decreasing on $[0,1][7]$. Its main originality is to make it necessary to consider some Müntz spaces on $[0,1]$, and to apply to them design techniques as developed in [4], although they are not EC-spaces on this interval. For this reason, they cannot be handled through Bernstein bases, but through Gelfond-Bernstein bases $[18,19]$. Note that the asymptotic value $\frac{2 \ell+2}{\ell+2}$ is strictly increasing with $\ell$ and its limit when $\ell \rightarrow+\infty$ is equal to 2 . Take any $\alpha \in] 1,2\left[\right.$, and any integer $\ell$ such that $\frac{2 \ell+2}{\ell+2}>\alpha$, that is, such that $\ell>\frac{2 \alpha-2}{2-\alpha}$. Then, there is a unique $\eta>1$ such that $\psi_{\ell}(\eta)=\alpha$.

### 3.2. Geometric construction of cubic-like sparse PH curves

Let us start with a non-degenerate triangle $[A, B, C]$, with $\|C-B\| \geqslant\|A-B\|$ (the case $\|C-B\| \leqslant\|A-B\|$ can be treated similarly). Let $C^{\prime}$ be the point located on the segment $[B, C]$ such that $\left\|C^{\prime}-B\right\|=\|A-B\|$. Selecting a point $E \in] A, B[$, and a point $F \in] B, C[$, consider the cubic-like sparse curve defined in (1) with control polygon [ $P_{0}, P_{1}, P_{2}, P_{3}$ ] given by

$$
\begin{equation*}
P_{0}:=A, \quad P_{1}:=E, \quad P_{2}:=F, \quad P_{3}:=C . \tag{8}
\end{equation*}
$$

For this polygon to satisfy the left part of (5) it is necessary and sufficient to require the segment $[E, F]$ to be parallel to $\left[A, C^{\prime}\right]$. Subsequently, we assume this to be satisfied. With each point $E$ in the segment $[B, A]$, we then associate the quantity

$$
\alpha(E):=\frac{L_{1}(E)^{2}}{L_{0}(E) L_{2}(E)}:=\frac{\left\|P_{2}-P_{1}\right\|^{2}}{\left\|P_{1}-P_{0}\right\|\left\|P_{3}-P_{2}\right\|}
$$

called the polygon parameter of $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$. The values of this function $\alpha$ strictly increase from 0 to $+\infty$ as $E$ ranges from $B$ to $A$. Conversely, given $\alpha \in[0,+\infty[$ (on purpose to avoid too many notations, we


Figure 6: Left: for $\ell=4$, the red region corresponds to $\alpha=1$ and $\alpha_{4}^{*}=1.6667$ and the red curve is obtained with $\alpha=1.6$ and corresponding $\eta \approx 12.7813$. Center: The purple region represents the allowed band $E \in\left[E_{1}, E_{2}\right], F \in\left[F_{1}, F_{2}\right]$; Right: $\ell=3$ and $\eta \approx 10.5956$.
use the same symbol for the function $\alpha$ and its values) the unique point $E$ in the segment $[B, A[$ such that $\alpha(E)=\alpha$ is given by

$$
\begin{equation*}
\|E-A\|=\frac{2 a b^{2}}{a c \alpha+2 b^{2}+\sqrt{a \alpha\left[a c^{2} \alpha+4 b^{2}(a+c)\right]}}, \tag{9}
\end{equation*}
$$

where, in this formula and only there, the letters $a, b, c$ have the following meaning

$$
a:=\|A-B\|, \quad b:=\left\|C^{\prime}-A\right\|, \quad c:=\left\|C-C^{\prime}\right\| .
$$

We denote by $E_{1}$ and $E_{2}$ the two points on $] B, A[$ such that

$$
\alpha\left(E_{1}\right)=1, \quad \alpha\left(E_{2}\right)=2
$$

Moreover, on the open segment $] E_{1}, E_{2}\left[\right.$, we can place the monotonic sequence of points $E_{\ell}^{*}$ characterised by

$$
\alpha\left(E_{\ell}^{*}\right)=\alpha_{\ell}^{*}, \quad \text { with } \alpha_{\ell}^{*}:=\frac{2 \ell+2}{\ell+2}, \quad \ell \geqslant 1
$$

for which therefore $\left\|E_{\ell}^{*}-A\right\|$ is given by (9), with $\alpha=\alpha_{\ell}^{*}$. Below we summarise two possible interpretations of Theorems 2 and 3 for the obtention of cubic-like sparse PH curves.

- PH-curves from sparsity:

Any given positive integer $\ell$ being selected, the triangle $[A, B, C]$ produces infinitely many cubic-like PHcurves with sparsity parameter $\ell$. For any of them, the control polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$ in (8) is characterised by either the point $E \in] E_{1}, E_{\ell}^{\star}[$, or its polygon parameter $\alpha \in] 1, \alpha_{\ell}^{\star}[$, or its interval parameter $\eta \in] 1,+\infty[$, the one-to-one correspondences between $E, \alpha, \eta$ being through (9), with

$$
\begin{equation*}
\alpha=\psi_{\ell}(\eta) \tag{10}
\end{equation*}
$$

Each corresponding PH curve itself can be obtained as the image of the function $P$ in (1) on any positive interval $[a, b]$ such that $\frac{b}{a}=\eta$. The evolution of the PH curve as $\alpha$ ranges in $] 1, \alpha_{\ell}^{*}[$ cannot be impressive, for the control polygons are limited by a narrow band. This narrow band is shown in Fig. 6, (a), for $\ell=4$, and with therefore $\alpha_{\ell}^{*}=\frac{5}{3} \approx 1.66$. The red curve is obtained with $\alpha=1.6$. The interval parameter is thus defined by $\psi_{4}(\eta)=1.6$, which gives $\eta \approx 12.7813$.

- PH-curves from polygon parameter:

The discussion is now in terms of the polygon parameter $\alpha \in[0,+\infty[$, or, as well, in terms of the point $E \in\left[B, A\left[\right.\right.$ associated with $\alpha$ through (9), producing the polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$ as in (8).

1. Assume that $\alpha=1$, i.e., $E=E_{1}$. Then, the polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$ produces exactly one PH curve, which is the cubic curve with control polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$, whatever the interval $[a, b](\ell=0)$.
2. Assume that $1<\alpha<2$, i.e., that $E$ is located in the open interval $] E_{1}, E_{2}[$. Then, the corresponding polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$ produces infinitely many PH curves. More precisely, for each integer $\ell>\frac{2 \alpha-2}{2-\alpha}$ (see Remark 2), the cubic-like curve with sparsity $\ell$, and control polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$ is a PH curve. Once $\ell$ chosen, the associated interval parameter $\eta$ is given by (10).
3. Assume that $\alpha<1$ (i.e., $E \in] B, E_{1}\left[\right.$ ) or $\alpha \geqslant 2$ (i.e., $E \in\left[E_{2}, A[\right.$ ). Then, whatever the integer $\ell \geqslant 0$ and whatever $\eta>1$, the sparse cubic-like curve with sparsity $\ell$, interval parameter $\eta$ and control polygon $\left[P_{0}, P_{1}, P_{2}, P_{3}\right]$ is not a PH curve.

This discussion is summarised in Fig. 6, (b), where the purple band represents the region where to choose segments $[E, F]$ parallel to $\left[A, C^{\prime}\right]$ producing PH curves. In Fig. 6, (c), we consider the polygon corresponding to $\alpha=1.5$. In that case $\frac{2 \alpha-2}{2-\alpha}=2$. Therefore, this fixed polygon generates infinitely many cubic-like sparse PH curves, with sparsities $\ell>2$. The blue curve is obtained with $\ell=3$. The associated interval parameter is given by $\psi_{3}(\eta)=1.5$, which corresponds to $\eta \approx 10.5956$.

## 4. Interpolation of $G^{\mathbf{1}}$ Hermite data with sparse cubic-like $P H$ spline curves: a revisit

By cubic-like sparse PH-spline curves we mean spline curves composed of cubic-like sparse PH segments, the sparsity being allowed to depend on the segment and even to be zero at some places. By comparison, by cubic PH-spline curves we mean that all segments are standard cubic PH curves. In this section we revisit the $G^{1}$ Hermite interpolation by cubic-like sparse PH-spline curves already addressed in [7].

### 4.1. Cubic-like sparse PH curves to interpolate $G^{1}$ Hermite data

The construction of cubic-like sparse PH curves from a non-degenerate triangle can be interpreted as the construction of cubic-like PH curves interpolating $G^{1}$ data (interpolation of two points plus oriented tangents) in convenient configurations. More precisely, given two points $q_{0}, q_{1} \in \mathbb{R}^{2}$ and two associated unit tangent directions $d_{0}, d_{1}$, we assume that these data are tight, i.e., they satisfy

$$
\begin{align*}
\operatorname{det}\left(d_{0}, q_{1}-q_{0}\right)<0, & \operatorname{det}\left(q_{1}-q_{0}, d_{1}\right)<0  \tag{11}\\
\left\langle d_{0}, q_{1}-q_{0}\right\rangle>0, & \left\langle q_{1}-q_{0}, d_{1}\right\rangle>0 .
\end{align*}
$$

Conditions (11) mean that the angles $\angle\left(q_{1}-q_{0}, d_{0}\right)$ and $\angle\left(d_{1}, q_{1}-q_{0}\right)$ both belong to $] 0, \frac{\pi}{2}[$. They ensure the existence of a unique point $q_{0,1}$ common to the two lines passing by $q_{0}, q_{1}$ with directions $d_{0}, d_{1}$, respectively. The previous analysis can be applied to the triangle $[A, B, C]=\left[q_{0}, q_{0,1}, q_{1}\right]$, to obtain infinitely many PH curves with extreme points $A$ and $C$ and unit tangent vectors $d_{0}=\lambda_{0}(B-A)$, and $d_{1}=\lambda_{1}(C-B)$, for some $\lambda_{0}, \lambda_{1}>0$. Let us recall that the well-known properties of EC-spaces good for design make it impossible to have either $\lambda_{0}$ or $\lambda_{1}$ equal to 0 [31].

Consider a number of points $q_{k} \in \mathbb{R}^{2}, k=0, \ldots, r+1$, and associated unit tangent directions $d_{k}$, $k=0, \ldots, r+1$, such that any two consecutive pairs $\left(q_{k}, d_{k}\right),\left(q_{k+1}, d_{k+1}\right)$ are tight in the sense of (11) (for short, we will say that the data are tight). Repeating the process provides us with infinitely many $G^{1}$ cubic-like sparse PH -spline curves interpolating the data. More precisely, if we avoid cubic segments, this provides us with infinitely possible triplets $\left(\ell_{k}, \alpha_{k}, \eta_{k}\right), k=0, \ldots, r$, where the integer $\ell_{k} \geqslant 1$ is the sparsity of the $k$ th segment, $\left.\alpha_{k} \in\right] 1,2\left[, \eta_{k}>1\right.$, are its polygon and interval parameters, linked by the relations

$$
\psi_{\ell_{k}}\left(\eta_{k}\right)=\alpha_{k}, \quad k=0, \ldots, r
$$

For more details, see [7]. To precisely associate with such a spline curve a spline function, any positive number $t_{0}$ being selected, the next knots must be chosen so as to satisfy

$$
\begin{equation*}
\frac{t_{k+1}}{t_{k}}=\eta_{k}, \quad k=0, \ldots, r \tag{12}
\end{equation*}
$$



Figure 7: (a) and (c): $\eta_{0}=\eta_{1}=15$ and $\ell_{0}=\ell_{1}=1,3,8,15 ;(\mathrm{b})$ and (d): $\ell_{0}=\ell_{1}=8$ and $\eta_{0}=\eta_{1}=1.01,2,3$, 15. In all the figures, the dashed blue curve is the ordinary cubic PH-spline.

Conversely, if a strictly increasing sequence $t_{k}, k=0, \ldots, r+1$, of positive knots is given, for each sequence of sparsities $\ell_{k} \geqslant 1, k=0, \ldots, r$, the relations (12) provide us with the sequence of interval parameters $\eta_{k}>1, k=0, \ldots, r$, and therefore with the corresponding cubic-like sparse PH segments.

Contrary to cubic PH-spline curves, we can thus interpolate $G^{1}$ data with some flexibility. Illustrations of this flexibility can be found in [7]. Nevertheless, supposing that the sequence of knots is imposed, only the sparsities are free parameters. In that case, each choice of the successive sparsities $\ell_{0}, \ldots, \ell_{r}$, produces a unique spline function on $\left[t_{0}, t_{r+1}\right]$. This spline function is $G^{1}$ and it will be $C^{1}$ only by exception. This is known to also be true when we interpolate $G^{1}$ tight data with cubic PH -spline curves.

The question of obtaining a $C^{1} \mathrm{PH}$-spline function will be addressed in Section 5. Prior to that, it is necessary to provide new insights into interpolation of $G^{1}$ Hermite data by cubic-like sparse PH-spline curves. This is motivated by the fact that the advantages / inconveniences presented by the interpolating splines described in the previous subsection by comparison with the cubic case, are similar to those described in Section 2, namely: more flexibility but no symmetry preservation. To clarify the question of symmetry, take three pairs of $G^{1}$ data $\left(q_{k}, d_{k}\right), k=0,1,2$, satisfying two by two the tightness conditions (11), and assume the two triangles $\left[q_{0}, q_{0,1}, q_{1}\right]$ and $\left[q_{1}, q_{1,2}, q_{2}\right]$ to be symmetric of each other, as in Fig. 7. While the unique resulting cubic PH -spline curve interpolating these $G^{1}$ data is symmetric (dashed blue curves in Fig. 7), no choice of the sparsities $\ell_{0}, \ell_{1} \geqslant 1$, and of the interval parameters $\eta_{0}, \eta_{1}>1$ will yield a symmetric cubic-like sparse PH-spline curve. Though not spectacular, the lack of symmetry can be observed in the examples shown in Fig. 7, where we present both symmetric control polygons (up), and the zoomed associated non-symmetric sparse PH-spline curves (down). Moving back from the details, one can see that, as $\ell$ or $\eta$ increases, the right half of the curve is crushed by comparison to the left one (concerning the lack of symmetry of sparse spaces, see Fig. 3 in [7]). In order to ensure symmetry preservation, we will change the spaces in which to build the interpolating segments. The underlying idea, already presented in Section 2.2 is natural when dealing with Müntz splines. It will present the additional advantage to both get rid of the positivity constraint for the knots, and increase the flexibility of the resulting curves.

### 4.2. Sparse cubic-like spaces: a modified definition

Starting again with one pair of tight data $\left(q_{0}, d_{0}\right),\left(q_{1}, d_{1}\right)$, we will analyse the corresponding $G^{1}$ Hermite interpolation problem differently, by analogy to what is done for design, as recalled in Section 2.2. We first choose any non-trivial closed bounded real interval $I$, say $I=[0,1]$. For each sparsity $\ell \geqslant 1$ and each pair $\left(p_{0}, p_{1}\right)$ of positive numbers, with $p_{0} \neq p_{1}$, we denote by $\mathbb{M}\left(\ell ; p_{0}, p_{1}\right)$ the restriction of the space $\mathbb{M}_{\ell}$ to the interval

$$
[a, b]:=\left[\min \left(p_{0}, p_{1}\right), \max \left(p_{0}, p_{1}\right)\right] .
$$

The space $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ in which we will interpolate is obtained from $\mathbb{M}\left(\ell ; p_{0}, p_{1}\right)$ via the change of variable $\vartheta: I \longrightarrow[a, b]$ such that

$$
\begin{equation*}
\vartheta(0)=p_{0}, \quad \vartheta(1)=p_{1}, \quad \vartheta \text { is affine on }[0,1] . \tag{13}
\end{equation*}
$$

In other words,

$$
\begin{equation*}
\mathbb{E}\left(\ell ; p_{0}, p_{1}\right):=\left\{F \circ \vartheta \mid F \in \mathbb{M}\left(\ell ; p_{0}, p_{1}\right)\right\} \tag{14}
\end{equation*}
$$

As the image of an EC-space good for design on $[a, b]$ through a change of variable, $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ is an EC-space good for design on $I=[0,1]$, in which the Bernstein basis / Bézier points relative to $(0,1)$ are obtained from the Bernstein basis / Bézier points relative to $(a, b)$ in $\mathbb{M}\left(\ell ; p_{0}, p_{1}\right)$. We need to be more precise on this question. Given $P \in \mathbb{M}\left(\ell ; p_{0}, p_{1}\right)^{2}$, with Bézier points relative to $(a, b)$ denoted by $P_{0}, \ldots, P_{3}$, let $Q_{0}, Q_{1}, Q_{2}, Q_{3}$ be the Bézier points relative to $(0,1)$ of the function $Q:=P \circ \vartheta \in \mathbb{E}\left(\ell ; p_{0}, p_{1}\right)^{2}$. Two cases are to be considered:

1. if $p_{0}<p_{1}$, then $[a, b]=\left[p_{0}, p_{1}\right]$ and $\left(Q_{0}, Q_{1}, Q_{2}, Q_{3}\right)=\left(P_{0}, P_{1}, P_{2}, P_{3}\right)$;
2. if $p_{0}>p_{1}$, then $[a, b]=\left[p_{1}, p_{0}\right]$ and $\left(Q_{0}, Q_{1}, Q_{2}, Q_{3}\right)=\left(P_{3}, P_{2}, P_{1}, P_{0}\right)$.

In other words, the polygon defined by the Bézier points is the same for $F$ and $G$, but depending on the case it is in the reverse order.

In the sparse space $\mathbb{M}\left(\ell ; p_{0}, p_{1}\right)$, as usual the interval parameter is the ratio $\eta:=b / a>1$. It is equal either to $p_{1} / p_{0}$ (first case) or to $p_{0} / p_{1}$ (second case). For the sake of simplicity, though it is an abuse of language, we will define the interval parameter in the space $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ as the ratio

$$
\left.\eta:=\frac{p_{1}}{p_{0}} \in\right] 0,+\infty[\backslash\{1\} .
$$

The space $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ is what we now consider a cubic-like sparse space. The interval is fixed and the interval parameter is no longer deduced from it. Whether this parameter $\eta$ is less or bigger than 1 , we always have (see (2))

$$
\begin{equation*}
Q^{\prime}(0)=\frac{3}{\varphi_{\ell}(\eta)}\left(Q_{1}-Q_{0}\right), \quad Q^{\prime}(1)=\frac{3}{\varphi_{\ell}\left(\frac{1}{\eta}\right)}\left(Q_{3}-Q_{2}\right), \tag{15}
\end{equation*}
$$

where the function $\varphi_{\ell}$ is defined by

$$
\begin{equation*}
\varphi_{\ell}(x):=\widetilde{h}_{\ell}(1,1,1, x), \quad x \geqslant 0 \tag{16}
\end{equation*}
$$

In itself, the space $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ does not possess more symmetry properties than the space $\mathbb{M}\left(\ell ; p_{0}, p_{1}\right)$. Indeed, a symmetric control polygon $\left[Q_{0}, Q_{1}, Q_{2}, Q_{3}\right]$ produces two sparse cubic-like curves, which are not symmetric, but are symmetric of each other, one lies in the space $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ (with interval parameter $\eta$ ) and the other in the space $\mathbb{E}\left(\ell ; p_{1}, p_{0}\right)$ (with interval parameter $\left.1 / \eta\right)$. Observe that this was already one major underlying reason why the splines in Fig. 3 preserve the symmetry of the data.

From (4) it is clear that being a PH-curve is the same in $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)^{2}$ or in $\mathbb{M}\left(\ell ; p_{0}, p_{1}\right)^{2}$. It is therefore characterised by the same conditions (5) on angles and lengths of the control polygon. These conditions are simultaneously satisfied in $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ and $\mathbb{E}\left(\ell ; p_{1}, p_{0}\right)$. We will keep the same terminology cubic-like sparse $P H$-curves in these spaces. The discussion about the construction of such curves from non-degenerate triangles can also be developed exactly as previously, simultaneously in $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ and $\mathbb{E}\left(\ell ; p_{1}, p_{0}\right)$. Note that, if $\alpha$ is the polygon parameter of $\left[Q_{0}, Q_{1}, Q_{2}, Q_{3}\right]$, the corresponding interval parameters are the two solutions to the equation $\psi_{\ell}(\eta)=\alpha$ (see Fig. 5).

So far, to define the cubic-like sparse space $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ on $[0,1]$, we have assumed that $p_{0} \neq p_{1}$. As in Section 2.2, when $p_{0}=p_{1}$, the space $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ is naturally defined as the cubic space on $[0,1]$, with therefore $\ell=0$, and "interval parameter" $\eta=1$. Note that the formulæ (15) are valid in that case too.


Figure 8: $G^{1}$ Cubic-like sparse PH splines with sparsity equal to 3 (left) and 7 (middle) in each non standard cubic section, corresponding to the piecewise affine functions shown on the right.

### 4.3. Advantages

The advantages of working with spaces of the form $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ rather than directly in $\mathbb{M}_{\ell}$ are obvious as soon as we are interested in splines. They are actually similar to those encountered for design, as briefly reminded in Section 2.2.

- More flexibility:

Given again a sequence of $G^{1}$ Hermite tight data $\left(q_{k}, d_{k}\right), k=0, \ldots, r+1$, we reformulate the problem of constructing a cubic-like sparse PH spline function $S$ based on any given strictly increasing sequence of knots $t_{k}, k=0, \ldots, r+1$, which interpolates these data. The $G^{1}$ Hermite interpolation problem can be stated as follows:

Find a spline $S:\left[t_{0}, t_{r+1}\right] \longrightarrow \mathbb{R}^{2}$ satisfying the conditions below:

1) $S\left(t_{k}\right)=q_{k}$ for $k=0, \ldots, r+1$;
2) for each $k=0, \ldots, r$, (resp., for each $k=1, \ldots, r+1$ ), there exists a positive $\lambda_{k}^{+}$(resp., $\lambda_{k}^{-}$) such that $S^{\prime}\left(t_{k}^{+}\right)=\lambda_{k}^{+} d_{k}$ (resp., $\left.S^{\prime}\left(t_{k}^{-}\right)=\lambda_{k}^{-} d_{k}\right)$;
3) for each $k=0, \ldots, r$, the restriction of $S$ to $\left[t_{k}, t_{k+1}\right]$ produces a cubic-like sparse PH curve,
where $t_{k}^{+}, t_{k}^{-}$, mean $t_{k}$ considered as belonging to $\left[t_{k}, t_{k+1}\right],\left[t_{k-1}, t_{k}\right]$, respectively.
By comparison to what we described in Section 4.1. the disconnection between the intervals on which the cubic-like sparse spaces are defined and their interval parameters, permits more flexibility to solve the problem above, as stated below.

Theorem 4. Given any planar tight data $\left(q_{k}, d_{k}\right), k=0, \ldots, r+1$, the interpolation problem (17) has infinitely many solutions.

Proof. Associated with the sequence of knots, we have at our disposal two sequences of parameters:

- a sequence $p_{k}, k=0, \ldots, r+1$; of positive numbers;
- a sequence of sparsities $\ell_{k} \geqslant 0, k=0, \ldots, r$.

These parameters can be chosen freely, except for the requirement that $\ell_{k}=0$ if and only if $p_{k}=p_{k+1}$. For each $k$, we denote by $\mathbb{E}\left(\ell_{k} ; p_{k}, p_{k+1}\right)$ the sparse cubic-like space defined on the interval $\left[t_{k}, t_{k+1}\right]$ as we did in the previous subsection for $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ on $[0,1]$.

Suppose the sequence of sparsities to be selected. If $\ell_{k}=0$ for $k=0, \ldots, r$ (or, equivalently, if $p_{0}=$ $\left.p_{1}=\cdots=p_{r+1}\right)$, there exists only one cubic spline $S$ meeting all requirements in (17). By contrast, as soon as at least one $\ell_{k}$ is greater than or equal to 1 , we have infinitely many different possible $S$, in one-to-one correspondence with the infinitely many possible non-constant sequences of positive numbers $p_{k}$, $k=0, \ldots, r+1$, with $p_{0}=1$. This readily follows from the discussion in Section 3.2 adapted to the sparse spaces $\mathbb{E}\left(\ell_{k} ; p_{k}, p_{k+1}\right)$.


Figure 9: Symmetry preservation with $G^{1}$ interpolation by sparse PH-splines based on the knots $t_{k}=k, k=0,1,2$, with $p_{0}=p_{2}=1$. In (a) and (c) $p_{1}=15$, and (continuous lines) $\ell_{0}=\ell_{1}=1 ; 3 ; 8 ; 15$. In (b) and (d), $\ell_{0}=\ell_{1}=8$, and $p_{1}=1.01 ; 2 ; 3 ; 15$. In all the figures, the dashed blue curve is the ordinary cubic PH curve.

Theorem 4 is illustrated in Fig. 8, with $r=2$, and $t_{k}=k$ for $k=0,1,2,3$. For $\left(\ell_{0}, \ell_{1}, \ell_{2}\right)=(3,0,3)$ and $p_{0}=1$ we can take any positive $p_{1}, p_{2}, p_{3}$ provided that $p_{1}=p_{2}$. Such possibilities are represented by the graphs of the piecewise affine functions $p:\left[t_{0}, t_{3}\right] \longrightarrow \mathbb{R}$ such that $p\left(t_{k}\right)=p_{k}$, for $k=0,1,2,3$. The two dotted blue and dashed green broken lines (Fig. 8, right) are such examples, and the graphs of the corresponding splines $S$ are represented in accordance with them (Fig. 8, left). Observe that the central segments are identical in both cases: they are cubic PH segments. As for the red curve, it is the graph of the spline $S$ obtained with the continuous red broken line and $\ell_{0}=\ell_{1}=\ell_{2}=3$. Its first (resp., last) segment coincides with the dashed green first (resp., dotted blue last) curve segment. In Fig. 8, middle, we can see the same illustrations with the sparsity 3 replaced by 7 .

- Symmetry preservation:

Take the same three pairs of tight data presenting symmetry properties as in Fig. 7. With $t_{k}=k$ for $k=0,1,2$, we want to construct cubic-like sparse PH-splines $S$ interpolating these $G^{1}$ Hermite data, but we now want to preserve their symmetry. This is extremely easy to obtain, and there are infinitely many solutions to this problem. We simply have to take $p_{0}=p_{2}=1$ and complete with any positive number $p_{1}$, and then choose appropriate values for the sparsity $\ell_{0}=\ell_{1}$. For $p_{1}=1, S$ is an ordinary cubic spline (i.e., $\ell_{0}=\ell_{1}=0$ ) corresponding to the dashed blue curve. The other curves represent sparse PH-curves, which, unlike those in Fig. 7, are perfectly symmetric. We show the successive symmetric control polygons (up) and we zoom on the curves (down) to make the symmetry preservation clear. In Fig. 9, (a) and (c), we take $p_{1}=15$, which means that the interval parameter is $\eta_{0}=15$ for the first segment, and $\eta_{1}=\frac{1}{15}$ for the second one. The various spline curves are obtained successively with $\ell_{0}=\ell_{1}=1 ; 3 ; 8 ; 15$. For each of these values, in both segments the control polygons have polygon parameter $\psi_{\ell_{0}}(15)=\psi_{\ell_{0}}\left(\frac{1}{15}\right)$. In (b) and (d), we take $\ell_{0}=\ell_{1}=8$ and, successively, $p_{1}=1.01$ (not distinguisable from the cubic case); $2 ; 3 ; 15$. This means that the interval parameter in the first segment is, successively $\eta_{0}=1.01 ; 2 ; 3 ; 15$, while in the second we have $\eta_{1}=\frac{1}{\eta_{0}}$. In both segments, the corresponding control polygons (symmetric of each other) are obtained with polygon parameters $\psi_{8}\left(\eta_{0}\right)=\psi_{8}\left(\eta_{1}\right)$.

Remark 3. Observe that each spline $S$ obtained in this way is automatically $C^{1}$. More generally, take any sparsity $\ell>0$, any positive $p_{0} \neq p_{1}$, and any planar polygons $\left[Q_{0}, Q_{1}, Q_{2}, Q_{3}\right]$ and $\left[\bar{Q}_{0}, \bar{Q}_{1}, \bar{Q}_{2}, \bar{Q}_{3}\right]$ such that $Q_{3}=\bar{Q}_{0}$ is the middle of $\left[Q_{2}, \bar{Q}_{1}\right]$. Let $Q \in \mathbb{E}\left(\ell ; p_{0}, p_{1}\right)^{2}$ (resp., $\left.\bar{Q} \in \mathbb{E}\left(\ell ; p_{1}, p_{0}\right)^{2}\right)$ be defined on $\left[t_{0}, t_{1}\right]$ (resp., $\left[t_{1}, t_{2}\right]$ ) by the control polygon $\left[Q_{0}, Q_{1}, Q_{2}, Q_{3}\right]$ (resp., $\left[\bar{Q}_{0}, \bar{Q}_{1}, \bar{Q}_{2}, \bar{Q}_{3}\right]$ ). These functions satisfy $Q^{\prime}\left(t_{1}^{-}\right)=\bar{Q}^{\prime}\left(t_{1}^{+}\right)$due to (15).


Figure 10: (a) initial tight data $\left(q_{k}, d_{k}\right), k=0, \ldots, 8$; (b) the corresponding triangles; (c) for $p_{k}=1$ for all $k$ except at the circles where $p_{k}=15$, the sparsity being $\ell_{k}=8$ in all sections which are not standard cubics, we show the corresponding control polygons and the associated cubic-like sparse $G^{1} \mathrm{PH}$-spline interpolant (blue curve); (d) comparison with the standard cubic PH-spline interpolant (red curve).

To definitely illustrate the symmetry preservation, consider the tight data $\left(q_{k}, d_{k}\right), k=0, \ldots, 8$, shown in Fig. 10, (a), where $q_{0}$ is the central point, and with $q_{4}:=q_{8}:=q_{0}$ and $d_{8}:=d_{0}$. The corresponding triangles can be seen in (b). To construct a spline $S$ interpolating these $G^{1}$ Hermite data, we complete the information by the knots $t_{k}=k$ for $k=0, \ldots, 8$. Assume that all $p_{k}$ are equal to 1 except those indicated by a circle in (c), (d), where we take the same value. In other words we have $p_{2}=p_{6}$ and $p_{k}=1$ for all other $k$. We thus have to choose $\ell_{k}=0$ (or $\eta_{k}=1$ ) for $k=0,3,4,7$. For each convenient pair $(\ell, p)$ where $\ell$ is a non-negative integer and $p$ is a positive number, we complete the data by setting $\ell_{k}:=\ell$ for $k=1,2,5,6$, and $p_{2}=p_{6}:=p$, given that $p=1$ if and only if $\ell=0$. This generates a unique PH-spline $S$ which both interpolates the $G^{1}$ data and preserves their symmetry. Apart from the pair $(\ell, p)=(0,1)$ which produces the unique ordinary cubic PH -spline interpolant, we therefore obtain infinitely many cubic-like sparse PH splines. The interval parameter on $\left[t_{k}, t_{k+1}\right]$ is $\eta_{k}=p$ for $k=1,5$ and $\eta_{k}=\frac{1}{p}$ for $k=2,6$. In both cases the polygon parameter is $\psi_{\ell}(p)$. For the sake of clarity, in Fig. 10, (c), we show only one example of both all the control polygons and the resulting spline $S$, obtained with the pair $(\ell, p)=(8,15)$. Finally, Fig. 10, (d), enables us to compare $S$ (blue curve) with the ordinary cubic PH-spline interpolant obtained with $(\ell, p)=(0,1)$ (red curve). Note that the two curves coincide on four intervals.

## 5. $G^{1}$ Hermite interpolation by $C^{1}$ cubic-like PH -spline curves

The data are the same as in Theorem 4. For the sake of simplicity, from now on we assume that the knots are $t_{k}=k, k=0, \ldots, r+1$. Among the infinite number of solutions to the $G^{1}$ Hermite interpolation problem (17) - resulting from the parameters inherent in cubic-like sparse spaces (as re-defined in Section 4.2 ) - can we find one which is $C^{1}$ on $\left[t_{0}, t_{r+1}\right]=[0, r+1]$ ? We can give an affirmative answer to this question, thus solving the problem

$$
\begin{align*}
& \text { Among all solutions } S:\left[t_{0}, t_{r+1}\right] \longrightarrow \mathbb{R}^{2} \text { to (17), find one such that } \\
& \qquad \lambda_{k}^{+}=\lambda_{k}^{-} \quad \text { for } k=1, \ldots, r . \tag{18}
\end{align*}
$$

### 5.1. Mixed $C^{1} / G^{1}$ Hermite interpolation by one cubic-like sparse $P H$ function

In this section we consider only one curve segment. Given a tight pair of planar interpolation data $\left(q_{0}, d_{0}\right),\left(q_{1}, d_{1}\right)$, we want to solve a mixed $C^{1} / G^{1}$ interpolation problem on $I=[0,1]$, i.e., interpolation point $q_{0}$ and exact derivative at 0 , interpolation point $q_{1}$ and oriented tangent at 1 , so as to obtain a

PH-curve. The problem can be formulated as follows:

$$
\text { Find a function } Q:[0,1] \longrightarrow \mathbb{R}^{2} \text { such that }
$$

1) $Q$ produces a cubic-like sparse PH curve;
2) $Q$ satisfies the four interpolation conditions below

$$
\left\{\begin{array} { l l } 
{ \text { (i) } } & { Q ( 0 ) = q _ { 0 } , }  \tag{19}\\
{ \text { (ii) } } & { Q ^ { \prime } ( 0 ) = \lambda _ { 0 } d _ { 0 } , \text { for a given } \lambda _ { 0 } > 0 ; }
\end{array} \quad \left\{\begin{array}{ll}
\text { (iii) } & Q(1)=q_{1} \\
\text { (iv) } & Q^{\prime}(1)=\lambda_{1} d_{1}, \text { for some unknown } \lambda_{1}>0
\end{array}\right.\right.
$$

With a view to repeat this mixed interpolation process to build a solution $S$ to the problem (18), the function $Q$ must be found in some $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)^{2}$ and with no loss of generality we can assume that $p_{0}>0$ is given.

As previously we consider the triangle $[A, B, C]:=\left[q_{0}, q_{0,1}, q_{1}\right]$ deduced from the pair of data, and we assume that we are in the situation $\|C-B\| \geqslant\|A-B\|$, so that we are exactly in the situation depicted in Fig. 6. The ordinary cubic space (obtained for $p_{1}=p_{0}$ and $\ell=0$ ) provides us with a solution to the problem above if and only if $\lambda_{0}=3\left\|E_{1}-q_{0}\right\|$. In that case the solution is unique. Subsequently, we exclude this case.

Take any pair $\left(\ell, p_{1}\right)$, where $\ell$ is a positive integer, and $\left.p_{1} \in\right] 0,+\infty\left[\backslash\left\{p_{0}\right\}\right.$. If $[E, F]$ is the segment parallel to $\left[A, C^{\prime}\right]$ given by $(9)$ where

$$
\left.\alpha:=\psi_{\ell}(\eta) \in\right] 1, \alpha_{\ell}^{*}[=] 1, \frac{2 \ell+2}{\ell+2}\left[, \quad \text { with } \eta:=\frac{p_{1}}{p_{0}},\right.
$$

the function $Q \in \mathbb{E}\left(\ell ; p_{0}, p_{1}\right)^{2}$ with control polygon $\left[q_{0}, E, F, q_{1}\right]$ automatically satisfies the three requirements (i), (iii), and (iv), in (19), and it produces a cubic-like sparse PH curve with sparsity $\ell$, interval parameter $\eta$, and polygon parameter $\alpha$. Solving the above problem therefore consists in proving that we can select one among all such pairs $\left(\ell, p_{1}\right)$, or $(\ell, \eta)$ as well, so as to additionally satisfy the missing requirement (ii). Now, according to the left equality in (15), condition (ii) is satisfied if and only

$$
\begin{equation*}
\frac{3}{\varphi_{\ell}(\eta)}\left\|E-q_{0}\right\|=\lambda_{0} \tag{20}
\end{equation*}
$$

The function $\varphi_{\ell}$ is strictly increasing on $\left[0,+\infty\left[\right.\right.$, and it satisfies $\varphi_{\ell}(0)=\frac{3}{\ell+3}$ (see Lemma 3 in [7]). Accordingly, for (20) to be satisfied, it is necessary that

$$
\begin{equation*}
\ell+3>\frac{\lambda_{0}}{\left\|E_{1}-q_{0}\right\|} \tag{21}
\end{equation*}
$$

By comparison, below we can state a simple sufficient condition ensuring the solvability of (19).
Proposition 5. There exist infinitely many solutions to the mixed interpolation problem (19). More precisely, each sparsity $\ell$ satisfying

$$
\begin{equation*}
\ell+3 \geqslant \frac{\lambda_{0}}{\left\|E_{2}-q_{0}\right\|} \tag{22}
\end{equation*}
$$

provides us with a solution to (19).
Proof. For each $\alpha>0$, let $\left[E_{\alpha}, F_{\alpha}\right.$ ] denote the segment such that the polygon [ $q_{0}, E_{\alpha}, F_{\alpha}, q_{1}$ ] has polygon parameter $\alpha$ and satisfies $\theta_{1}=\theta_{2}$. Solving (20) amounts to solving the following problem:

Find $\eta \in] 0,+\infty\left[\backslash\{1\}\right.$ such that $\varphi_{\ell}(\eta)=H_{\ell}(\eta)$, where $H_{\ell}$ is defined on $[0,+\infty[$ by

$$
\begin{equation*}
H_{\ell}(\eta):=\frac{3}{\lambda_{0}}\left\|E_{\psi_{\ell}(\eta)}-q_{0}\right\| \tag{23}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
H_{\ell}(1)=\frac{3}{\lambda_{0}}\left\|E_{1}-q_{0}\right\|>H_{\ell}(0)=\frac{3}{\lambda_{0}}\left\|E_{\ell}^{*}-q_{0}\right\|>\frac{3}{\lambda_{0}}\left\|E_{2}-q_{0}\right\| \tag{24}
\end{equation*}
$$

| $\eta$ | 0 | 1 | $+\infty$ |
| :---: | :---: | :---: | :---: |
| $\psi_{\ell}(\eta)$ | $\alpha_{\ell}^{*} \longrightarrow 1 \longrightarrow \alpha_{\ell}^{*}$ |  |  |
| $H_{\ell}(\eta)$ | $H_{\ell}(0) \longrightarrow H_{\ell}(0)$ |  |  |
| $\varphi_{\ell}(\eta)$ | $\frac{3}{\ell+3} \longrightarrow+\infty$ |  |  |

Table 1: On $\left[0,+\infty\left[\right.\right.$, joint variations of the functions $\psi_{\ell}, \varphi_{\ell}$, and of the function $H_{\ell}$ defined in (23).

Let a positive sparsity $\ell$ satisfy (22). From (24) we can then derive that

$$
H_{\ell}(0)>\frac{3}{\ell+3}
$$

Since we have excluded the cubic case, we know that $H_{\ell}(1) \neq 1$. Comparison of the variations of the two functions $\varphi_{\ell}$ and $H_{\ell}$ on $[0,+\infty$ [ (see Table 1), shows that there exists always a solution to (23). More precisely, if $H_{\ell}(1)>1$, exactly one value of $\eta>1$ satisfies $\varphi_{\ell}(\eta)=H_{\ell}(\eta)$, while if $H_{\ell}(1)<1$, there exists a solution on $] 0,1[$.

Remark 4. Assuming that $\left\|q_{0,1}-q_{0}\right\| \leqslant\left\|q_{1}-q_{0,1}\right\|$, and with the notations introduced in (9), we can say that

$$
H_{\ell}(\eta)=\frac{2 a b^{2}}{a c \psi_{\ell}(\eta)+2 b^{2}+\sqrt{a \psi_{\ell}(\eta)\left[a c^{2} \psi_{\ell}(\eta)+4 b^{2}(a+c)\right]}}, \quad \text { for each } \eta>0
$$

the meaning of $a, b, c$ being the same as in (9). This expression can easily be adapted to the symmetric case where $\left\|q_{0,1}-q_{0}\right\| \geqslant\left\|q_{1}-q_{0,1}\right\|$.

### 5.2. Solving the problem (18)

As a consequence of Proposition 5, we can state:
Theorem 6. There exist infinitely many $C^{1}$ cubic-like sparse PH splines $S$ which are solutions to (18).
Proof. By repeated application of Proposition 5, we can indeed build infinitely many different $C^{1}$ cubiclike sparse PH splines $S:\left[t_{0}, t_{r+1}\right] \longrightarrow \mathbb{R}^{2}$ interpolating the $G^{1}$ Hermite data. We successively construct the restriction $S_{k}$ of $S$ to $\left[t_{k}, t_{k+1}\right]$. For $k=0$, we first select any positive $\lambda_{0}, p_{0}$. While the choice of $p_{0}$ has no influence on the resulting $S$, the selected positive number $\lambda_{0}$ will provide us with the quantity $\left\|S^{\prime}\left(t_{0}\right)\right\|=\lambda_{0}$. We construct $S_{0}$ on $\left[t_{0}, t_{1}\right]=[0,1]$ by solving the mixed $C^{1} / G^{1}$ interpolation problem (19). This yields infinitely many different functions $S_{0}$. Among them, we have the unique cubic PH interpolant to the $G^{1}$ data ( $q_{0}, d_{0}$ ) and ( $q_{1}, d_{1}$ ), obtained for one specific value of the positive parameter $\lambda_{0}$, namely $\lambda_{0}=3\left\|E_{1}-q_{0}\right\|$ (to which corresponds the interval parameter $\eta_{0}=1$, and $p_{1}:=p_{0}$ ). Each other value of $\lambda_{0}$ provides with infinitely many different $S_{0}$ depending on the selected sparsity $\ell_{0}$ satisfying (22). For each such sparsity, solving the corresponding equation (23) yields an interval parameter $\left.\eta_{0} \in\right] 0,+\infty[\backslash\{1\}$, and the corresponding $S_{0} \in \mathbb{E}\left(\ell_{0} ; p_{0}, p_{1}\right)^{2}$, with $p_{1}:=\eta_{0} p_{0}$, determined by its control polygon with polygon parameter $\psi_{\ell_{0}}\left(\eta_{0}\right)$.

Given an integer $k$, with $1 \leqslant k \leqslant r$, suppose that we have constructed the functions $S_{0}, \ldots, S_{k-1}$ along with the positive numbers $p_{i}$ up to $i=k$. In the triangle $\left[q_{k}, q_{k, k+1}, q_{k+1}\right]$ built from the tight data $\left(q_{k}, d_{k}\right)$, $\left(q_{k+1}, d_{k+1}\right)$, we denote by $\left[E_{1}^{k}, F_{1}^{k}\right]$ and $\left[E_{2}^{k}, F_{2}^{k}\right]$ the two parallel segments indicating the band within which we can obtain PH-curves on $\left[t_{k}, t_{k+1}\right]=[k, k+1]$. We then solve the corresponding mixed $C^{1} / G^{1}$
interpolation problem (19) obtained by replacing $[0,1]$ by $[k, k+1]$, the pair $\left(q_{0}, d_{0}\right),\left(q_{1}, d_{1}\right)$, by the pair $\left(q_{k}, d_{k}\right),\left(q_{k+1}, d_{k+1}\right), p_{0}$ by $p_{k}$, and $\lambda_{0}$ by

$$
\lambda_{k}:=S_{k-1}{ }^{\prime}\left(t_{k}\right)=S_{k-1}{ }^{\prime}(k) .
$$

Except when this problem produces the unique cubic PH interpolant to the $G^{1}$ tight data $\left(q_{k}, d_{k}\right)$ and $\left(q_{k+1}, d_{k+1}\right)$, that is, when $\lambda_{k}=3\left\|E_{1}^{k}-q_{k}\right\|$, we obtain infinitely many different functions $S_{k}$, depending on the infinitely many possible sparsities. If $\ell_{k}$ is one of them, the interval parameter $\eta_{k}$ will be obtained by solving the analogue of (23). With $p_{k+1}=\eta_{k} p_{k}, S_{k} \in \mathbb{E}\left(\ell_{k} ; p_{k}, p_{k+1}\right)^{2}$ is determined by the fact that its control polygon $\left[q_{k}, E_{\psi_{\ell_{k}}\left(\eta_{k}\right)}^{k}, F_{\psi_{\ell_{k}\left(\eta_{k}\right)}^{k}}^{k}, q_{k+1}\right]$ has interval parameter $\psi_{\ell_{k}}\left(\eta_{k}\right)$, with $\left[E_{\psi_{\ell_{k}}\left(\eta_{k}\right)}^{k}, F_{\psi_{\ell_{k}}\left(\eta_{k}\right)}^{k}\right]$ parallel to $\left[E_{1}^{k}, F_{1}^{k}\right]$.

### 5.3. Illustrations

In this subsection we present three examples of tight data taken from classical parametric curves. In each case, we build a solution to the $C^{1}$ interpolation problem (18) through the progressive method described in the proof of Theorem 6 . For each $k=0, \ldots, r$, if we are not in the cubic case, the sparsity will systematically be selected as the smallest positive integer $\ell_{k}$ satisfying the corresponding sufficient condition (22).

Example 2. In Fig. 11, (a), the fourteen data $\left(q_{k}, d_{k}\right), k=0, \ldots, r+1=13$, are taken from a spiral. As is clear from (a), the initial point $q_{0}$ is the external extreme point of the spiral. The selected value for the parameter $\lambda_{0}$ is $\lambda_{0}=0.5$. Selecting all sparsities as explained above yields the sequence

$$
\left(\ell_{0}, \ldots, \ell_{12}\right)=(1,2,1,2,1,2,1,2,1,2,1,2,1)
$$

and the corresponding sequence of interval parameters

$$
\begin{aligned}
& \left(\eta_{0}, \ldots, \eta_{12}\right) \approx(12.1498,0.3815,4.7148,0.4365 \\
& \quad 3.7392,0.4627,3.3779,0.4793,3.1792,0.4880,3.0737,0.4926,3.0270)
\end{aligned}
$$

This gives the sequence of cubic-like sparse spaces $\mathbb{E}\left(\ell_{k} ; p_{k}, p_{k+1}\right)$ on $\left[t_{k}, t_{k+1}\right], k=0, \ldots, 12$, providing the successive functions $S_{k}$. In Fig. 11, (b), we show the triangle deduced from any two consecutive data $\left(q_{k}, d_{k}\right)$, ( $q_{k+1}, d_{k+1}$ ). Fig. 11, (c), presents the associated control polygons, determined by their polygon parameters $\psi_{\ell_{k}}\left(\eta_{k}\right), k=0, \ldots, 12$. Finally, Fig. 11, (d), shows the graph of the resulting $C^{1}$ cubic-like sparse PH-spline $S:[0,13] \longrightarrow \mathbb{R}^{2}$ solution to (18).

Example 3. In this example, the data $\left(q_{k}, d_{k}\right), k=0, \ldots, r+1=20$, shown in Fig. 12, (a), are taken from a Lissajous curve, with

$$
q_{10}=q_{0}, \quad\left(q_{20}, d_{20}\right)=\left(q_{0}, d_{0}\right)
$$

the initial point $q_{0}$ being the central point. By comparison with the previous example, not only do we have "closed" data, but these data possess symmetry properties, with two symmetry axes, the horizontal and vertical lines through $q_{0}$. We are therefore interested not only in obtaining a $C^{1}$ cubic-like sparse PH spline $S$ on $\left[t_{0}, t_{20}\right]=[0,20]$, but also in both preserving the symmetry properties of the data, and obtaining a $C^{1}$ joint at $q_{0}=q_{20}$. This will be made possible by extending the arguments used in Section 4.3.

Since all other data can be deduced by symmetry from the six pairs $\left(q_{k}, d_{k}\right), k=0, \ldots, 5$, it is sufficient to solve the interpolation problem (18) involving only these pairs. Suppose indeed that we have built a solution $\bar{S}:[0,5] \longrightarrow \mathbb{R}^{2}$ to the latter problem. This $C^{1}$ function $\bar{S}$ is characterised by two sequences, namely the sequence $\left(\ell_{0}, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}\right)$ of sparsities on the five intervals concerned, and the sequence ( $p_{0}, p_{1}, p_{2}, p_{3}, p_{4}, p_{5}$ ) of positive numbers, where $p_{0}$ can be chosen arbitrarily. These two sequences determine the sparse spaces $\mathbb{E}\left(\ell_{k} ; p_{k}, p_{k+1}\right), k=0, \ldots, 4$, providing the functions defining the PH segments. Setting

$$
\begin{align*}
& \left(\ell_{0}, \ldots, \ell_{19}\right):=\left(\ell_{0}, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}, \ell_{4}, \ell_{3}, \ell_{2}, \ell_{1}, \ell_{0}, \ell_{0}, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}, \ell_{4}, \ell_{3}, \ell_{2}, \ell_{1}, \ell_{0}\right) \\
& \left(p_{0}, \ldots, p_{20}\right):=\left(p_{0}, p_{1}, p_{2}, p_{3}, p_{4}, p_{5}, p_{4}, p_{3}, p_{2}, p_{1}, p_{0}, p_{1}, p_{2}, p_{3}, p_{4}, p_{5}, p_{4}, p_{3}, p_{2}, p_{1}, p_{0}\right) \tag{25}
\end{align*}
$$



Figure 11: Example 2: (a) initial tight data taken from a spiral; (b) corresponding triangles; (c)-(d) control polygons and $C^{1}$ cubic-like sparse PH spline obtained with $\lambda_{0}=0.5$ and sparsities $\left(\ell_{0}, \ldots, \ell_{12}\right)=(1,2,1,2,1,2,1,2,1,2,1,2,1)$.


Figure 12: Example 3:(a) initial tight data taken from a spiral; (b) corresponding triangles; (c)-(d) control polygons and $C^{1}$ cubic-like sparse PH spline, obtained with $\lambda_{0}=2.6$ and $\left(\ell_{0}, \ldots, \ell_{4}\right)=(24,1,1,2,2)$, starting at the central point, and completed so as to preserve the symmetry properties of the data. Entire sequence of sparsities: $\left(\ell_{0}, \ldots, \ell_{19}\right)=$ ( $24,1,1,2,2,2,2,1,1,24,24,1,1,2,2,2,2,1,1,24$ ).


Figure 13: Example 4:(a) initial tight data taken from a knot; (b) corresponding triangles; (c)-(d) control polygons and $C^{1}$ cubic-like PH spline, obtained with the initial point $q_{0}$ following one of the central points, and $\left(\ell_{0}, \ell_{1}\right)=(0,1)$, then completed so as to preserve all symmetry properties of the data. Entire sequence of sparsities: $\left(\ell_{0}, \ldots, \ell_{8}\right)=(0,1,1,0,1,1,0,1,1)$.
provides us with a unique cubic-like sparse PH -spline $S$ on $[0,20]$. This function is $C^{1}$, it guarantees a $C^{1}$ joint at $q_{0}=q_{20}$, and it preserves all symmetry properties of the data. The reader can get convinced of this by carefully checking the symmetry between the various triangles in Fig. 12, (b), taking account of the formulæ (15) giving the derivatives at the endpoints along with the symmetry permitted by any two cubic-like sparse spaces $\mathbb{E}\left(\ell ; p_{0}, p_{1}\right)$ and $\mathbb{E}\left(\ell ; p_{1}, p_{0}\right)$. In other words, setting

$$
\left(q_{k+20}, d_{k+20}\right):=\left(q_{k}, d_{k}\right), \quad \ell_{k+20}=\ell_{k}, \quad p_{k+20}:=p_{k}, \quad \text { for all } k \in \mathbb{Z}
$$

yields a $C^{1}$ cubic-like sparse PH -spline defined on the whole real line, with knots at all integers, which interpolates the tight $G^{1}$ data $\left(q_{k}, d_{k}\right), k \in \mathbb{Z}$, and preserves their symmetry properties.

In practice, the function $S$ that we have built, results by applying exactly the same progressive procedure as for the spiral (i.e., on each interval, the sparsity is the least possible integer satisfying the sufficient condition (22)), starting with the parameter $\lambda_{0}=2.6$. This has produced the following two sequences:

$$
\left(\ell_{0}, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}\right)=(24,1,1,2,2) ; \quad\left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right) \approx(0.9327,10.6549,15,4485,10.8062,20.4378)
$$

the right one being obtained with $p_{0}:=1$.
Example 4. With $r=8$ and $\left(q_{9}, d_{9}\right)=\left(q_{0}, d_{0}\right)$, we now consider the "closed" $G^{1}$ data presented in Fig. 13, (a), taken from a mathematical knot. Because of the symmetry between the three "branches" of the data, the most natural procedure is to do as in the previous example, that is, to consider only one branch and then complete by symmetry. We thus solve the interpolation problem (18) limited to four consecutive data $\left(q_{k}, d_{k}\right), k=0,1,2,3$, the initial point $q_{0}$ being any of three interior points. Starting from $\lambda_{0}=0.5$, this yields the two sequences

$$
\left(\ell_{0}, \ell_{1}, \ell_{2}\right)=(1,2,1), \quad\left(p_{1}, p_{2}, p_{3}\right) \approx(5.1927,2.4026,10.1882)
$$

with $p_{0}=1$. To preserve the symmetry of the data on both sides of $q_{3}$, and then of $q_{6}$, we have to take

$$
\begin{equation*}
\left(\ell_{3}, \ldots, \ell_{8}\right)=(1,2,1,1,2,1) \quad\left(p_{0}, \ldots, p_{9}\right)=\left(p_{0}, p_{1}, p_{2}, p_{3}, p_{2}, p_{1}, p_{0}, p_{1}, p_{2}, p_{3}\right) \tag{26}
\end{equation*}
$$

The resulting cubic-like sparse PH -spline $S$ is certainly $C^{1}$ on $[0,9]$ and it preserves the symmetry between the three branches. However, at $q_{0}=q_{9}$, the joint is not $C^{1}$ as is visible on the right sequence in (26) which prevents us from producing the same curve again out of periodicity. The difference with Example 3 lies in the fact that, here, we have an odd number of symmetric branches of data, and only specific choices of the $p_{k}$ can provide the possibility of extending the associated piecewise function out of periodicity: those ensuring also symmetry between the first and last segments.

In direct connection with this, there is actually another problem concerning the spline $S$ defined by (26): it does not preserve the symmetry existing between the first four data themselves. This symmetry results in the specific configuration of the three triangles $\left[q_{k}, q_{k, k+1}, q_{k+1}\right], k=0,1,2$. The first and third ones are symmetric of each other. As for the central one, it is an isosceles triangle, and the only possibility to preserve its own symmetry consists in choosing the standard cubic PH-curve provided by that triangle.

With this in view, we have to choose $q_{0}$ right after an interior point. We define $S_{0}$ as the cubic function on $[0,1]$ with control polygon $\left[q_{0}, E_{1}^{0}, F_{1}^{0}, q_{1}\right]$. Then we simply solve the mixed $C^{1} / G^{1}$ interpolation problem (19) on the interval [1, 2], related to the $G^{1}$ data $\left(q_{1}, d_{1}\right)$ and $\left(q_{2}, d_{2}\right)$, with the parameter $\lambda_{1}:=S_{0}{ }^{\prime}(1)$ fixing the first derivative at 1 . Choosing as previously the least possible value satisfying the sufficient condition (22), we take $\ell_{1}=1$, and, if $p_{0}=p_{1}=1$, we have $p_{2} \approx 1.2378$. All symmetry properties will be preserved with

$$
\begin{equation*}
\left(\ell_{0}, \ldots, \ell_{8}\right):=\left(0, \ell_{1}, \ell_{1}, 0, \ell_{1}, \ell_{1}, 0, \ell_{1}, \ell_{1}\right), \quad\left(p_{0}, \ldots, p_{9}\right):=\left(p_{0}, p_{0}, p_{2}, p_{0}, p_{0}, p_{2}, p_{0}, p_{0}, p_{2}, p_{0}\right) \tag{27}
\end{equation*}
$$

also ensuring the $C^{1}$ joint at $q_{0}=q_{9}$.
Remark 5. It is worthwhile commenting on Example 4. Preserving the symmetry within a branch of data has reduced the number of possibilities, since we no longer have the initial free parameter $\lambda_{0}$ at our disposal:


Figure 14: (a) initial non tight data; (b) tight data after pre-processing; (c) the resulting $C^{1}$ cubic-like sparse PH spline, obtained with $\lambda_{0}=0.4732,\left(\ell_{0}, \ell_{1}\right)=(1,8)$ (starting at the extreme point of a branch of the star) and completed by symmetry. Entire sequence of sparsities: $\left(\ell_{0}, \ldots, \ell_{19}\right)=(1,8,8,1,1,8,8,1,1,8,8,1,1,8,8,1,1,8,8,1)$.
only the sparsity $\ell_{1} \geqslant 1$ is free. The main advantage is that it makes the extension by periodicity possible. Clearly, had we had to preserve a second symmetry constraint of the same type, obtaining a $C^{1} \mathrm{PH}$ spline would have been impossible, except by chance, exactly as in the case of cubic PH splines. Imagine, for instance, that the data produce two consecutive isosceles triangles, with same angles but different lengths: then it is impossible to simultaneously respect the symmetry of the triangles and the $C^{1}$ joint.

### 5.4. Non-tight data

In this subsection we briefly remind the reader of the pre-processing step which can be applied to a set of non-tight data in order to transform it into a set of tight data which can then be handled as described in the previous examples. The method that we apply below is taken from [20]. We explain it on one example of "closed" non-tight data $\left(q_{k}, d_{k}\right), k=0, \ldots, 10$, shown in Fig. 14, (a), with $\left(q_{10}, d_{10}\right)=\left(q_{0}, d_{0}\right)$. We first extend the data by setting $\left(q_{k+10}, d_{k+10}\right):=\left(q_{k}, d_{k}\right)$ for all $k \in \mathbb{Z}$. Clearly any pair $\left(q_{k}, d_{k}\right),\left(q_{k+1}, d_{k+1}\right)$ are non-tight. We rename all data as

$$
\left(\widetilde{q}_{2 k}, \widetilde{d}_{2 k}\right):=\left(q_{k}, d_{k}\right), \quad k \in \mathbb{Z}
$$

For $k \in \mathbb{Z}$, we have to define $\left(\widetilde{q}_{2 k+1}, \widetilde{d}_{2 k+1}\right)$ so that both pairs $\left(\widetilde{q}_{2 k}, \widetilde{d}_{2 k}\right),\left(\widetilde{q}_{2 k+1}, \widetilde{d}_{2 k+1}\right)$ and $\left(\widetilde{q}_{2 k+1}, \widetilde{d}_{2 k+1}\right)$, $\left(\widetilde{q}_{2 k+2}, \widetilde{d}_{2 k+2}\right)$ will be tight. Due to the symmetry and periodicity properties of the data, here it is sufficient to do it with $k=0$. Then, the point $\widetilde{q}_{1}$ is obtained by intersecting the segment $\left[q_{0}, q_{1}\right]=\left[\widetilde{q}_{0}, \widetilde{q}_{2}\right]$ and the cubic Lagrange interpolant to the four points $q_{-1}, q_{0}, q_{1}, q_{2}$, and the tangent direction to this interpolant at $\widetilde{q}_{2 k+1}$ is taken as $\widetilde{d}_{2 k+1}$. The new data $\left(\widetilde{q}_{k}, \widetilde{d}_{k}\right), k \in \mathbb{Z}$, shown in Fig. 14, (b), are tight. We can then proceed as usual. ${ }^{2}$

Due to the symmetry properties of the data, it is actually sufficient to solve the interpolation problem (18) with only the data $\left(\widetilde{q}_{0}, \widetilde{d}_{0}\right),\left(\widetilde{q}_{1}, \widetilde{d}_{1}\right),\left(\widetilde{q}_{2}, \widetilde{d}_{2}\right)$. If a given solution to this problem is described by the sparisties $\left(\ell_{0}, \ell_{1}\right)$ and the positive numbers $\left(p_{0}, p_{1}, p_{2}\right)$, a global $C^{1}$ interpolant is obtained with the two infinite sequences

$$
\left(\ldots, \ell_{0}, \ell_{1}, \ell_{1}, \ell_{0}, \ell_{0}, \ell_{1}, \ell_{1}, \ell_{0}, \ldots\right), \quad\left(\ldots, p_{0}, p_{1}, p_{2}, p_{1}, p_{0}, p_{1}, p_{2}, p_{1}, p_{0}, \ldots\right)
$$

[^1]Selecting the initial point $\widetilde{q}_{0}=q_{0}$ at the extremity of a branch of the polygon, and with $\lambda_{0}=0.5$, we obtain $\left(\ell_{0}, \ell_{1}\right)=(1,8)$, and with $p_{0}:=1,\left(p_{1}, p_{2}\right) \approx(0.6917,0.7565)$. This corresponds to the curve presented in Fig. 14, (c).

## 6. Final comments

Replacing cubic spaces by the larger framework of cubic-like sparse spaces has enabled us to construct $C^{1} \mathrm{PH}$ spline functions interpolating given tight $G^{1}$ Hermite data, and based on given knot-vectors. This is due to the free parameters involved in cubic-like sparse spaces, which even permit to obtain infinitely many solutions to such interpolation problems. The method presented in this article is progressive: we construct the $C^{1}$ cubic-like sparse PH spline function piece after piece, in order to ensure a $C^{1}$ joint between consecutive pieces, depending on an initial free parameter and on the selected sparsities.

Cubic-like sparse spaces do not preserve the possible symmetry of control polygons. Nevertheless, save for exceptional configurations (see Remark 5), a suitable use of these spaces can permit to construct the $C^{1}$ PH spline function so as to preserve the symmetry properties of the given tight $G^{1}$ data, if any. Again, this may even be done in infinitely many different ways. The examples investigated indicate how to possibly handle the symmetry properties to obtain a $C^{1}$ closure in case the data themselves are closed.

At the moment, how can we obtain $C^{1}$ closure when it is not possible to deduce it from symmetry remains an open problem. To solve it, it might be necessary to replace the progressive method by a global treatment of this issue. Other interesting issues on cubic-like sparse PH splines, to be addressed in the future, are the investigation of their approximation order and the construction of spatial splines interpolating $G^{1}$ data. Besides, it is known that $C^{1}$ can be obtained with ordinary PH-splines provided that we increase the degree, typically with quintic PH-splines [16]. On account of the advantages permitted by sparse spaces, considering quintic-like sparse PH -splines to ensure higher continuity conditions, such as $C^{2}$, is a natural issue. This too will be considered in future work.

The examples addressed in the previous section offer us an opportunity to conclude these final comments with a crucial observation on cubic-like sparse PH curves and splines, and even more on sparse spaces. Indeed, readers can be surprised by the sparsity $\ell_{0}=24$ appearing in Example 3. Certainly, we are then dealing with polynomials of degree 27, but the foremost point to be remembered is that we are in fact dealing with parametric curves controlled by four points with hardly more difficulty than ordinary cubics. For this reason, the value $\ell_{0}=24$ is not a problem. Nonetheless, we would like to stress that, on purpose, all our examples have been treated through the strong simple sufficient condition (22). We have made no special effort to lower this value of $\ell_{0}$ although it would have been very easy through weaker sufficient conditions. For instance, Table 1 makes it obvious that, had we chosen the free parameter $\lambda_{0}$ so that $\lambda_{0}<3\left\|E_{1}-q_{0}\right\|$, any positive sparsity would have ensured a solution to the corresponding crucial equation (23). Accordingly, we could have taken $\ell_{0}=1$, keeping in mind that this would have had an impact on all other sparsities. In most cases, we can do better (in the sense of lower degree) that the results presented: as an instance, the star data (Example 5.4) does produce a $C^{1}$ cubic-like sparse PH spline interpolant preserving all symmetry properties of the data with all sparsities equal to 1 .
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[^0]:    ${ }^{1}$ The notion of PH curves was extended to cycloidal curves in [24], where the authors also established a characterisation of PH cycloidal curves similar to the classical condition $\theta_{1}=\theta_{2}$ and $\left(L_{1}\right)^{2}=L_{0} L_{2}$.

[^1]:    ${ }^{2}$ Most of the time the method described above produces tight data, as is the case in Fig. 14. However, if it is not so, other methods can be used. For instance, the new point $\widetilde{q}_{2 k+1}$ can be defined as the midpoint of $\left[q_{k}, q_{k+1}\right]$, and the associated direction $\widetilde{d}_{2 k+1}$ is then selected appropriately [20].

