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 14 

Abstract 15 

The use of a computer to automatically pick the first-arrival of a seismic signal is an 16 

operation that involves picking and screening the first arrival of the wave according to 17 

the criteria established in the manual picking process. To increase the picking 18 

accuracy for data with low-to-moderate signal-to-noise ratio (SNR), we propose a 19 

new single-trace boundary detection algorithm. This algorithm includes three steps: (1) 20 

calculate the first-arrival characteristic values through multi time windows; (2) take 21 

the times corresponding to the maximum characteristic values given by different time 22 

windows as intermediate results; (3) compare the intermediate results: if the 23 
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difference is too large, it is marked the time is abnormal, otherwise the average time 24 

of the intermediate results is taken as the first-arrival time. Using this energy 25 

boundary detection method, the characteristic values obtained are bi-directionally 26 

expanded to allow the use of the trace connectivity algorithm which is improved from 27 

the region growing method. Determining the connectivity between the first-arrival 28 

characteristic values is a way to simulate how the human eye discriminates true first 29 

arrivals. This method significantly improves the elimination of false or abnormal 30 

first-arrivals. Next, a small-step fitting algorithm is applied to the remaining 31 

first-arrival characteristic values to complete the calculation of the final characteristic 32 

values. Based on the retained first-arrival characteristic values, the missing values are 33 

assigned by interpolation. The characteristic values are mapped on the original record 34 

and finally the first-arrival picking is completed using a small time window. 35 

Theoretical results as well as the results obtained from real data demonstrate that the 36 

proposed automatic first-arrival picking method effectively improves the accuracy of 37 

the first-arrival picking. Finally, the new picking algorithm is presented more efficient 38 

than the energy ratio method, as well as cross-correlation method. 39 

Keywords: first-arrival picking; image connectivity algorithm; multi time windows; 40 

interpolation. 41 

 42 

1. Introduction 43 

Manual first-arrival picking may be of quality but of low efficiency, by which the 44 

use of a computer instead of manual picking is an "ultimate goal" in the context of the 45 
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research of an automatic picking algorithm. The picking of a qualified first-arrival 46 

provides the basis for static correction and subsequent data processing. Many 47 

researchers have advanced different methods for the automatic first-arrival picking. In 48 

an early stage and based on the similarity of adjacent seismic traces, Peraldi and 49 

Clement (1972) proposed cross-correlation of adjacent traces to obtain the time-lag 50 

between the first-arrival onset and the peak of the signal. But this method is not very 51 

effective when there is a large difference in the waveforms of adjacent seismic traces 52 

or when some trace is missing. Hatherly (1980) proposed a method for determining 53 

the quality of the first-arrival based on the time difference between the initial onset 54 

and the peak of the wave. However, this method provides poor performance when the 55 

similarity between the seismic traces is low, apart from the fact that the calculations 56 

involved in this algorithm are quite complicated. Gelchinsky and Shtivelman (1983) 57 

combined association methods with statistical methods and used the first-arrival 58 

time-distance curve to constrain the results of picking. With this method, similar 59 

results can be achieved to those offered by manual first-arrival picking in the case of 60 

signals with a high signal-to-noise ratio (SNR), but also large errors when SNR is low. 61 

Coppens (1985) was the first to propose the "energy ratio method", which uses the 62 

ratio between the energy of the signal in one cycle and the energy of the entire time 63 

window as the criterion for determining the first arrival. This method is comparatively 64 

more noise-resistant and many scholars conducted more research based on it. Baer 65 

and Kradolfer (1987) used an envelope function and a non-linear amplifier for 66 

automatic phase picking. Murat and Rudman (1992) and McCormak et al. (1993) used 67 
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a neural network approach for the automatic first-arrival picking. The detection 68 

algorithms became more "intelligent" with the improvement of the calculation 69 

resources. Boschetti (1996) proposed a fractal-based algorithm for detecting first 70 

arrivals on seismic traces. Liao et al. (2011) proposed an automatic first-arrival 71 

picking method based on time-frequency analysis using minimum uncertainty 72 

wavelets. Mousa et al. (2012) proposed a first-arrival enhancement method using the 73 

- pτ  transform on energy-ratio seismic shot records, thus obtaining an increase in 74 

SNR. Senkaya and Karsli (2014) used the cross-correlation technique for automatic 75 

first-arrival detection. Tan et al. (2014), based on the difference in amplitudes, 76 

polarizations and statistical characteristics between ambient noise and seismic signal, 77 

used the SLPEA algorithm for the automatic microseismic event detection and 78 

first-arrival picking. 79 

An et al. (2015) have proposed the combination of ultra-virtual interferometry for 80 

ground-scattered waves with traditional ultra-virtual interferometry for refracted 81 

waves as a means of enhancing the energy of the first-arrivals. Maity and Salahi 82 

(2016) have developed a neuro-evolutionary event detection technique for downhole 83 

microseismic surveys of low SNR. Recently, Chi-Durán et al. (2017) have conducted 84 

new strategies based on the Fourier transform and the fractal method for the automatic 85 

detection of P- and S-wave arrival times. These methods offer certain advantages for 86 

the automatic first arrival picking, but still present some application problems. The 87 

main issue is that these methods do not meet expectations in cases of low energy level 88 

and low SNR.  89 
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In this paper, we use for the first time the connectivity between first arrivals as an 90 

important criterion to determine the first-arrival of the wave. Abnormal first arrivals 91 

are identified and removed when examining its connectivity with the first arrivals in 92 

the adjacent seismic traces. To use the connectivity feature effectively in the 93 

determination of the first arrival, we develop a search algorithm based on the 94 

expansion of the first-arrival characteristic values. Also, the multi time-window 95 

energy ratio method is modified to improve the accuracy of the procedure with low 96 

SNR signals. 97 

2. Binary image connectivity algorithm 98 

The image connectivity algorithm is widely used in areas including medical, 99 

transportation, surveying and mapping research. Martin-Herrero (2007), Wu et al. 100 

(2009) and He (2009) used connected-component labeling algorithms in digital 101 

images. Commonly used image labeling methods include pixel labeling, linear 102 

labeling and block scanning. Pixels that are adjacent to each other form what are 103 

called connected components. 104 

There are two common adjacency modes of 4 and 8 connected components. Fig. 105 

1 shows the matrices for 4 and 8 connected components: For the mode of 4 106 

components the central component is 1, while any other outer component is marked 1 107 

if it is adjacent to the previous one. In the following we use the 8 108 

connected-component search algorithm. The connected-component labeling algorithm 109 

scans the data from left to right and from top to bottom, searches for points of interest 110 

and determines whether a component keeps connectivity with the neighbor 111 
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component. To reduce the number of scans and improve the labeling efficiency, we 112 

use the region growing method to label connected components (Pavlidis and Liow, 113 

1990). The steps of this procedure are described below: 114 

• Step 1: Input of the two-dimensional data set D(x,y) to be labeled and definition 115 

of the labeling matrix M(x,y) that has the same size as D(x,y), a queue L and 116 

label count N. 117 

• Step 2. Scanning of D(x,y) from left to right and from top to bottom. When an 118 

unlabeled point is scanned, N increases by 1 and the current point is properly 119 

labeled in M(x,y). Scanning of the 8 points connected to the current point. If 120 

unlabeled points are found, then they are labeled in M(x,y) and put into L as 121 

seeds for growing. 122 

• Step 3. If L is not empty, a point from L is taken as seed for growing and the 8 123 

points that are connected with the seed point are scanned. Unlabeled points that 124 

are found will be labelled in M(x,y) and put into L. 125 

• Step 4. Repetition of step 3 up to L is empty, so that the labeling of a connected 126 

component is completed. 127 

• Step 5. Go back to step 2 up to the entire picture is scanned to obtain the label 128 

matrix M(x,y) and the number N of connected components. 129 

To better understand the previous algorithm, Fig. 2 shows the flow chart 130 

illustrating the operations involved by the region growing method. All field data 131 

analyzed here come from the Zhungeer basin survey conducted in 2012 (data 132 

provided by courtesy of SINOPEC). Although the first arrivals may be visually 133 
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connected, this does not mean that they are well connected from the perspective of 134 

image processing. The characteristic values of visually well-connected first arrivals 135 

include many empty blocks in the pixel matrix. This makes difficult to distinguish the 136 

valid values from noise if the connectivity algorithm is used directly. For this reason, 137 

the first-arrival characteristic values must be preprocessed before applying the 138 

connectivity algorithm. Fig. 3a shows the raw seismic traces and Fig. 3b the input 139 

data, i.e. the first-arrival characteristic values calculated from the previous data. Fig. 140 

3c shows the expansion operator matrix: the black circles represent the positions of 141 

the values involved in the calculation of the current value whose position is 142 

highlighted in red. The result of the expansion algorithm is shown in Fig. 3d. 143 

Each seismic trace provides only one characteristic value and therefore the 144 

connectivity in conventional image processing needs to be modified and adapted for 145 

first-arrival picking. So, to better determine the connectivity between first arrivals, we 146 

refer to the concept of trace connectivity: if there is connected points between the 147 

current trace and the next one then we can say the current trace is connected to the 148 

next trace. The number of connected traces will be used to determine the connectivity 149 

of the first arrivals, instead of the number of connected points. The connectivity 150 

between valid first arrivals is much greater with real data than with noise. 151 

3. Calculating first-arrival characteristic values 152 

The energy ratio method allows improve the performance of the first-arrival 153 

picking. In particular, the single-trace boundary detection algorithm is more 154 

noise-resistant. It can be described as follows:  155 
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where iS  is the boundary characteristic value obtained for the ith sample point; A is 158 

the sum of the amplitudes of n points before the current point in the same trace and B 159 

is the sum of the amplitudes of n points after the current point in the same trace. For 160 

this type of algorithm, the choice of the time window plays a crucial role in the 161 

picking result. Different time windows have significant different sensitivities to first 162 

arrivals. A large time window embraces the general characteristics of the signal, while 163 

a small time window provides a more accurate description of the details. A single time 164 

window has strong limitations. Fig. 4a shows a trial seismic trace with a weak first 165 

arrival. The first arrival occurs at about 400 ms. The first-arrival characteristic values 166 

are calculated by equation (1) as the time window is opened more and more to times 167 

of 5 ms, 25 ms, 45 ms and 65 ms. The results can be seen in Fig. 4b that the 25ms 168 

time window is better than other time windows. The same initial trace after having 169 

added random noise is shown in Fig. 4c. In this case the results obtained by following 170 

the same procedure are shown in Fig. 4d. It can be observed that, the first arrival is 171 

annihilated by noise, even with 25ms time window a much larger characteristic value 172 

is observed much away from the true first arrival. In addition, the results calculated by 173 

different windows are differ greatly. So the selection of time windows is a difficult 174 

task in such data with weak first arrival signal or low SRN.   175 

Repeating the process in the search for characteristic values from seismic data 176 

with high SNR (Fig. 5a), using time windows of 25 ms, 45 ms, 65 ms and 85 ms, the 177 
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results reveal that the characteristic values appear basically in the same place (Fig. 5b), 178 

i.e. the results of the automatic first-arrival picking are highly reliable. On the contrary, 179 

when dealing with seismic data with low SNR (Fig. 6a) (the correct first arrival 180 

position is marked by red line.), the results are no longer satisfactory because the 181 

location and the magnitude of the characteristic values vary greatly (Fig. 6b), in spite 182 

of using time windows with similar opening. It is difficult to choose the first arrival 183 

accurately regardless of the size of the time window or the type of determination 184 

criterion that is used for processing. In fact, the first arrival is buried in noise and 185 

cannot be picked accurately. In this case the automatic picking offers poor reliability 186 

and should be discarded. Even so, the greater or lesser reliability in the determination 187 

of first arrivals in traces with high or low SNR can be easily discerned according to 188 

the distribution of the characteristic values calculated using different time windows. 189 

After several tests, we propose to use a formula to detect the single-trace energy 190 

boundary with the help of multi time windows to obtain the first-arrival characteristic 191 

values, as well as to eliminate the noise interference. The calculation is as follows: 192 

( )max ( / ) ( )= × −k k k k kX B A B A                               193 

 (2) 194 

( )=k kI pos X                                               195 
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In these expressions kX  is the maximum characteristic value once calculated using 199 

the kth time window of size kn  (the index k is the sequential window number); the 200 

index i indicates the current point; ( )kpos X  is the position of kX  in the 201 

corresponding trace; ( )pos final  is the final first-arrival position, given by the 202 

rounded average value of all previous positions if the difference between 203 

characteristic values obtained using different time windows does not exceed w ms; 204 

otherwise, if the difference is greater than w ms, the first arrival is marked as 205 

abnormal. After a large number of tests with real data, we concluded that the value w 206 

is given by half of the wavelet of the first-arrival wave. Take the peak frequency as 207 

the frequency of the first-arrival wave. If it were 50Hz, the length of the wavelet can 208 

be calculated to be 20ms, then the value of w would be 10 ms. 209 

Fig. 7 shows an example of common-shot gather that is taken as a reference for 210 

the subsequent calculation. Fig. 8 shows the first-arrival characteristic values 211 

(highlighted in color in the illustration) determined by applying different time 212 

windows (10 ms, 20 ms, 30 ms, 40 ms and 50 ms) to all traces of the original seismic 213 

record. Most of their respective positions mapped directly on the record are 214 

overlapped to the first arrivals due to the relatively high SNR. This example reveals 215 

that for those traces affected by a high noise level, the differences between the 216 

positions of the first arrivals and those determined using different time windows are 217 

large. Fig. 9 shows the final result of mapping first-arrival characteristic values 218 

(highlighted in color in the illustration) obtained by applying the single-trace energy 219 

boundary detection (STEBD) method and increasingly large time windows (10 ms, 20 220 
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ms, 30 ms, 40 ms and 50 ms) to all traces of the record section shown in Fig. 7. The 221 

traces with first arrivals at time zero are abnormal traces. A simple comparison of the 222 

picking results (Fig. 8 and Fig. 9) indicates that the STEBD method is able to 223 

effectively overcome the biased information due to first arrivals with low SNR and 224 

eliminate abnormal first arrivals. The eliminated first arrivals can be re-picked again 225 

by interpolation and searching for local peaks to obtain the definitive picking result 226 

(Fig. 10a). The comparison with the results obtained by cross-correlation and energy 227 

ratio reveals the better performance of the STEBD method against the two previous 228 

ones (Fig. 10b) due to the use of multiple time windows. The improved STEBD 229 

method effectively avoids the wrong picking and, through interpolation and local 230 

optimization, provides more stable and reliable results. 231 

4. Connectivity treatment and refinement of characteristic values 232 

In practice the reality can be very different and we can meet with a seismic record 233 

with low SNR or some ambiguity or difficulty to distinguish the first arrivals of 234 

energy, if not all at least some of them (Fig. 11a). The first-arrival boundary is much 235 

weaker than the energy boundary of a refracted or reflected wave at a certain depth. In 236 

such cases, the STEBD algorithm may not accurately recognize the limits of the 237 

first-arrivals. This is clear in Fig. 11b where we show the result of applying STEBD 238 

and multi time windows. Some first arrivals provided by erroneous picking 239 

(highlighted in color and enclosed by an ellipse) are clearly below their correct 240 

positions. The use of linear adjustment methods to correct these abnormal first 241 

arrivals can easily cause the erroneous elimination of nearby correct first-arrivals, thus 242 
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affecting the overall picking and making more difficult the re-reading of the abnormal 243 

first arrivals in the subsequent processing. 244 

Continuing with the example, Fig. 11c shows the result of applying the 245 

"binarization" procedure to the first-arrival characteristic values processed by the 246 

improved STEBD method (section 3). The workflow was as follows: the 247 

characteristic values were put in binary format, i.e. the amplitude at the point 248 

corresponding to a first arrival was set to 1, while the amplitude at any other point 249 

was set to 0. The values given by the expansion algorithm (section 2) applied to the 250 

signals are shown in Fig. 11d. The (labeled) values obtained by connectivity 251 

processing of the signals are shown in Fig. 11e, and the number of connectivity of 252 

each connected component was counted. Connected components with less than 50 253 

traces were considered as abnormal components and zero amplitude was assigned to 254 

each of these components. The dot product of the result of this process (Fig. 11e) and 255 

the original binary record (Fig. 11c) resulted in the new record in binary format (Fig. 256 

11f). If the difference between the times of the current and adjacent first-arrival is too 257 

large, the current first-arrival is removed (Fig. 11g). Lastly, we obtained the missing 258 

arrivals by time picking and interpolation (for this last operation, 10 points before and 259 

after the missing point are selected and the linear fitting is performed using the current 260 

first-arrival time and the relative offsets of these points). The final result is the one 261 

shown in Fig. 11h, where the best first-arrival positions at points (with amplitude 1) 262 

determined by local optimization appear mapped on the original seismic record. The 263 

final result is indeed satisfactory compared to the situation at the beginning. 264 
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In order to test the proposed algorithm, we considered an indeed complex seismic 265 

velocity structure (Fig. 12a). The spatial dimensions of this 2D model are 80 km 266 

(length) x 7 km (depth). The shot point is marked by a red arrow on top. Fig. 12b 267 

shows the shot data obtained by forward modeling, while Fig. 12c shows the first 268 

arrivals determined with the method proposed in this study. Adding random noise and 269 

coherent noise to the data completed the seismic experiment, so we could obtain new 270 

results in the same way from data both with moderate SNR ((Fig. 12d) and low SNR 271 

(Fig. 12e). It can be seen that the random noise has little effect on the picking results 272 

(Fig. 12d). However, the coherent noise has a somewhat more pronounced effect, 273 

even giving rise to a lack of first arrival (Fig. 12d). 274 

To appreciate the advantage of the automatic first-arrival picking method that we 275 

proposed, next we present an application example based on the data collected on the 276 

occasion of the 2D survey line across the Wulungu depression in the northern margin 277 

of the Junggar basin. The maximum offset distance is 6650 m, and the number of 278 

traces reaches 660 with horizontal spacing between traces of 20 m. For comparison 279 

purposes, first arrivals were automatically picked using the method proposed in this 280 

paper and alternatively the energy ratio method using commercial software. The static 281 

correction was calculated using the tomographic static correction technique. After 282 

data processing, we obtained the results plotted in Fig. 13. In the two cases the same 283 

portion of record section is highlighted to easily see the improvement in the 284 

information achieved by the new method (Fig. 13c) versus the energy ratio method 285 

(Fig. 13a) and the cross-correlation method (Fig. 13b). A simple visual inspection 286 
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allows to see that the seismic markers found through the implementation of the new 287 

first-arrival picking method appear better reconstructed, which result in more accurate 288 

information for exploratory practice. 289 

5. Conclusions 290 

Starting from a single-channel boundary detection algorithm, we propose a new 291 

STEBD method based on the fact that time windows of different sizes reveal different 292 

boundary detection sensitivities. In this method, the connectivity algorithm in image 293 

processing is applied to first-arrival picking. To reduce the number of scans and thus 294 

improve the labeling efficiency, we use the region growing method to label connected 295 

components. The STEBD algorithm is implemented using the energy ratio method, 296 

which improves the picking performance, since it is more resistant to noise. Several 297 

time windows of different sizes are used for single-trace energy boundary detection 298 

and so obtain the first-arrival characteristic values. This allows us to avoid the 299 

instability caused by the manual setting of the time-window width and to greatly 300 

mitigate the noise influence as well. The improved algorithm is able to effectively 301 

eliminate abnormal first arrivals in signals with low SNR. 302 

The joint application of the trace connectivity algorithm and multi time-window 303 

boundary detection comes to effectively solve problems associated to data with low 304 

SNR and to the automatic picking of low-energy first arrivals. After performing a 305 

variety of tests with real data, the results prove to be clearer and more reliable than 306 

those obtained with standard software, which is of great interest for exploratory 307 

practice. However, choosing the connected parameter is an important step in the 308 



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT

 15

proposed algorithm, and the characteristics of the data should be considered. In some 309 

cases, this parameter is difficult to adjust by experience, which will inevitably lead to 310 

repeated tests. Consequently, it is worth further studying to find an algorithm that can 311 

automatically select the connected parameters.    312 
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 370 

Figure captions: 371 

Figure 1. Matrices for 4 (left) and 8 (right) connected components. 372 

Figure 2. Flow-chart illustrating the operations involved by the region growing 373 

method.  374 

Figure 3. (a) Raw seismic traces (data provided by courtesy of SINOPEC). (b) Input 375 

data: first-arrivals characteristic values calculated from the above traces. (c) 376 

Representative 3*3 matrix of the structure expansion operator: the black circles 377 

represent the positions of the values involved in the calculation of the current value 378 

whose position is highlighted in red. (d) Output data: result of the expansion 379 

algorithm. 380 

Figure 4. (a) A trial seismic trace with a weak first arrival (data provided by courtesy 381 

of SINOPEC). (b) First-arrival characteristic values calculated from the above data 382 

using increasingly time windows of 5 ms, 25 ms, 45 ms and 65 ms. (c) Same initial 383 

trace after having added random noise. (d) First-arrival characteristic values 384 

calculated from the data contaminated by noise. 385 

Figure 5. (a) A trial seismic trace with high SNR (data provided by courtesy of 386 

SINOPEC). (b) First-arrival characteristic values calculated from the above data using 387 

increasingly large time windows of 5 ms, 25 ms, 45 ms, 65 ms and 85 ms. 388 

Figure 6. (a) A trial seismic trace with very low SNR (data provided by courtesy of 389 

SINOPEC). (b) First-arrival characteristic values calculated from the above data using 390 

increasingly large time windows of 5 ms, 25 ms, 45 ms, 65 ms and 85 ms. 391 

Figure 7. Example of common-shot gather taken as reference for subsequent 392 

calculation (data provided by SINOPEC). 393 
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Figure 8. First-arrival characteristic values (highlighted in color) obtained by applying 394 

different single time-windows (10 ms, 20 ms, 30 ms, 40 ms and 50 ms) to the record 395 

section shown in Fig. 7. 396 

Figure 9. First-arrival characteristic values (highlighted in color) obtained by applying 397 

increasingly time windows (10 ms, 20 ms, 30 ms, 40 ms and 50 ms) and the 398 

single-trace energy boundary detection method to the record section shown in Fig. 7. 399 

Figure 10. (a) Final result obtained after re-picking the traces shown in Fig. 9. (b) 400 

Results picked by the cross-correlation and energy ratio methods. 401 

Figure 11. (a) Record section with low SNR seismic traces showing unclear first 402 

arrivals (courtesy of SINOPEC). (b) Result obtained using single-trace energy 403 

boundary detection and multi time windows (see red dotted line). Some first arrivals 404 

provided by erroneous picking (all enclosed by an ellipse) are clearly below their 405 

correct positions. (c) First-arrival characteristic values in binary format. (d) Values 406 

given by the expansion algorithm applied to the signals. (e) Values obtained by the 407 

connectivity processing of the signals shown in (d). (f) New record in binary format 408 

obtained after the connectivity processing of the signals previously treated. (g) Values 409 

obtained by automatic picking after removing abnormal points. (h) Best first-arrival 410 

positions obtained by time picking and interpolation (see red dotted line). 411 

Figure 12. (a) Seismic velocity model with a complex geometry (the shot point is 412 

marked by a red arrow on top). (b) Record section obtained from the previous model 413 

by forward modeling. (c) First arrivals determined with the method proposed in this 414 

study. (d) Results obtained in the same way from data contaminated by random noise 415 

(with moderate SNR). (e) Results obtained in the same way from data contaminated 416 

by coherent noise (with low SNR). In all cases the first arrivals are highlighted by red 417 

dotted lines. 418 

Figure 13. Comparison of the static correction effect on the automatic first-arrival 419 

picking using real field data. The data come from the profile across the Wulungu 420 
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depression in the northern margin of the Jungaar basin (data provided by courtesy of 421 

SINOPEC). (a) Result obtained by the energy ratio method using commercial 422 

software. (b) Result obtained by cross-correlation method. (c) Result obtained using 423 

the method proposed in this paper. The rectangles delimit portions of the seismic 424 

record where the improvement in the information can be appreciated clearly. 425 

 426 

427 
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Figure 1. Matrices for 4 (left) and 8 (right) connected components. 430 

 431 

 432 

 433 

Figure 2. Flow-chart illustrating the operations involved by the region growing 434 

method. 435 
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Figure 3. (a) Raw seismic traces (data provided by courtesy of SINOPEC). (b) Input 443 

data: first-arrivals characteristic values calculated from the above traces. (c) 444 

Representative 3*3 matrix of the structure expansion operator: the black circles 445 

represent the positions of the values involved in the calculation of the current value 446 

whose position is highlighted in red. (d) Output data: result of the expansion 447 

algorithm. 448 

 449 
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 451 

 452 

453 

 454 

 455 

Figure 4. (a) A trial seismic trace with a weak first arrival (data provided by courtesy 456 

of SINOPEC). (b) First-arrival characteristic values calculated from the above data 457 

using increasingly time windows of 5 ms, 25 ms, 45 ms and 65 ms. (c) Same initial 458 

trace after having added random noise. (d) First-arrival characteristic values 459 

calculated from the data contaminated by noise. 460 
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 464 

465 

 466 

Figure 5. (a) A trial seismic trace with high SNR (data provided by courtesy of 467 

SINOPEC). (b) First-arrival characteristic values calculated from the above data using 468 

increasingly large time windows of 5 ms, 25 ms, 45 ms, 65 ms and 85 ms. 469 

 470 

 471 

 472 
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 480 

Figure 6. (a) A trial seismic trace with very low SNR (data provided by courtesy of 481 

SINOPEC). (b) First-arrival characteristic values calculated from the above data using 482 

increasingly large time windows of 5 ms, 25 ms, 45 ms, 65 ms and 85 ms. 483 

 484 
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 486 

Figure 7. Example of common-shot gather taken as reference for subsequent 487 

calculation (data provided by SINOPEC). 488 

 489 
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 491 

 492 

Figure 8. First-arrival characteristic values (highlighted in color) obtained by applying 493 

different single time-windows (10 ms, 20 ms, 30 ms, 40 ms and 50 ms) to the record 494 

section shown in Fig. 7. 495 

 496 
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 498 

 499 

 500 

Figure 9. First-arrival characteristic values (highlighted in color) obtained by applying 501 

increasingly time windows (10 ms, 20 ms, 30 ms, 40 ms and 50 ms) and the 502 

single-trace energy boundary detection method to the record section shown in Fig. 7. 503 
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 507 

 508 

Figure 10. (a) Final result obtained after re-picking the traces shown in Fig. 9. (b) 509 

Results picked by the cross-correlation and energy ratio methods. 510 
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Figure 11. (a) Record section with low SNR seismic traces showing unclear first 516 

arrivals (courtesy of SINOPEC). (b) Result obtained using single-trace energy 517 

boundary detection and multi time windows (see red dotted line). Some first arrivals 518 

provided by erroneous picking (all enclosed by an ellipse) are clearly below their 519 

correct positions. (c) First-arrival characteristic values in binary format. (d) Values 520 

given by the expansion algorithm applied to the signals. (e) Values obtained by the 521 

connectivity processing of the signals shown in (d). (f) New record in binary format 522 

obtained after the connectivity processing of the signals previously treated. (g) Values 523 

obtained by automatic picking after removing abnormal points. (h) Best first-arrival 524 

positions obtained by time picking and interpolation (see red dotted line). 525 

 526 
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 530 

531 

 532 

Figure 12. (a) Seismic velocity model with a complex geometry (the shot point is 533 

marked by a red arrow on top). (b) Record section obtained from the previous model 534 

by forward modeling. (c) First arrivals determined with the method proposed in this 535 

study. (d) Results obtained in the same way from data contaminated by random noise 536 

(with moderate SNR). (e) Results obtained in the same way from data contaminated 537 

by coherent noise (with low SNR). In all cases the first arrivals are highlighted by red 538 
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dotted lines. 539 

 540 

Figure 13. Comparison of the static correction effect on the automatic first-arrival 541 

picking using real field data. The data come from the profile across the Wulungu 542 

depression in the northern margin of the Jungaar basin (data provided by courtesy of 543 

SINOPEC). (a) Result obtained by the energy ratio method using commercial 544 

software. (b) Result obtained by cross-correlation method. (c) Result obtained using 545 

the method proposed in this paper. The rectangles delimit portions of the seismic 546 

record where the improvement in the information can be appreciated clearly. 547 

 548 

 549 
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Highlights: 

� The proposed method improves the elimination of false or abnormal first-arrivals. 

� The method is more accurate as that of the single-trace boundary detection 

algorithm. 

� The method has a great potential in applications automatic picking first-arrivals. 


