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A B S T R A C T

Image texture is an important property of gridded aeromagnetic data that together with the availability of closer survey line-spacings and more sensitive instrumen-
tation, has become more relevant for qualitative interpretations. Problems arise though when it is used as a basis for geological interpretation, since visual textures
are difficult to define. This can introduce bias when interpretations are not validated against repeatable and testable quantitative measures. We propose the use of
well-established unsupervised texture segmentation techniques that use multi-scale, orientation-selective Gabor filters to automatically domain contrasting textures
in aeromagnetic maps. These methods are applied to tilt-derivative reduced-to-pole magnetics over the Palaeoproterozoic Earaheedy Basin, that was deposited over
the northeastern Yilgarn Craton in a marginal setting prior to the ca. 1800 Ma Capricorn Orogeny Western Australia. These results are then validated against a geo-
physically constrained interpretation of the area and a review of the magnetic characteristics of the region. Our results demonstrate how automatic texture domaining
from gridded magnetic-field data can produce geologically feasible results that can be used to constrain the architecture of basins that contain magnetic sedimentary
rocks.

1. Introduction

The availability of high-resolution aeromagnetic data has made their
application an important tool for mapping regional geology (Balsley,
1952; Pilkington, 1998; Pilkington and Keating, 2004). This is
especially the case in areas with limited and sparse outcrop where
it becomes necessary to correlate interpreted magnetic rock packages
with exposed lithologies (Aitken and Betts, 2009; Gunn et al.,
1995; Tschirhart and Morris, 2015). While aeromagnetics is often
applied for the interpretation of the magnetic basement (Cordell and
Grauch, 1985; Isles and Rankin, 2013; Steenland, 1963), the com-
pilation of higher-resolution gridded aeromagnetic data has also en-
abled other types of anomaly patterns to be used for qualitative in-
terpretations of near-surface features (Nabighian et al., 2005). An
example of this is the identification of lithological contacts that are
characterized by changes in high spatial frequency textures or mag-
netic fabrics anomaly patterns (Gunn, 1997; Olaniyan et al., 2013).
Uncertainties arise though when different lithological units have sim-
ilar magnetic intensities and texture (Aitken et al., 2008), or when
magnetic anomaly pattern changes are a result of geological processes
that have not been considered in the interpretation (Grant, 1985).
Thus, quantitative and repeatable methods for describing the complex-
ity of changes in magnetic characteristics, such as intensity and texture,

are essential for assessing the uncertainty of a geologic interpretation
from aeromagnetics (Aitken et al., 2013).

The physical basis and motivation for the application of aeromag-
netic surveys in geological mapping and exploration geophysics is that
changes in net magnetization can be mapped as contacts (Pilkington
and Keating, 2004). The net rock magnetization though is controlled
by the composition and content of minerals, i.e. magnetite, hematite, or
pyrrhotite, that often are considered accessory to the main mineral as-
semblage which conventionally are classified by their silicate and car-
bonate mineralogy (Grant, 1985). As a result a single lithology may ex-
hibit a wide range of magnetic properties (Clark and Emerson, 1991).
Thus the identification of a lithological contact from a gridded aero-
magnetic map will be ambiguous without either a clear geological con-
text and/or petrophysical measurements to constrain the identification
of the contrasting regions (Singhroy and Pilkington, 2014). In the
context of sedimentary basins, differing sedimentary environments and
variations in alteration processes lead to differing tendencies for rocks
to exhibit an induced magnetization (Dunlop, 1997; Reynolds et al.,
1990). When the magnetization of stratiform magnetic anomalies are
modelled though, the architecture of the basin, in terms of its strati-
graphic and structural modifications, can be interpreted and contacts
can be delineated (Austin et al., 2017; Dentith and Cowan, 2011).
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Different image analysis approaches exist which have been applied
to automatically segment magnetic images based on magnetic feature
characteristics such as amplitude or texture. One of these approaches is
to take magnetic discontinuities and assume they are geological contacts
(Blakely and Simpson, 1986; Cordell and Grauch, 1985). This has
resulted in a number of derivative-based filters, such as the first verti-
cal-derivative (Nabighian, 1984) and theta map (Wijns et al., 2005),
which are used to enhance edges in gridded magnetic data (Pilkington
and Tschirhart, 2017). Another approach that can be used is image
segmentation where homogeneous pixels are grouped together based
on characteristics such as raw pixel value and/or texture (Blaschke,
2010).

Various automated analysis methods have been proposed to utilise
magnetic data for lithology mapping and image segmentation. In partic-
ular, machine learning methods have been used to integrate magnetic
data with other geophysical and remote sensing data for lithoclassifi-
cation (Kuhn et al., 2018; Yu et al., 2012). These methods in gen-
eral use a multivariate approach, so that various data sources such as
ASTER, Digital Elevation Models, Gamma ray spectrometry, as well as
magnetic susceptibility are combined to classify lithologies (Cracknell
and Reading, 2014; Masoumi et al., 2017). We suggest in this paper
though that the visual texture of gridded magnetic data is an overlooked
variable that can be utilised in these approaches.

The visual texture of an image can be defined by the statistics of the
spatial/spatial-frequency distribution of pixels and amplitudes, but how
texture models relate to texture perception remains an active area of vi-
sion research (Landy, 2013; Wallis et al., 2017). In image process-
ing and computer vision, texture analysis models can be broadly sepa-
rated into four categories (Tuceryan and Jain, 1999): (1) statistical
methods, such as co-occurrence matrices (Haralick, 1979), (2) geomet-
ric methods including Voronoi polygon features (Tuceryan and Jain,
1990), (3) model based methods such as Markov random fields analy-
sis (Cross and Jain, 1983), and (4) signal processing methods which
include Gabor and wavelet techniques (Jain and Farrokhnia, 1991).
In geophysics, common texture measures for gridded potential-field data
are restricted to statistical methods, such as the grey level co-occurrence
matrix (Cooper, 2004, 2009; Cooper and Cowan, 2005; Dentith,
1995), entropy (Aitken et al., 2013; Holden et al., 2008, 2012) and
fractal dimension (Dentith et al., 2000; Dhu et al., 1999, 2000).

These existing approaches in the geophysics literature treat texture
as a single channel without any orientation-selectivity or frequency-de-
pendency which are properties that have been shown to be essen-
tial to the signal processing in human visual systems (De Valois et

al., 1982b, 1982a; Hubel and Wiesel, 1962). There is also evidence
to suggest that the perception of the textural characteristics of images
can be better modelled as a multi-channel system tuned to different ori-
entations and scales (Bovik et al., 1990). A bank of 2D Gabor filters,
which are band-pass filters that are orientation-selective, are commonly
used in image processing as a multi-channel approach to texture analy-
sis (Randen and Husoy, 1999). Previous applications of Gabor filters
to gridded magnetic data have focused on edge enhancement for inter-
preting lineaments (Holden et al., 2016; Sertcelik et al., 2013) and
not groupings of magnetic rock package regions. We apply the methods
of Jain and Farrokhnia (1991) to segment gridded aeromagnetic data
into contrasting regions of texture and demonstrate how together with
specific choices of geophysical filters these can be applied to automati-
cally generate a geophysical domain map.

An important aspect of the magnetic texture domaining method that
is developed in this paper that we highlight here is that the texture
of a magnetic rock package is defined as an ensemble of source edges
with similar orientation and lateral scale. While our approach of tex-
ture domaining is similar to the work of Shankar et al. (2006) we
include the specific aim of characterizing magnetic domains by scale
and orientation using Gabor filters. To enhance these characteristics for
segmentation we apply the tilt-angle filter (Miller and Singh, 1994)
to reduced-to-pole (RTP) gridded total-magnetic-intensity (TMI) data.
This has the dual effect of normalizing amplitudes, variations of which
often reflect depth of source, as well as improving the resolution of
close-spaced sources respectively (Dentith, 2014). An experiment is
then conducted using the tilt-derivative RTP magnetic data from the re-
gion including the Palaeoproterozoic Earaheedy Basin in Western Aus-
tralia (Fig. 1) by comparing the texture domaining output with an inde-
pendent geological interpretation of the basin stratigraphic architecture
and basement.

2. Methods

We present an approach to automatically characterize the strati-
graphic architecture from gridded aeromagnetics and texture segmen-
tation here. The general outline involves firstly applying the tilt-angle
filter to the reduced to pole aeromagnetic survey data to improve edge
detection. Next, texture analysis is performed by constructing and apply-
ing a Gabor Filter bank at different orientations and varying scales, so
that each pixel has a filter response at each orientation and scale, rep-
resenting local texture centred at the pixel. This data is then clustered
so that each pixel is assigned to one of a pre-defined number of groups,
which have similar scale and orientation. Finally, a mode filter is used
to smooth the labelled regions.

Fig. 1. Earaheedy Basin 1:500 k map (Geological Survey of Western Australia, 2017) and Stanely Fold Belt (Williams et al., 2004).
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2.1. Preprocessing

We apply our texture segmentation to the phase-based tilt angle
(Miller and Singh, 1994). This filter is calculated as the inverse tan-
gent of the ratio of the first-vertical derivative and the total-horizontal
gradient for gridded magnetic data (see Equation (1)).

(1)

The benefit of the tilt-angle is that when applied to a reduced-to-pole
magnetic field, the maximum response is centred over the source -as in
the first-vertical derivative- but also that the amplitude is normalized by
the total-horizontal gradient so that the maximum response is similar for
deep and shallow sources (Dentith, 2014). This allows the texture seg-
mentation of the gridded aeromagnetic data not to be dominated by the
amplitude of magnetization but instead characterized by the scale and
orientation of causative bodies.

3. Texture analysis & domaining

3.1. Gabor Filter bank

In signals processing, the uncertainty principle implies that a signal
cannot be localized in both time and frequency. In the case of two-di-
mensional images this means that both the frequency and spatial posi-
tion cannot be exactly known (Petrou and García Sevilla, 2006). It
was demonstrated by Gabor (1946) though, that the optimal function
that has the minimal tradeoff in the uncertainty principle is the Gabor
function, which is the product of a Gaussian function and a sinusoidal
function (see Equation (2)). In this 1D case, is time, is frequency and

is the standard deviation of the Gaussian function.

(2)

This was extended to two dimensions by Daugman (1985) and ap-
plied to images. In the 2D we have that for a given image of size

dimensions, the 2D Gabor filter in the spatial domain is
Equation (3) where is the center of the filter, is the fre-
quency of the sinusoidal function, and control the standard devi-
ation of the Gaussian function in the and directions. It is common
in image processing to refer to the 2D Gaussian function as the Gaussian
window, and the parameters as the bandwidths of the window.

(3)

By assuming the filter is centred at the origin and using polar coordi-
nates, Equation (3) can be rearranged to Equation (4) where and

is the angle between the image plane and the Gaussian window.

(4)

where

The Fourier domain representation of is in Equation
(5) where it represents a Gaussian with frequency units shifted along
the axis and counterclockwise rotation by an angle . This allows fil

ters to be designed that remove all frequencies in the transformed image
that are outside of a band that spatially correspond to a particular scale

and orientation (Nava et al., 2011). To be able to represent all
frequencies in the Fourier representation of an image, we then need to
construct a set of filters that cover the entire range of frequencies. Each
filter in this filter bank is then applied to the original image in the fre-
quency domain which when the inverse transform is applied results in a
stack of images, each of which says where in the image the filter's band
of frequencies can be found.

(5)

where

A known limitation of Gabor filter banks is that the DC component
is non-zero so that the overlap between scales at lower frequencies is
proportionally much less than higher frequencies in the Fourier domain
(Fischer et al., 2007). The approach by Field (1987) to separate the
filter into radial and angular components and take the logarithm of
the radial component (see Equation (6)) limits the effect of this which
has also been shown to improve texture segmentation (Nava et al.,
2011).

We use Gabor filter parameter values derived by Kovesi (1999) that
are developed for edge detection using phase congruency. Here each
scale is multiplied by a factor of 2.2 with a minimum of , the radial
standard deviation to be 0.55 of the center frequency and angular
standard deviation to be 1.3 of the orientation window . This
together with the scale factor of 2.2 and an orientation window size of

approximately covers the entire energy spectrum in the frequency
domain (Petrou and García Sevilla, 2006). The number of scales can
be varied with these parameter values without losing coverage of the
entire energy spectrum. For further explanation of how these parame-
ters can be defined, we refer the reader to Petrou and García Sevilla
(2006).

(6)

To demonstrate the Gabor filter response of magnetic bodies, syn-
thetic forward modelled data of three parallel rectangular prisms at
the same depth in four orientations is presented in Fig. 2. The for-
ward-model were calculated using the Fatiando package assuming that
the magnetization of the bodies has an inclination and declination of
0 (Uieda et al., 2013). The number of scales are set to to compare
the four orientations responses, and the relative response of each scale
and orientation is presented in Fig. 3 and Fig. 4 respectively. These
are calculated by taking the mean filter response for each filter and then
summing across scales and orientations separately and taking the pro-
portion for each scale or orientation. The filter response across scales in
Fig. 3 shows how the relative orientation of the bodies to the N–S direc-
tion changes the response across scales so that smaller scale responses
are stronger when the bodies are perpendicular to the regional field and
larger scales responses are stronger when they are parallel. The filter re-
sponses across orientations in Fig. 4, also show even though the distri-
bution of responses for bodies oriented at to the regional field (Ro-
tation and Rotation ) are identical across scales (Fig. 3), they
have opposite responses across their orientations.

3
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Fig. 2. Forward model of three parallel magnetic bodies in four orientations and the resulting magnetic field generated using Fatiando (Uieda et al., 2013). Regional field is assumed to
have an inclination and declination of , so that the total field anomaly is reduced-to-equator.

Fig. 3. Relative proportions for scale λ of the log-Gabor filter response for the forward models. Note that the larger scales dominate the filter response when the bodies are oriented parallel
to the regional magnetic field (Rotation ), while smaller scales are stronger when they are perpendicular (Rotation ).

3.2. Texture domaining

Since each log-Gabor filter gives a localized response, Jain and Far-
rokhnia (1991) suggests a Gaussian filter for each scale where the
size of the standard deviation is proportional to the scale. This blur-
ring ensures that the responses can be compared across scales in the
multi-channel filtering system, and is the same principle as the Gaussian
scale-space used in computer vision and image processing for multi-scale
signal representations (Lindeberg, 1994).

The filter-bank response from the image is then clustered using
k-means (Lloyd, 1982). This involves first specifying k centroid ini

tial points in the filter-bank response space. Each pixel is then assigned
to the centroid it is closest to. For each centroid, the mean filter-bank
response of the assigned pixels is then calculated, and the difference be-
tween the centroid and mean filter-bank response is compared for the k
centers. If the difference is greater than a defined tolerance, the centroid
is updated to the mean filter-bank response and the process is repeated.
We define our tolerance as 1E-5 with a maximum of 10,000 steps. The
multi-variate distribution input data from across the filters should re-
sult in responses in the spatial domain that smoothly change so that
k-means is desirable over other centroid-based clustering such as k-me-
dians. Moreover, since we use a per-pixel response, density-based clus-
tering would be prohibitively time-complex to compute.

4
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Fig. 4. Relative proportions for orientation θ of the log-Gabor filter response for the forward models. Note that responses for bodies oriented at to the regional field (Rotation and
Rotation ) are identical across scales (Fig. 3), but have opposite responses across orientations.

To demonstrate the behavior of clustering on this filter-bank, we
generate a image that is composed of five examples of grid-
ded RTP aeromagnetic data texture that each vary in scale and orien-
tation (see Fig. 5). The clustering is applied without any spatial con-
sideration since the Gaussian filter that is applied across scales will
already compensate for this. Thus, for an image with columns
and rows there are sample points, with the dimension of the
sample vector for the point being the number of scales multiplied
by the number of orientations. For the example in Fig. 5, we use
a filter bank with scales ( ) and orienta

tions ( ). This results in a filter-bank
composed of sample points where the sample vector
for each point has dimensions. The number of scales was set
to since the example aeromagnetic data grid textures were chosen to
represent different scales, which from smallest to largest are (1) bot-
tom right, (2) bottom left, (3) top left and right, and (4) center (Fig. 5).
The number of clusters that were used in Fig. 5 was set to to corre-
spond to the five example textures. Note that the colours in Fig. 5 cor-
respond to different clusters.

Fig. 5. A test image composed of five different aeromagnetic texture examples (left). The test image overlain with the results of a five-cluster model texture segmentation in colour (right).
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To visualize the characteristics of each cluster, the cluster center
components are summed across all orientations for a given scale and
normalized across all scales (see Fig. 6 top). This is also repeated for
each orientation across scales (see Fig. 6 bottom). The normalized sum
of each dimension in each cluster center shows the textural character-
istics of the associated segment in the image. Cluster 1 can be seen to
be horizontally dominate at the orientation while dominant at the
lower scale of 6.6 cells. This is contrasted with Cluster 3 where the ori-
entation is vertically dominant in the and range but also with
stronger response at the larger scales of 14.52 and 31.94 cells.

4. Study area: geology and magnetic characteristics

The Earaheedy Basin lies on the northeastern margin of the Yilgarn
Craton and is also included in the southeastern part of the Capricorn
Orogen in Western Australia (see Fig. 1). The region comprises three
main tectonic elements: the Archean Yilgarn Craton, Paleoproterozoic
Basins, and Mesoproterozoic Basins. The Yilgarn Craton forms the base-
ment of the region with the main lithological division between the gran-
ites and greenstone belts which exhibit the typical magnetic character-
istic texture of Archean terranes. The granites are associated with a va-
riety of magnetic textures, but at large scales can be divided into suites
with different magnetic anomaly patterns and trends (Whitaker and
Bastrakova, 2002). At smaller scales, these granites possess a variety
of heterogeneities, but commonly a sub-linear east-west trending fabric
is observed due to deformation and Proterozoic dyke intrusions (Fig.
8 and Fig. 9). Greenstone belts have well-banded magnetic charac-
ters, with both highs and lows reflecting extensive lithostratigraphic se-
quences of volcanic and sedimentary rocks. Magnetization within these
rocks is strongly associated with lithology and alteration (Bourne et al.,
1993; Williams, 2009), leading to a lineated appearance at the scale
of kilometres (Fig. 9).

Paleoproterozoic Basins include the Yerrida and Earaheedy Basins,
for each of which the geology was recently summarised by Occhip-
inti et al. (2017). The Yerrida Basin comprises the 2200 to 1990 Ma
Windplain Group, and the overlying Moologool Group, which is not well
dated. In exposure, the Yerrida Basin contains siliciclastic sedimentary
rocks, carbonates and cherts, with less common exposures of volcanic
and volcaniclastic rocks and dolerites. None of these units are substan-
tially magnetised, except locally, and the magnetic intensity of the Yer-
rida Basin reflects mainly the attenuation of the signal from the Yilgarn
Craton beneath the sedimentary package.

Using the revised classification of Occhipinti et al. (2017), the Ear-
aheedy basin comprises the Tooloo and Miningarra Groups, as well as
the intervening Frere Formation. The 1990 to 1940 Ma Tooloo Group
includes sandstones, siltstones and a prominent carbonate unit (Yelma
Formation). The Imbin Inlier and the Troy Creek Schist may also be
part of the Tooloo Group. Undeformed and unmetamorphosed Tooloo
Group rocks are not substantially magnetised (Fig. 10), however, the
Stanley Fold Belt preserves weakly to moderately magnetised exam-
ples including the Troy Creek Schist, and schistose metasedimentary
rocks (Fig. 11). The Frere Formation formed ca 1890 Ma (Rasmussen
et al., 2012), with deposition of granular iron formation (GIF), silt-
stones, shales and cherts and carbonate rocks all in a shallow ma-
rine setting (Akin et al., 2013; Occhipinti et al., 2017) (Fig. 10).
Magnetic susceptibility variations within the Frere Formation has been
analysed in detail from diamond-drill-core (TDH-26 -Fig. 10). Suscep-
tibilities were measured with an Exploranium KT-9 susceptibility me-
ter, that has an accuracy of 1 e−5 SI, and an upper limit of 1 SI. Be-
low 390 m, this core intersects the very low to moderate susceptibil-
ity carbonates of the Yelma Formation. Above 390 m the core intersects
moderate-susceptibility interbedded siliceous-GIF, stromatolitic carbon-
ate-GIF and siltstones, with occasional high magnetic susceptibility as-
sociated with magnetite-bearing shale horizons. From 320 m to 220 m,
the frequency and thickness of these high and very high magnetic sus

ceptibility horizons increases, and moderate susceptibility ferrugi-
nous-GIF becomes dominant over siliceous-GIF. From 218 m to 176 m
a low to moderate susceptibility siltstone unit is observed. The upper
part of the core is dominated by ferruginous-GIF, siltstone of moder-
ate susceptibility and magnetite-bearing shale, with reducing frequency
and thickness of the high and very high susceptibility horizons. The
magnetic susceptibility of the Frere Formation is correlated with lithol-
ogy and magnetic data can therefore be used to laterally differentiate
magnetic GIF-dominated units from non-magnetic siliciclastic units and
the carbonate-dominated Windidda member (non-magnetic.) Texture
within the GIF-dominated units is quite variable, from fracture-domi-
nated patterning, to a well-lineated patterning, depending on the de-
gree of deformation. The southern Earaheedy Basin possesses shallow
north-dipping strata, whereas the strata in the north are steeply-dipping,
and so the Frere Formation signal is much enhanced in the north of the
basin (Fig. 7). The overlying Miningarra Group is dominated by silici-
clastic and carbonate rocks deposited in a shallow marine to terrestrial
setting between ~1880 and 1815 Ma. The Miningarra Group is thick,
with several kilometres of sedimentary rocks preserved, but non-mag-
netic. Consequently, its magnetic signature is defined by the attenuation
of Yilgarn Craton and Frere Formation signals beneath a thick blanket of
non-magnetic rocks.

The granular iron-formations (GIF) of the Frere Formation have a
strong magnetic signature that can also be used to outline the basin
structure (Morris et al., 2003; Pirajno et al., 2009). To the north
of the Stanley Fold Belt, these sequences are overlain by Mesoprotero-
zoic basins including the Scorpion, and Salvation basins (Morris and
Pirajno, 2005). The Scorpion Group comprises siliciclastic sedimentary
rocks, dolomites and evaporites deposited between 1640 and 1200 Ma.
The Salvation Group has similar characteristics but was deposited be-
tween 1460 and 1066 Ma. None of these rocks are clearly associated
with a magnetic signal due to the influence of later dolerite sills.

The Salvation and Earaheedy basins are intruded by the Glenayle
and Prenti Dolerites respectively. These dolerite sill-complexes are asso-
ciated with the Warakurna large igneous province, and were intruded
between 1080 and 1060 Ma (Wingate et al., 2004). These dolerites
are strongly magnetic, and coincide with magnetic field highs that are
characterized by intense short-wavelength fracture-dominated patterns
which previously have been used to map their extent (Morris and Pi-
rajno, 2005; Shevchenko, 2000).

5. Study area: airborne geophysical surveys

The aeromagnetic data grid was compiled from a set of 11 surveys
at 400 m line-spacings with a total length of 576,991 km (see Table 1).
These surveys were selected from the Western Australian, Department of
Mines and Petroleum MAGIX database1 and the data grid is published in
Occhipinti et al. (2017).

6. Results

We present results for the automated texture segmentation of the
regional tilt-derivative of the RTP magnetics over the Earaheedy Basin
(see Fig. 8). A log-Gabor filter bank consisting of 6 scales and 6 ori-
entations was used, with successive scales multiplied by a factor of 2.2
and a starting minimum wavelength of 3 cells. A choice of 6 scales
was decided upon as this corresponded to a scale of approximately
30 km (154.6 cells). A Gaussian lowpass filter was used to blur each
filter response as suggested by Jain and Farrokhnia, 1991 , where
the standard deviation was specified as half the scale wavelength, and
the filter size was double the standard deviation. The filter-bank was
then clustered using k-means to return a per-pixel classification. Twenty
replicates were used in the k-means to avoid any local-minima conver

1 See http://www.dmp.wa.gov.au/Airborne-Geophysics-Index-MAGIX-1557.aspx.
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Fig. 6. A visualization of the cluster center dimensions for scale (top) and orientation (bottom) for the segmentation in Fig. 5. The cluster center dimension values here are calculated as
a proportion across all scale dimensions(top) or across all orientation dimensions(bottom).

Fig. 7. The compiled Earaheedy reduced-to-pole (RTP) aeromagnetic map overlain by the major tectonic units.

gence. The clustering with the smallest total squared Euclidean distance
is then used as the representative segmentation and are presented here
as the results. The per-pixel classification output was then smoothed us-
ing a mode filter with a window size of 15.

To validate the automated magnetic texture segmentation results as
it relates to the basin stratigraphic architecture, we compare the results
to a manual interpretation of the Earaheedy Basin and Archean base-
ment published by Occhipinti et al. (2017) (see Fig. 11). This in-
terpretation combined several streams of data, including outcrop ge-
ology, drill core, remote-sensing data (e.g. ASTER), radiometrics and
aeromagnetic and gravity data (Occhipinti et al., 2017). As such,
although it is geophysically constrained, the results cannot be ex

pected to directly compare with the results from a single dataset. In
particular, we cannot expect weakly magnetised units to be differenti-
ated from each other. Nonetheless we expect commonalities with our
automated process for those units with strong magnetic character tex-
tures, including the Yilgarn Craton granites and greenstones, GIF-dom-
inated Frere Formation and Warakurna Dolerite sills. The presence of
weakly-magnetic units, such as the Miningarra Group and Yelma Forma-
tion, may then also be inferred from the attenuation of these signals with
depth of burial giving an indication of the stratigraphic architecture.

We present the results of the texture domaining using a model of
6 clusters and analyse the geological feasibility of the results by com-
paring it to the manual geophysically-constrained interpretation. An ini
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Fig. 8. The tilt angle filter of the reduced-to-pole magnetic map overlain by the major tectonic units.

Fig. 9. Magnetic characteristics of the Yilgarn Craton basement (Whitaker and Bastrakova, 2002). Note the east-west trending fabrics and dyke intrusions across the granites, the
lineated magnetic trends in the greenstone belts.

tial cluster model of 6 regions provides a direct comparison with the
major tectonic units in Fig. 11, namely the (1) Greenstone belts and
(2) Granites of the Yilgarn Craton, the (3) Yelma and (4) Frere Forma-
tions together with the (5) Miningarra Group of the Earaheedy Basin,
and the (6) dolerite sill complexes. While non-magnetic units such as
the Miningarra Group cannot be directly imaged, the architecture of the
basin can be inferred by the attenuation of the magnetic Frere Formation
beneath it, which will result in a stronger response in the larger scales of
the Gabor filter bank. We then test the stability of our 6 region cluster
model against a model with 8 regions.

6.1. Earaheedy texture domains 6 clusters

The segments for Cluster 1 and 2 in Fig. 12 correspond well to
the granite-greenstones in the Yilgarn craton. Comparing the response
distribution in Fig. 12 for Cluster 1 and 2, we can see that orienta-
tions are very similar, trending towards the N–S, but that they are sepa

rated by their scales, with Cluster 2 having more dominate responses in
the larger wavelengths. This difference in scale can also be explained
by the observation that the Archean greenstone units that correspond
to Cluster 2 lie beneath the thicker sediment layer of the Frere Forma-
tion in the SE and the Yelma Formation in the NW (Occhipinti et al.,
2017).

The Clusters 5 and 6 correspond to the mafic intrusions associated
with the Warakuna Large Igneous Province and the Yilgarn granites re-
gions respectively. We can see that the two clusters have similar distri-
butions over scales, but that there is a strong difference in their orien-
tations. Cluster 5 has an almost even distribution over all orientations,
which is consistent with how magnetic edges from a sill complex would
appear, while Cluster 6 has a strong E-W direction for its dominant ori-
entations.

The separation across the basin between Clusters 2 and 4, and
Cluster 3 is well correlated with the Tooloo Group and Miningarra
Group respectively. While magnetic sources associated with Cluster 2
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Fig. 10. (left) A time-scale plot of the basin development (Occhipinti et al., 2017), (middle) a simplified stratigraphic column of the Tooloo Group and Miningarra Group of the Eara-
heedy Basin (modified from (Akin et al., 2013)), (right) the magnetic susceptibility along the Frere Formation.

Fig. 11. A geophysically constrained interpretation of the Earaheedy Basin and Archean Basement.
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Table 1
Airborne geophysical surveys chosen from the MAGIX database for the compiled magnetic data grid over the Earaheedy Basin.

MAGIXID NAME Line Spacing (m) Line Direction (°) Total km Data Link

2266 Officer Basin p1136 400.00 180.00 105,890.00 http://geodownloads.dmp.wa.gov.au/downloads/geophysics/60866.zip
3317 Madley-Herbert 2010 400.00 180.00 96,088.00 http://geodownloads.dmp.wa.gov.au/downloads/geophysics/70465.zip
917 Glengarry Area A 400.00 90.00 21,966.00 http://geodownloads.dmp.wa.gov.au/downloads/geophysics/60187.zip
918 Peak Hill Area B 400.00 180.00 53,660.00 http://geodownloads.dmp.wa.gov.au/downloads/geophysics/60187.zip
1187 Bangemalls 500.00 180.00 144,700.00 http://geodownloads.dmp.wa.gov.au/downloads/geophysics/60192.zip
1081 Nabberu North 400.00 180.00 22,100.00 http://geodownloads.dmp.wa.gov.au/downloads/geophysics/60838.zip
1082 Nabberu South 400.00 90.00 22,100.00 http://geodownloads.dmp.wa.gov.au/downloads/geophysics/60839.zip
1184 Kingston 400.00 90.00 42,887.00 http://geodownloads.dmp.wa.gov.au/downloads/geophysics/60844.zip
1080 Wiluna 400.00 90.00 43,000.00 http://geodownloads.dmp.wa.gov.au/downloads/geophysics/60188.zip
1429 Stanley 400.00 180.00 24,600.00 http://geodownloads.dmp.wa.gov.au/downloads/geophysics/60200.zip

are likely to be the Archean greenstones that are beneath the basin (see
Fig. 13), Cluster 4 coincides with much of the magnetic Frere formation
– GIF chert in Fig. 11. Moreover, given the similarity in dominant ori-
entations between Clusters 4 and 3 the latter could be interpreted as the
Frere Formation underlying the Miningarra Group. The consistency of
the scale and orientation to the southern and western parts of the Basin
show reliability of the segmentation, but the repetition of Cluster 2 and
5 in the northern parts, which are deformed through the Stanley Fold
Belt, show some of the limitations of the segmentation when there is no
spatial consideration.

6.2. Earaheedy texture domains 8 clusters

The results as presented in Fig. 14 show how by increasing the num-
ber of clusters from 6 to 8 in the model certain clusters are preserved
while others are separated. Clusters 1, 2 and 3, which correspond re-
spectively to the Archean Greenstones, Archean Greenstones undercover
and buried Frere Formation, are spatially like the K6 Domains with the
cluster centers similar.

The Cluster 4 from the K6 Domains has separated into the two clus-
ters 4 and 5 in K8, with the difference in orientation being dominant
in the cluster centers. Cluster 4 and 5 in Fig. 14 show a separation be-
tween the exposed Frere Formation-GIF and the metasedimentary rocks
of the Stanley Fold Belt. The strong E-W dominance of the orientation
in Cluster 5 is consistent with the region of the Stanley Fold belt. The
Clusters 5 and 6 in the K6 domains have split across Clusters 6, 7 and 8
in the K8 domains. While Cluster 5 in the K6 domains has an even distri-
bution across all orientations, the dolerite sills in Clusters 6 for K8 have
a more dominant E-W trend compared to the more even distribution in
Cluster 8 (see Fig. 15). While Cluster 8 does not exhibit a dominant ori-
entation, the scale distribution when compared to Cluster 6 in the K6
domains, show that it has a larger scale response. This separation of the
Granites in Clusters 7 and 8 shows that the difference in dominant scale
can be attributed to differences in the amount of fracturing.

7. Conclusion and future work

We have presented a method to automatically characterize the sed-
imentary Earaheedy Basin and surrounding basement using only the
texture of the aeromagnetics of the area. By computing texture as a
multi-scale, orientation-dependent feature, we show how amplitude-nor-
malized RTP magnetics (potential-field tilt), separate into geologically
meaningful domains. This is also demonstrated by comparing the distri-
bution of filter-responses across scales and orientations for different do-
mains.

While any integration of aeromagnetic domains into a geological
interpretation requires careful consideration of other geological data,
our automated domaining method provides a repeatable and testable
means of assessing the data and can be performed to assist interpreta

tion. By comparing the results from the automated domaining using
different numbers of clusters, areas of complexity which may result in
higher uncertainty can be identified beforehand. Automated methods
also provide a means of assessing how a geophysical dataset is con-
nected to a pre-existing map. An example of this could be comparing
legacy geologic maps to the automated texture domains from different
geophysical datasets. This can be used as a measure of the value of dif-
ferent geophysical datasets, which can be used to further assist the deci-
sion of which datasets should be collected in an exploration campaigns.
Another application is the integration of automated domains to litho-
classification. Current approaches to lithoclassification from geophysi-
cal and remote-sensing data do not incorporate scale and orientation as
input features (Cracknell and Reading, 2013; Kuhn et al., 2018),
which we have demonstrated to be a valuable source of information.
This is an area we intend to consider for future work as we show that au-
tomated texture domains can be used to improve and refine automated
classification for geological mapping.

Another limitation that is necessary to consider is how deformation
and topography can affect localized texture. Secondary magnetite and
maghematite that is produced during alteration, or weathering can sig-
nificantly increase the magnetic susceptibility properties of sediments
and metasediments (Grant, 1985), and thus produce distinct patterns
that are unrelated to deposition or emplacement. An example of this
can be observed when comparing the domains in K6 and K8 (Figs.
12 and 14) in the NW margin of the Earaheedy that is affected by
the Stanley Fold Belt (Figs. 13 and 15). The orientation of the meta-
morphosed Yelma formation and Frere Formation units are smoothly
varying but there is no single dominant orientation. This can be in-
terpreted to be a result of the sinistral strike-slip deformation adja-
cent to the Yilgarn-Pilbara cratonic boundary during the folding of
the Earaheedy (Williams et al., 2004). In addition, the tectonic re-
working of the usually non-magnetic Yelma Formation has developed
some magnetization that generates some similarities to the Frere mag-
netic units. Without some prior constraints on how orientations are
grouped, i.e. the sinistral direction of the regional deformation to group
orientations (Kass and Witkin, 1987), or by integration with addi-
tional datasets, grouping individual pixels would be problematic. Other
possible applications include the identification of distinct patterns of
magnetic anomalies in TMI grids that are a result of the develop-
ment of surficial maghemite on weathered laterite profiles (Isles and
Rankin, 2013). This can be used in identifying palaeo-surfaces and
palaeo-drainage systems that are important for targeting placer deposit
mineralization (Anand and Butt, 2010). The current approaches for
modeling prospective palaeochannels for these surficial mineral systems
from remote sensing and satellite data utilise radiometric, ASTER, sur-
face geochemical maps and digital elevation models as input data (Por-
wal et al., 2015), but in general do not use magnetic data grids as spa-
tial proxies. This limits the ability of these prospectivity models being
applied under cover which we see as a promising possible application
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Fig. 12. The 6 cluster model texture domains and tilt-derivate of the RTP aeromagnetic map (top), the texture domain characteristics by scale and orientation (bottom).

of automated aeromagnetic data grid texture domaining. We intend to
further develop and apply our methods for these other types of geologi-
cal settings.

Computer code availability

This technique has been implemented in the freely available In-
tegrated Exploration Platform (https://www.waexplorationplatform.wa.

edu.au/). This software is provided as a software plugin for ArcMap and
MapInfo Pro. The Integrated Exploration Platform is a product of GSWA.
MATLAB implementations of Gabor filter construction can be found at
https://www.peterkovesi.com/matlabfns/.
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Fig. 13. The 6 cluster model texture domains overlain by the Earaheedy Basin (top) and Archean Basement (bottom) geophysically constrained interpretation. Note the separation of
Greenstones beneath the Earaheedy and the disjoint segmentation across the Stanley Fold Belt.

12



UN
CO

RR
EC

TE
D

PR
OO

F

D. Nathan et al. Computers and Geosciences xxx (xxxx) xxx-xxx

Fig. 14. The 8 cluster model texture domains and tilt-derivate of the RTP aeromagnetic map (top), the texture domain characteristics by scale and orientation (bottom).
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Fig. 15. The 8 cluster model texture domains overlain by the Earaheedy Basin (top) and Archean Basement (bottom) geophysically constrained interpretation. Note the separation of the
Granitic Basement into different fracture zones and the improved segmentation of the Stanley Fold Belt.
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