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Abstract

Discontinuous Galerkin composite finite element methods (DGCFEM) are designed to tackle
approximation problems on complicated domains. Partial differential equations posed on
complicated domain are common when there are mesoscopic or local phenomena which need
to be modeled at the same time as macropscopic phenomena. In this paper, an optical lattice
will be used to illustrate the performance of the approximation algorithm for the ground state
computation of a Gross-Pitaevskii equation, which is an eigenvalue problem with eigenvector
nonlinearity. We will adapt the convergence results of Marcati and Maday 2018 to this
particular class of discontinuous approximation spaces and benchmark the performance of
the classic symmetric interior penalty hp-adaptive algorithm against the performance of the
hp-DGCFEM.
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1. Introduction

This paper presents a higher order discretization method for finding the ground state of
nonlinear eigenvalue problems of Gross-Pitaevskii type. Our prototype model problem is to
find the smallest positive scalar λ and a function u such that

−∆u+ bu+ F (|u|2)u = λu , in Ω
‖u‖2 = 1,
u = 0 , on ∂Ω .

(1)

The real function F is assumed to be convex, and smooth with further restrictions posed
on its growth to ensure the compactness of a certain operator resolvent, see [14]. The
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domain Ω will be a Lipschitz domain in R2 and we will assume that either the domain Ω
or the function b exhibit features which need to be modeled by a hierarchy of adaptively
refined meshes. We are interested in composite finite element approximation methods, which
recursively combine information from all of the resolution (refinement) levels, much like a
multigrid method would, to compute approximations which describe both macroscopic and
microscopic/mesoscopic parts of the solution. As a terminological convention we call the
operator defined by the formal expression H = −∆+ b the Schrödinger Hamiltonian and the
scalar function b is called the potential.

Models from the family (1) are used to analyze Bose-Einstein condensates, [13, 36, 37].
A Bose-Einstein condensate is a state of the mater created when the de Broglie wavelength
of a gas of bosons is larger than the average inter-particle spacing, leading to a macroscopic
occupation of a single quantum state. This is a low temperature phase transition that is only
accessible to bosons. The mean-field theory describing Bose-Einstein Condensates (BECs)
at zero temperature is given by the Gross Pitaevskii (GP) equation, which is an equation of
the type (1).

The potential b describes the outer influence which confines the system (gas of bosons).
The nonlinear part of the equation describes the two-body interactions between the particles.
Our primary motivation is to study effective potentials from the class of optical lattices.
These are artificial crystals of light created by interfering optical laser beams. When atoms
are illuminated with laser beams, the electric field of the laser induces a dipole moment in
the atoms which in turn interacts with the electric field. This interaction modifies the energy
of the internal states of the atoms in a way that depends both on the light intensity and on
the laser frequency. A spatially dependent intensity induces a spatially dependent potential
energy which can be used to trap the atoms. An optical lattice is the periodic potential energy
landscape that the atoms experience as a result of the standing wave pattern generated by
the interference of laser beams.

A typical approach to dealing with Gross-Piatevskii type eigenvalue problems is either
through the use of Fourier approximation methods such as in [5] or through the use of
spectral discretization [12, 34]. Recently, non-local effects in the model are studied through
the use of equations based on fractional derivatives [33]. It is known that a Fourier or spectral
discretization approach might face convergence slowdowns when encountering the effects of
a local, difficult to resolve, structure. Our approach is to achieve the spectral accuracy by
using high order composite finite element methods which are specifically tailored to account
for the effects of a finer local structure while retaining high performance. Our experiments
will show a numerical method with the observed exponential convergence.

The particular challenge for this study will be modeling such potentials b using a hierarchy
of meshes such that the computational complexity scale with the macroscopic resolution step
size rather than with the microscopic scale resolution step-size. We base our approach on
the composite finite element discretizations of [16] and use the recent results of [29] to justify
the convergence of our method. We note that the idea of using composite finite elements
is quite old. In this work, we were particularly influenced by the work of Hackbusch and
Sauter [22, 23, 21], where further references can be found.
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This paper is organized as follows. In Section 2 we present the mathematical analysis of
the problem and emphasize the role played by the convexity and the smoothness properties of
the energy functional. Moreover, we review basic convergence results from [29]. In Sections
3 and 4 we review basic conventions of high order discontinuous Galerkin finite element
approximation methods and present results on the convergence of the proposed method. Also
we outline the implementation details. Finally in Section 5 we present extensive numerical
experiments and provide benchmark results for certain types of confining potentials.

2. Analysis of the model problem

Pioneering work on the numerical analysis of the eigenvalue problem (1) was done by
Zhou [11]. Here, we base our analysis on the approach of Maday and coworkers from [11].
The ground state of the eigenvalue problem

−∆u+ bu+ β|u|2u = λu , in Ω
u = 0 , on ∂Ω
‖u‖2 = 1.

(2)

can be computed as the positive solution of the following convex constrained optimization
problem

u∗ = arg-min{E(v) : v ∈ X, ‖u‖L2 = 1} . (3)

Here the space X ⊂ L2(Ω) is the form domain – in the sense of Kato [27]– of the Schrödinger
Hamiltonian H = −∆ + b and the functional H : X → R is defined by the formula

E(ψ) =
1

2

∫
Ω

∇ψ · ∇ψ dV +
1

2

∫
Ω

b ψ2 dV +
β

4

∫
Ω

ψ4 dV .

We have assumed, without reducing the level of generality, that b ≥ 0 (see [11]). Further,
as indicated in [11] this minimum is attained at the single positive function u∗ > 0 in Ω.
Let Xδ ⊂ X denote a sequence of finite dimensional spaces such that the H1(Ω) projections
IXδ onto Xδ converge strongly to the identity operator IH1 . In [11] the convergence of the
associated approximates

uδ ∈ arg-min{E(v) : v ∈ Xδ, ‖u‖L2 = 1} → u∗

as the projections IXδ onto Xδ converge to IH1 was shown. In contrary to the infinite
dimensional case, the finite dimensional approximation problem has several solutions, but
we can always pick a positive one. This sequence of solutions converges to u∗ in the L2 sense
as proved in [11]. Further note that the function E is Gateaux differentiable and that, due to
convexity, the necessary and the sufficient condition for the existence of the unique positive
minimizer is that u∗ solves the Euler equation of the Lagrange function associated to (3).
The Gateux derivative of E : X → R at the point v is the bounded operator Hv : X → X ′,
where X ⊂ L2(Ω) ⊂ X ′ is the standard Gelfand triplet. The restriction of the operator Hv
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to the operator mapping into L2(Ω) is also denoted by Hv and it is the self-adjoint positive
definite operator Hv : Dom(Hv) ⊂ L2(Ω)→ L2(Ω) which verifies

(H1/2
v ψ,H1/2

v φ) =

∫
Ω

∇ψ · ∇φ dV +

∫
Ω

(b+ βv2) ψφ dV , ψ, φ ∈ X = Dom(H1/2
v ) .

The square root of the self adjoint operator is taken in the sense of spectral calculus. The
Euler equation now reads

〈Hvv − λv, ψ〉X′×X = (H1/2
v v,H1/2

v ψ)L2 − λ(v, ψ) = 0, ψ ∈ X.

Note that it can be shown that λ∗ is the unique minimum of E on the unit ball and that
λ∗ is the eigenvalue of the operator Hu∗ with the eigenvector u∗ and λ∗ being the simple
eigenvalue separated from the rest of the spectrum of Hu∗ – here it is assumed that u∗ is
frozen.

Discontinuous Galerkin methods are a suitable choice when dealing with singularly per-
turbed source problems. This theory is classic and we point to the references [3, 4, 35, 25].
Recently, [19, 30, 29] have presented the first results on using higher order discontinuous
Galerkin methods for the approximation of eigenvalue problems.

In comparison, the results for conforming methods are much more abundant, for the
source [32] as well as for the linear eigenvalue problem [10, 9] and we point the reader to
[32, 8] for lists of further references.

We are interested in approximating the function u∗ from a piecewise – as given by a
polygonal partition T of Ω – polynomial, not necessarily continuous, function space Xδ.
The analysis in [30, 29] is focused on the Schrödinger Hamiltonians with potentials b typical
for quantum chemistry computations. In this paper we concentrate on a different class of
potentials, which include models of an optical lattice. In [29] exponential convergence of the
approximants as well as regularity results on the solution of the Gross-Pitaevskii eigenvalue
problem were shown. On the other hand the presence of the optical lattice in the domain Ω
makes this a mesoscale-macroscale type of a problem. One possibility to treat such problems
is to use two mesh approaches as in [24]. In this paper, we opt for the approach in which
the two level structure is inferred by adaptive agglomeration of finite elements as in [2]. A
further possibility would be to use a multi-scale finite element method as in [15].

The composite finite element method appeared several times in various contexts. We
point out the works of Hackbusch and Sauter [22, 23, 21], which were motivated by the
development of multigrid like methods in domains Ω with complicated geometries. In those
paper, one can also find extensive references to the history of the method. A complicated
domain has features appearing at different scales that needs to be resolved by a sequence
of meshes. This is achieved by a sequence of regular meshes which can be transformed
in a controlled way (by coarsening or composition of finer level elements) at every level
of refinement to resolve a part of the complex geometry. The efficiency of the method as
well as its overall feasibility is governed by the skillful and efficient use of restriction and
prolongation operators. In the context of higher order discontinuous Galerkin methods,
the technique of Hackbusch and Sauter has been extended and developed in [2, 16]. Let
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us point out that composite (coarsened) discontinous spaces are contained as subspaces of
discontinous piecewise polynomial spaces considered by [30] and so the same convergence
theory covers the convergence of hp-DGCFEM methods as well.

3. Discontinuous Galerkin methods

In this section we will present basic results and conventions about discontinuous finite
element spaces and their approximation properties. We will then proceed and introduce the
composite finite element method of [2].

Any mesh T used in this section is a subdivision of Ω, with K denoting a generic element.
The subdivision T is constructed via affine mappings FK : K̂ −→ K, where K̂ is the reference
triangle or square. We allow for a maximum of one hanging node per edge and denote by
E(T ) and E int(T ) ⊂ E(T ) the set of all edges of the mesh T and the subset of all interior
edges, respectively. Moreover, EBC(T ) ⊂ E(T ) denotes the subset of all boundary edges and
hK , hE denote the size of the element K and the edge E, repsectively.

Now we introduce the polynomial degrees for the approximation in our DG method. For
each element K of the mesh T we associate a polynomial degree pK ≥ 1 and introduce the
degree vector p = { pK : K ∈ T }, with |p| = max

K∈T
pK . We assume that p is of bounded

local variation in the sense that for any pair of neighbouring elements K,K ′ ∈ T , we have

%−1 ≤ pK
pK′
≤ %, (4)

where % ≥ 1 is a constant independent of the particular mesh in a sequence of meshes. For
any E ∈ E(T ), we introduce the edge polynomial degree pE by

pE =


max (pK , pK′) , if E = ∂K ∩ ∂K ′ ∈ E int(T ),

pK , if E = ∂K ∩ ∂Ω ∈ EBC(T ).

(5)

Hence, for a given partition T of Ω and a degree vector p on T , we define the hp-version of
the DG finite element space by

Vp(T ) =
{
v ∈ L2(Ω) : v|K ∈ PpK (K), K ∈ T

}
, (6)

where PpK (K) denotes the polynomial space of order up to pK on the element K.
Next, we introduce the discrete version of problem (2). Let nK denote the outward unit

normal on the boundary ∂K of an element K. Given an edge E ∈ E int(T ) shared by two
elements K+ and K−, a vector field v and a scalar field v, we define the jumps and the
averages of v and v across E by

{v} =
1

2

(
v
∣∣∣
K̄+

+ v
∣∣∣
K̄−

)
, [[v]] =v

∣∣∣
K̄+

nK + v
∣∣∣
K̄−

nK′ ,

{v} =
1

2

(
v
∣∣∣
K̄+

+ v
∣∣∣
K̄−

)
, [[v]] =v

∣∣∣
K̄+
· nK + v

∣∣∣
K̄−
· nK′ ,

(7)
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Note that if E ⊂ ∂Ω, we set {v} = v, [[v]] = v · n, {v} = v and [[v]] = vn, where n is the
outward unit normal to the boundary ∂Ω.

The DG approximation for problem (2) reads as follows: Find (λh, uu) ∈ R×Vp(T ) such
that

B (uh, vh) +Kh (uh, vh) = λh (uh, vh) ds, ∀vh ∈ Vp(T ) , (8)

where the bilinear forms are

B (w, v) =
∑
K∈T

∫
K

(
∇w · ∇v + bwv + β|w|2wv

)
dx +

∑
E∈E(T )

γp2
E

hE

∫
E

[[w]] · [[v]] ds

Kh (w, v) =−
∑

E∈E(T )

∫
E

{∇w} · [[v]] + {∇v} · [[w]] ds,

(9)

and (·, ·) denotes the standard linear form. Moreover, γ is the penalty term constant. In
this paper, we use the DG norm

|||u|||2T =
∑
K∈T

(
‖∇u‖2

0,K + ‖b1/2u+ β1/2|u|u‖2
0,K

)
+
∑

E∈E(T )

∥∥∥(p2
E

hE

)1/2

[[u]]
∥∥∥2

0,E
, (10)

where ‖ · ‖0,K and ‖ · ‖0,E are respectively the L2-norm on an element K and on an edge E.
We now define the discrete energy functional

Eδ(ψ) =
∑
K∈T

∫
K

(1
2
‖∇ψ‖2 +

1

2
bψ2 +

1

4
βψ4

)
dx +

∑
E∈E(T )

γp2
E

hE

∫
E

[[ψ]] · [[ψ]] ds+Kh(ψ, ψ) .

The convergence and regularity results from [29] hold under certain smoothness restric-
tions on the potentials b. Our situation is slightly different. Trapping optical potentials are
typically nonegative functions, b ≥ 0 almost everywhere.

It was shown in [19] that the symmetric interior penalty forms satisfy the necessary
ellipticity and continuity estimates in the DG-norm for any penalty γ > γ0, where γ0 is a
constant which only depends on shape regularity of T . Set δ̃ = p2h−1, then following the
same arguments as in [11, 29], there exists a function uδ̃ ∈ Vp(T ), such that (uδ̃, 1) ≥ 0 and

uδ̃ ∈ arg-min{Eδ̃(v) := B(v, v) +Kh(v, v) : v ∈ Vp(T )} . (11)

In the following sections we also use the notation

λδ̃ = inf{Eδ̃(v) : v ∈ Vp(T )} . (12)

Finally, as δ̃ = p2h−1 → ∞ we have that any sequence uδ̃ which satisfies (11), also verifies
uδ̃ → u and λδ̃ → λ.
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4. Implementing discontinuous Galerkin composite finite element method

In this section, we introduce the hp-version of the symmetric interior penalty discontinu-
ous Galerkin composite finite element methods DGCFEM for the numerical approximation
of (2). Let Thj , j = 1, · · · , ` be a sequence of nested adaptively refined meshes. This means
that every element τi ∈ Thi , i = 1, · · · , `−1 is a parent of a subset of elements which belong to
the finer mesh Thj , j = i+1, · · · , `. The mesh Th1 is assumed to be a conforming overlapping
mesh, which does not resolve the computational domain Ω. As a concrete example, Figure
1 depicts a sequence of meshes which ultimately resolve a domain with a curved boundary
where a portion of a circular inclusion has a different value of the coefficient functions of the
partial differential operator. These features are highlighted using two shades of gray. This
means that Th1 is a mesh which has the granularity that is affordable to solve the problem,
but not fine enough to resolve all the details of Ω or to fully represent the coefficient func-
tions of the partial differential operator. Details of the coarsening andrefinement algorithm
to construct such a sequence of meshes, for the given geometry Ω, can be found in [2, 18].
In order to efficiently transition from one refinement level to the next, one needs an efficient
implementation of coarsening and refinement operators. To this end we utilize the regular
reference mesh T̂hi and logical meshes T̃hi which is obtained by moving and/or pruning ele-
ments from the reference mesh in order to resolve the features of Ω. Finally, we call Thj the
physical mesh.

We adopt the following convention, the first overlapping mesh (that is to say overlapping
details of the domain Ω, or the discontinuity lines of the coefficient functions) with the
granularity which is computationally affordable is called the composite finite element mesh
and is denoted as TCFE := Th1 . We now introduce the main conventions necessary to define a
piecewise polynomial space on this domain and with it the discontinuous Galerkin realization
of the energy functional.

We denote by E int
CFE(TCFE) the set of all interior faces of the partition T int

CFE of Ω, and
by EBCCFE(TCFE) the set of all boundary faces of TCFE. We emphasize that the term “faces”,
of a given composite element K ∈ TCFE, consists of straight/coplanar (d − 1)-dimensional
segments of the polygonal/polyhedral domain Ω. The boundary ∂K of an element K and
the sets ∂K ∂Ω and ∂K ∩ ∂Ω will be identified in a natural way with the corresponding
subsets of ECFE(TCFE) ≡ E int

CFE(TCFE) ∪ EBCCFE(TCFE) .
With this notation, we consider the (symmetric) interior penalty hp-DGCFEM for the

numerical approximation of (2): find (λh, uu) ∈ R× Vp(TCFE) such that

BCFE (uh, vh) +Kh,CFE (uh, vh) = λh (uh, vh) , ∀vh ∈ Vp(TCFE) , (13)
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(a) T̂H = T̂h1 (b) T̂h2 (c) T̂h3

(d) T̃H = T̃h1 (e) T̃h2 (f) T̃h3

(g) TCFE = Th1 (h) Th2 (i) Th3

Figure 1: Hierarchy of meshes: (a)–(c) Reference meshes; (d)–(f) Logical Meshes; (g)–(i) Corresponding
physical meshes.
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where the bilinear forms are

BCFE (w, v) =
∑

K∈TCFE

∫
K

(
∇w · ∇v + bwv + β|w|2wv

)
dx +

∑
E∈E(TCFE)

γp2
E

hCFE
E

∫
E

[[w]] · [[v]] ds

Kh,CFE (w, v) =−
∑

E∈ECFE(T )

∫
E

{∇w} · [[v]] + {∇v} · [[w]] ds,

(14)
and hCFE

E is linked to the size of the fine mesh, as can be seen in the example in Figure 1
subplot (g). The DG CFE norm is defined as

|||u|||2TCFE
=

∑
K∈TCFE

(
‖∇u‖2

0,K + ‖b1/2u+ β1/2|u|u‖2
0,K

)
+

∑
E∈E(TCFE)

∥∥∥( p2
E

hCFE
E

)1/2

[[u]]
∥∥∥2

0,E
(15)

and we define the CFE realization of the energy functional as

EδCFE
(ψ) =

∑
K∈TCFE

∫
K

(1
2
‖∇ψ‖2 +

1

2
bψ2 +

1

4
βψ4

)
dx

+
∑

E∈E(TCFE)

γp2
E

hCFE
E

∫
E

[[ψ]] · [[ψ]] ds+Kh, CFE
(ψ, ψ) .

The notation δCFE is used for the refinement parameter of the space Vp(TCFE). This means
that if PδCFE

: H1(Ω) → Vp(TCFE) denotes the orthogonal projection onto Vp(T ), then
PδCFE

v → v, as δCFE →∞. One could think of δCFE as the dimension of Vp(TCFE).

Proposition 4.1. Assume that b ≥ 0 almost everywhere and b ∈ Lq(Ω) for q > max{1, d/2}.
Then, for composite finite element spaces Vp(TCFE) such that δCFE → ∞, there exists a
sequence uδCFE ∈ Vp(ThCFE) with (uδCFE , 1) ≥ 0 which verifies

‖u− uδCFE‖ → 0

and λ− λδCFE → 0.

Proof. Our definition of the DG norm is slightly different from the one in [29] and so we
outline the proof which is a direct adaptation of the proof of [29, Theorem 1]. We also
clearly distinguish the difference of composite finite element spaces from the usual spaces
used in [29]. Let TCFE = Th1 , · · · , Thl be the sequence of meshes defining the composite
finite element space Vp(TCFE). The coercivity result we need is based on standard results
on lifting operators from eg. [31]. The particular form we use was established in [19,
Proposition 3.6.] and specialized for composite finite element spaces in [2]. It states that
for given Vp(TCFE) ⊂ Vp(Thl) there exists a constant γ0 > 1 and the coercivity constant cB
– and both cB and γ0 depend only on the shape regularity of the mesh Thl and the level of
refinement l necessary to capture all of the details – such that for any γ ≥ γ0 we have

cB|||v|||TCFE
≤ cB|||v|||Thl ≤ BCFE(v, v) +Kh,CFE(v, v).
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Note that for v ∈ Vp(TCFE) we have |||v|||TCFE
≤ |||v|||Thl , since the polynomial degree is

constant in the composite element and so the restriction of the function onto the compos-
ite element is continuous. Let Hu be the self-adjoint operator obtained by evaluating the
derivative of the energy E on the solution u and let u∗δCFE be the approximation of the low-
ermost eigenvector of Hu from the space Vp(TCFE). For TCFE fine enough u∗δCFE will be an
eigenvector of a simple eigenvalue and (u∗δCFE , 1) ≥ 0, [29]. Then |||u∗δCFE − u|||TCFE

→ 0 and
λ∗δCFE → λ as δCFE →∞ by [17, Theorem 4.4]. As in [29, Equation (31)] we now establish

cB|||uδCFE − u∗δCFE |||TCFE
≤ (EδCFE(uδCFE)− E(u)) + |λ− λ∗δCFE |
= (EδCFE(uδCFE)− EδCFE(u)) + |λ− λ∗δCFE |

Since cB depends only on the shape regularity of Thl the convergence claim

|||uδCFE − u∗δCFE |||TCFE
→ 0

follows by the continuity of EδCFE in the norm ||| · |||TCFE
. Moreover, |||u∗δCFE − u|||TCFE

→ 0
and |||uδCFE − u∗δCFE |||TCFE

→ 0 imply |||u − uδCFE |||TCFE
→ 0. Finally, starting from TCFE

fine enough we can choose uδCFE , so that (uδCFE , 1) ≥ 0.

In order to justify the use of hp-adaptivity as well as to prove finer results on the possibil-
ity of exponential convergence rate for the hp adaptive approximation method, the authors
of [29] have developed a regularity theory for the solution of Gros-Pitaevskii eigenvalue prob-
lem in the presence of potentials b which are singular in finitely many points on Ω, but are
otherwise smooth. Our only assumption is that the potential b is an L∞(Ω) function which
is also positive in Ω and so, based on standard regularity theory from, we only conclude that
u∗ ∈ H2(Ω) and that locally u∗ can have higher regularity. This indicates that hp adaptive
methods can be used to efficiently adapt to the regularity of u∗, see [20, Section 9 and 11].
More detailed analysis of the convergence rate of the composite method is left out for the
follow up paper on a-posteriori error estimation.

4.1. Implementation

In order to solve (2), we first compute the first eigenpair for β = 0 using ARPACK [28]
with MUMPS[1]. This is possible because for β = 0 the nonlinear term vanishes. Such
eigenpair is then used as the initial guess for a Picard method outlined in Algorithm 1-
The algorithm solve the nonlinear problem with (λ0, u0) as the initial guess, Am and B
are the nonlinear stiffness matrix computed using um for the nonlinear term and the mass
matrix respectively and tol = 1e-9 in the simulations. The solution of the linear system in
Algorithm 1 has been done using PETSc[6, 7] with ILU preconditioner.
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Algorithm 1 Picard’s method

(λh, uh) := Picard(A,B, (λ0, u0), tol)
u1 := u0

λ1 := λ0

m = 1
repeat

um+1 := A−1
m λmBum

λm+1 :=
(um+1)tAmum+1

(um+1)tBum+1

m := m+ 1
until |λm − λm−1| < tol

uh := um

λh := λm

In the algorithm (λ0, u0) is the initial guess, Am and B are the nonlinear stiffness matrix
computed using um for the nonlinear term and the mass matrix respectively and tol is set
to 10−9 in the simulations. An alternative to Picard’s iterations is the more general inverse
iteration approach from [26].

5. Numerical results

In this section we present several benchmark results and then compare the efficiency
and accuracy of the composite finite element approximation of the ground state with that
obtained by the standard discontinuous Galerkin approach. We first consider the harmonic
confining potential, and then proceed to analyze the optical lattice potential, which was
analyzed in [15].

5.1. A priori convergence for the DG method on problems with smooth potential

In this section we present numerical examples of a priori convergence for a problem with
harmonic potential, where Ω = (−2, 2)2, b(x) = x2 + y2 and with β = 100. Since the
analytical form of the smallest eigenpair for such problem is not known, we used as reference
the smallest eigenpair computed on a fine mesh using 257 × 257 nodes and p = 7. In the
computation Algorithm 1 was used with PETSc on 4 MPI processes, and with block Jacobi
preconditioner locally on each process and ILU globally. The relative tollerance for CG in
PETSc is set to 1e-11 and the tol in Algorithm 1 is set to 1e-10. The computed reference
eigenvalue is λref = 12.3770867922057. In Figure 2 we present the behaviour of the relative
error for the smallest eigenvalue, i.e.

|λref − λh|
λref

,

for different choices of p.
In Figures 3 and 4 we have the convergence of the error for the correspondent eigenfunc-

tion measured using the DG norm and the L2 norm, respectively.
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Figure 2: Converence curves for the relative error for the first eigenvalue with harmonic potential.

Figure 3: Converence curves of the DG norm of the error for the first eigenfunction with harmonic potential.

5.2. A priori convergence for the DG method on problems with discontinuous potential

In this section we present numerical examples of a priori convergence for the problem in
Section 5.2 in [24], where Ω = (0, π)2, b(x) = b0(L(x/π − bLx/πc

L
)) and

b0(x) =

{
0 , x ∈ (1

4
, 3

4
)2

bt , else

with β = 100 Since the analytical form of the smallest eigenpair for such problem is not
known, we used as reference the smallest eigenpair computed on a fine mesh using 257× 257
nodes and p = 7 using Algorithm 1 with PETSc on 4 MPI processes and with block Jacobi
preconditioner locally on each process and ILU globally. The relative tollerance for CG in
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Figure 4: Converence curves of the L2(Ω) norm of the error for the first eigenfunction with harmonic
potential.

PETSc is set to 1e-11 and the tol in Algorithm 1 is set to 1e-10. The computed reference
eigenvalue for L = 1 is λref = 51.2326762977125 and for L = 2 is λref = 119.969124220267.
In Figure 5 we present the behaviour of the relative error for the smallest eigenvalue, i.e.

|λref − λh|
λref

,

for different choices of p and using L = 1.
In Figures 6 and 7 we have for L = 1 the convergence of the error for the first eigenfunction

measured using the DG norm and the L2(Ω) norm respectively.
I Figures 8, 9 and 10 we have the convergence of the relative error for the smallest

eigenvalue and of the error for the correspondent eigenfunction measured using the DG norm
and the L2(Ω) norm respectively for the same problem using L = 2. The convergence rate
increases with p, but only up to a certain point. This is due to the fact that the solution is
not completely smooth as a consequence of the discontinuous potential. Therefore increasing
p is advantageous until the smoothness level is reached.

5.3. Accuracy of the DG method

As a fist test case, we consider the problem in Section 5.2 in [24], where Ω = (0, π)2,

b(x) = b0(L(x/π − bLx/πc
L

)) and with

b0(x) =

{
0 , x ∈ (1

4
, 3

4
)2

bt , x 6∈ (1
4
, 3

4
)2.

In Figures 11–14 we have collected the ground state for L = 4, which means that there are
16 potentials wells in the domain. Increasing β, the nonlinear part fights againt the potential

13



Figure 5: Converence curves of the relative error for the first eigenvalue when L = 1.

Figure 6: Converence curves of the DG norm of the error for the first eigenfunction when L = 1.

to keep the solution confined and so the solution starts to spread outside the potential wells
and over the rest of the domain. To illustrate the variation due to the effect of the nonlinear
part, in Figures 15-17 we show the difference between the ground states for β = 1, 10, 100
and the ground state for β = 0.

Since the discontinuous term and the nonlinear part are both of order one, this suggests
that the solutions are quite smooth and hence a high-order method could be more appro-
priate. In Figure 18 we tesed this idea comparing the error for the eigenvalue using uniform
h and uniform p refinements. Due to the smoothness of the solution, uniform p refinement
converges exponentially, while uniform h refinement only polynomially. The reference value
for λ is computed on a structured mesh of triangles with 257 nodes in each direction and
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Figure 7: Converence curves of the L2(Ω) norm of the error for the first eigenfunction for L = 1.

Figure 8: Converence curves for the relative error for the first eigenvalue for L = 2.

order of polynomials 6, such reference value is λ = 74.7570203952487.
Finally, Figure 19 shows the ground state for β = 100 and L = 16, which results in 256

potential wells.

5.4. Improved accuracy of the CFEDG method based on quadrature

One attractive feature in using the CFEDG method is that the fine level of the method
can be used to construct an improved quadrature rule for the coarse level. The fact the
potential is piecewise constant impose to standard Gaussian quadrature rules to have a
mesh that resolves the interfaces between different values of the potential with its edges,
such that in each element the value of the potential is smooth. If the potential is not
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Figure 9: Converence curves of the DG norm of the error for the first eigenfunction for L = 2.

Figure 10: Converence curves of the L2(Ω) norm of the error for the first eigenfunction for L = 2.

smooth inside an element, standard Gaussian quadrature rules may not be able to accurately
approximate integrals on the element, leading to a possible decrease in the accuracy of the
computed solution for the problem. This means that even if the overall solution is quite
smooth, a fine scale potential impose for a standard DG method that a fine mesh must be
used to keep a good accuracy. This is exactly the opposite of what is found to be more
advantageous in Section 5.3, where clearly it is shown that p-methods are superior to h-
method for problem (2). This can be avoided using CFEDG, since it is still possible to use
a very coarse mesh with possible high p to solve the problem without loosing any accuracy
in the approximated values for the integrals, simply applying a fine enough mesh to resolve
the discontinuities of the potential. The test problem used in this section is the same as in
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Figure 11: Ground state solution for β = 0.

Figure 12: Ground state solution for β = 1.

Section 5.3, but here we consider different values of L = 2, 4, 8, 16, 32. Increasing the value of
L, the scale of the potential function reduce and the size of the potential wells decreases. In
all simulations a structured coarse mesh of 3×3 nodes is used. The used values of p are from
1 to 4, meaning that the number of degrees of freedom to solve numerically are respectively
24, 48, 80 and 120, since with CFEDG the problem is solved only on the coarse level. In each
case the fine level is chosen accordingly to the value of L in order to resolve correctly the
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Figure 13: Ground state solution for β = 10.

Figure 14: Ground state solution for β = 100.

potential function. For higher values of L, the fine mesh is finer, increasing the CPU time to
compute the entries in the matrices, but not affecting the actual time to solve the discrete
problem. For comparison the standard DG method is used with a mesh of 3× 3 nodes and
the same range of values for p. Clearly such mesh is too coarse to correctly describe the
potential for any of the used values of L. In Figure 20, we reported the improvement in the
error for the first eigenvalue using the CFEDG method for different values of p and L. The
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Figure 15: Difference between the ground state for β = 1 and β = 0.

Figure 16: Difference between the ground state for β = 10 and β = 0.

improvement is computed as
|λref − λh,std|
|λref − λh,CFE|

,

where λh,std and λh,CFE are the approximated eigenvalues using, respectively, the standard
DG method and the CFEDG method. The reference solution for the eigenvalue λref is
computed on a structured mesh of triangles with 257 nodes in each direction and with p = 6.
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Figure 17: Difference between the ground state for β = 100 and β = 0.

Figure 18: Comparison between the convergence of the computed eigenvalue for β = 100 using uniform h
and uniform p refinements.

It is clear that when the scale of the potential decreases, the accuracy of the CFEDG method
compared to the standard DG method increases quite dramatically even if both methods
solve numerically problems of same sizes and never exceeding 120 degrees of freedom.
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Figure 19: Ground state solution for β = 100 and L = 16.

Figure 20: Improvement in the error for the first eigenvalue using the CFEDG method.
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