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Abstract

In this paper, we have given a new definition of continuous fractional wavelet transform in RY, namely the
multidimensional fractional wavelet transform (MFrWT) and studied some of the basic properties along with
the inner product relation and the reconstruction formula. We have also shown that the range of the proposed
transform is a reproducing kernel Hilbert space and obtain the associated kernel. We have obtained the uncertainty
principle like Heisenberg’s uncertainty principle, logarithmic uncertainty principle and local uncertainty principle of
the multidimensional fractional Fourier transform (MFrFT). Based on these uncertainty principles of the MFrFT
we have obtained the corresponding uncertainty principles i.e., Heisenberg’s, logarithmic and local uncertainty
principles for the proposed MFrWT.
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1 Introduction

In 1980 Namias introduced the fractional Fourier transform (FrFT), also known as essentially equivalent transforms,
as a generalization of the traditional Fourier transform (FT)([I8]) . This theory was later refined and studied in [I],
[16]. FrFT has been used as a substantial tool for analysis of the signal, sensor data, transmission signals such as
radio signals and many others, for example [1],[4],[14],[22],]20]. Because of the scarcity of localization information,
It is not suitable for processing signals with varying fractional frequencies over time. The Fourier transform, on the
other hand, has been found to be unsuitable for characterizing some practical uses or dealing with their inherent
mathematical issues. As a repercussion, some Fourier transforms have been developed to compensate for the FT’s
imprecision, such as the FrET, wavelet transform ([7]) and the windowed Fourier transform ([9]). Mendlovich et al.
([I7]) devised the Fractional Wavelet Transform to analyze with optical signals in 1997. The proposal was to use the
wavelet transform of the signal’s fractional spectrum, which was obtained using FrFT. Since then, FrFT has produced
fractional frequencies that last for the entire duration of the signal rather than a specific time, preventing the signal
from communicating local information. As a result, the fractional wavelet transformation investigated in [I7] fails to
capture the signal’s local properties. As a result, Shi et al. ([23]) proposed a new fractional wavelet transform that
combines aspects of both the classical and FrFT wavelet transforms and returns the signal’s local information. In [6],
Dai et al. studied a new FrWT, which is more general than the transform studied in [23], [2I]. They also studied the
multiresolution analysis associated with it. Luchko et al. ([I5]) gave a novel definition of FrFT and the corresponding
fractional wavelet transform have been studied in [25],[27]. For more information on the fractional Fourier transform
introduced in [I5], we refer the reader to [13],[26].
In recent times, Zayed [31] proposed 2-dimensional FrFT

30‘75(“‘7’0) = / k(:c,y,u,v;a,ﬂ)f(z,y)d:cdy,
R2

where k(x,y, u, v; o, ) is given by equation (3.13) in [31], which is not a tensor product of two 1-dimensional FrFT ([1]).
He verified its properties with the convolution theorem, the inverse theorem, and the Poisson summation formula.
Kamalakkanan et al. [I2] proved the inverse formula for MFRFT ([19]) which is defined as the tensor product of

*bivekgupta040792@Qgmail.com
TCorresponding author email: akverma@iitp.ac.in


http://arxiv.org/abs/2203.00606v1

N-copies of a 1-dimensional FrFT. He also studied the related convolution theorem and product theorem, as well as
presenting a generalised fractional convolution that was more general than the one in [I1]. Verma et al. ([2§]) extended
the continuous fractional wavelet transforms in RY with the dilation parameter in RY and studied the associated
uncertainty principles along with its boundedness on Morrey space. As per taking the context on multidimensional
fractional Fourier transform and one-dimensional fractional wavelet transforms, in this paper, we provide definition
of multidimensional fractional wavelet transforms with N —dimensional parameter a in a more precise way, including
properties of continuous fractional wavelet transforms.

The signal’s frequency and time at any point in the time-frequency plane are unknown. To put it another way,
we have no way of knowing which spectral components are present at any given time. All we can do is look at which
spectrum components are present at any given time frame. This issue is called the uncertainty principle. Heisenberg
discovered and formulated the uncertainty principle, which states that a moving particle’s momentum and state cannot
be determined simultaneously. The principles of logarithmic, Heisenberg, and local uncertainty help us to perceive
the interrelationships between different transformed domains better than the unrelated appearance [6], [30]. Because
they are signal processing elements, the three uncertainty principles are well suited for potential later applications
([I0]). The detailed description and history of these three inequalities are given in [§].

The purpose of this paper is to define novel multidimensional fractional wavelet transform (MFrWT) with pa-
rameter (aq,ag, -+ ,ay) that is broader in scope than the transforms defined earlier. We give some basic properties
of the suggested transform and obtain the inner product relation, reconstruction/retransformation formula and also
characterize its range. We derive the Heisenberg’s uncertainty inequality, local uncertainty inequality and logarithmic
uncertainty inequality for the MFrE'T. Based on the properties of the MFrWT and the uncertainty inequalities associ-
ated with the MFrFT we derive the same for the MFrWT. The rest of the paper is organized as follows. In section 2,
we review some fundamental definitions. In section 3, The MFrWT’s theoretical framework, including its definition,
properties, and inverse transformation, has been established. In addition, we defined the range of transformations
and demonstrated that the range is the reproducing kernel Hilbert space. In section 4, we have obtained several
uncertainty principles for the MFrW'T. Lastly, in section 5, we conclude our paper.

2 Preliminaries

Let || - || denote the Euclidean norm and RY be the N-dimensional Euclidean space that is, for x = (z1, 29, ,zn) €
RN

x| =
We specify [x|, = |z12223 - zn| and R) = {x € RY : |x|,, # 0}. For x = (21,72, ,2n), ¥ = (y1,¥ ,yN)
RN, x+y = (z1+y1, T2+y2, -, TN+YN), Xy = (211, T2Y2, -+ ,TNYN). Moreover y € RYY then, 3 = (ﬂ 2. JJ\VI)
and if @ = (aq, @z, -+ ,ay) then we define sin @ = (sin oy, sinag, - -+ ,sinay).

Definition 2.1. For 1 < P < oo, the Lebesgue space LT (RY) is a Banach space and for every complex valued
measurable function f € R such that

[ I <.

RN

I fllor@yy = (/RN |f(t)|Pdt> } )

In particular, L?(R%) is a Hilbert space in which the inner product is stated by

where norm is given by

(f9) 2@y = f(t)g(t)dt

RN
here g(t) denotes the complex conjugate of g(t).

Definition 2.2. Assume X is a complete inner product space of complex-valued functions defined on S, where S is
an arbitrary set with the inner product defined by (.,.)x. Then a complex-valued function K defined on S x S is
known as reproducing kernel of X if it fulfill the necessary conditions,

for a particular p € S, we’ve K(-, p)also in X and f(p) = (f(-),K(-,p))x for every f € X.
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We'll go through the definition of the MFrFT ([12]) in the next section.

Definition 2.3. The MFYFT of f € L?(RY), of order a = (1,2, ,an), a; € (—m,m)\{0}, for i =1,2,---

and A € R — {0}, is given by

San () (&) =Fax(§) = | [(x)Kanx(x,§) dx,

RN

N
where Ko ) (z,€) = HK%,A (xk, &) and Kq, » (zg, &), for k=1,2,--- | N, are defined by

i=1
%ei)\z{a(ak)[Ik2+5k2*2b(ak)xk§k]}7 ay ¢ 77
Kozk,/\ (-rkygk) = A(l‘k — Ek), oy € 277

Alzg + &), oy € 272 + .

Here, x = (z1, 22,23, ...,xNn), alag) = %, blay) =sec(ay), clag) =+/1—1icotay.
The kernel Kq x (x,€) can be re-written as

Ko (x,m) = (f/(Q—O;:))N ean2(X)eq 22 (77)6_1"\2 3Rl @en ose LR
where

ear2(r) = e Tim a(o"“)m’“2, clay) = clar)c(az) - - clan)
and

oy = (cot™H(A* cotay), cot ™ (A cot @), - -+, cotTH (A cot ay)) -

3 Multidimensional Fractional Wavelet Transform (MFrWT)

Definition 3.1. A non-zero function ¢ € L*(RY) is wavelet admissible if

/ |Fart)) (W)L < .
Ry

[ulm
A wavelet admissible function is also known as a fractional wavelet or simply a wavelet.

Now, we define our new MFrWT.
Let f € L?(RY) and v be an admissible wavelet, then MFrWT is given by

(Wf”\f)(a,b):c(a,\)eaﬁ,Az(f*gj)(b), aeRév, beRY,

where * is the convolution given by

(s = [ nly)wx=y)iy,

la|m
Therefore,

(Wi f)(a,b) c(ar)eq,—xz(D)(f + 7)(b)

G = heanrz, f = feanr: and §(t) = /—15 ()

c(r)ea,x(0) [ F(t)—

RN V lalm
~-(t—0>b
= c(an)eq,—x2(b) - f(t)eaqr2(t) |a|m1/1 (—)dt
t

- <f(t)7 ‘Ila,)\,a,b(t» 5

_ 17 (t=b
where Wq ) a,b(t) = c(ar)eaq,rz(b)ea,—r2(t) \/mﬂ) (2).
We now prove some properties of the proposed MErWT.

<
Y
&
=1
=
N———
QU
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Theorem 3.1. Let ¥, ¢ € L?(RY) be two wavelets and for any two functions f,g € L?(RY). Also let 0 > 0 and
r,s € C, then

(i) Linearity: Wf’A(rf +59) = T(Wf’Af) + S(Wg’/\g). This property shows that the MErWT upholds the super-
position principle, which is useful for multicomponent signal analysis.
(ii) Anti-linearity: W(‘:q’z:\er)f =TWy f+35Wsf.

!
(iii) Dilation: (Wg’/\DUf)(a,b) _c

A
—NW:; 7 f(oa,ob), where D, is a dilation operator, which is given by D, f(t) =
o

f(ot) and C" = o% | )

(iv) Conjugacy: (W5 F)(a,b) = Wi”"’\ f(a,b).
(v) Parity: (W;;’/\Pf)(a, b) = W:Z")‘f(—a, —b), Here, P is the parity operator, which is defined by Pf(x) = f(—x).

(vi) Translation: (Wf’)‘Tyf)(a, b) = ea _r2(b)earz(b—y)eq,r2 (y)(W:;’/\f)(a, b —y), where fractional translation
operator 7y is given by 7y f(x) = f(x —y) and f(t) = f(t)eiAZ il alonw) 2ty

Proof. The proof of [(i)| and are straight forward and thus can be omitted.

Using the definition of D, f, we have

WD f)ab) = [ (Dof) (T anli

= f(Ut)‘I’a,,\7a7b(t)dt, (4)
RN
: du . :
on putting ot = w and dt = — in equation (), we get
o
a\ o 1 u
(Wi fo)ab) = o5 | S ¥anas (%) du. (5)
Now,
1 ~(t—0b
Porab(t) = clarn)ear2(b)eq,—r2(t) (—)
|alm a
u u 1 -/(2)-b
= ‘I’a,)\,a,b (;) = C(ak)ea1A2 (b)€a1,A2 (E) |a|m’t/1 ( P, )
1 -~/u—ob
= c(a)\)ea,i_g(ob)e -y (u) |a|m1/} ( o )
N 1 ~(u—ob
= o072 b _
AL 330D 2 )t (1220
Therefore,

N
where C' = o2
()



1 ~(t—0b
la| w( a )>
m L2(RN)

(t — b>>
a
L2(RN)

b
) (tT>>
m L2(RN)

—
= W**(a.b).

Using the definition of P f, we have
(Wi Pf)(a,b) =
RN

= f(—t)‘:[’a)\,a,b(t)dt.
RN

~

Pf(t)\I’a)\,a,b(t)d

Putting —t = x in equation (7)), we get
(WP a,b) = | f()%aran(-X)dx.
RN

Now,

_ —b
(wefa,/\Z) (t—) >
|a|m a LQ(]RN)

1 ~/-t-b
) —t) = 2(b a2 (=t
wrasl8) = Tt a0 i ()
1 -~ /t—(-b
— danean(Bea o)== ()
vialm —a
= lI’oz,/\,—a,,—b(t)-
We get the required result by putting equation (9) into equation (8).
Using the definition of 7y f, we get
WErnat) = [ 0% as(ix
R

= Jx=y)¥arab(x

RN

and by putting x —y =t,x = t +y,dx = dt in equation ([I0), we get

Wernyab) = [ fOFaraslt syt

Jdx,

(10)

(11)



Now

1 -~/t+y—-b
Vo apft-+) =0t (Bec ot +3) i (L2

=ClOx) )e 2 (& 2 1 Y ti(biy)
(o) eane (B)eax:(t+) |a|m“/’< )

a

=€, \2 (b)ea,f)\z (b - y)eoz,fx\2 (y)e_i)\2 EkN:l alaw )2 {C(ax\)ea,)\z (b - y)eoz,fx\2 (t)

\/ﬁmd}(t(zy)ﬂ

a2 (b)ea, 22(b— ¥)eq x2(y)e N Tima@2evg o (3), (12)

We get the required result by putting equation(I2)) into equation (LII). O

Now we will derive some lemmas that will help us to demonstrate the inner product relation for MErWT .

Lemma 3.1. (FrFT of W, ) 4.5(t)) Suppose a non-zero function ¢ € L%(RY) is given, then

FarParan)®) = clor)v]almear: (B)eans:(€)ea, re(ag)e™ Tim bbrescar (. \p)(ag). (13)
Proof. For any &€ € RV,

(‘Sa,)\‘Ila,A,a,b)(g) = . ‘Ila,)\,a,b(t)Kay)\ (t, é’) dt
= c(ay)ear2(b) /RN ea,—x2(t) |a| 3 (t — b) (\c/(;;))N ot (E)ea (S)e_i’\Z St se e gg
1 2 /t—b o
\/W Li(/z—;))lv Ca,\2 (b) /]RN P (T) Cor? (g)e—z/\ k=1 thk csC ok gy (14)

Putting t = au + b and dt = |a|,,du in equation ([Id]), we've
(%a,/\‘]?a,)\,a,b)(g)

2 2 ~ 2
A VIalt e (B € e @) SRabens [ e o ag)em S mm oy

(ax)V]almea 2 (b)ea 2 (€)eq,—x2 (aé)e*i)‘2 3RC1 brér osc Y(u) Ko x(u,af)du

RN
R Sy 2 N
= c(ar)V/]almea sz (B)earz (§)ea,—xz (ag)e™™ 2imt LSk (T ) (ak).
This completes the proof. O

o

Lemma 3.2. (FrFT of W:; A f(a,b)) Suppose ¥ be an admissible wavelet and for any arbitrary function f € L?(RY),
then

Far (W 1) (@, b)(E) = v]alm(vEm) Y 29 p(g).

where F(€) = eq 22(a&)(Fa,rf)(&)(Fart)(al).

Proof. Here, we know

(W5 f)(a,b) = (£(8), Tarasb(t))

Therefore,

(WA £)(@,5) = (Barf)(E). BarPanrab)€))
S’a /\f S’a /\‘I’a)\ab)(é:)ds

RN

FanH)E)c(ar)V]almea,x2 (b)ea, 2 (€)ea,r2 (ag)e™ Tim bréesscar(E ) (ag)de.  (15)

RN



From equation (IH)), we have

(W F)(a,b) = clen)aln /RN Car—x2 (B)eq, —x2 (€)™ Zimr brskcscan (g) dg,
where

F(§) = eax2(a€)(Fan)(§) Sant)(al). (16)

Thus, we have

W )@ b) = Vil (VI S [ ke 0.6 Fleae

clay) JrN
— VI (VI L5 (re)o)
c(an)
which implies that
Far WA N@b)(©) = Viaha(van) L2 e (17)
c(an)
We get the required result by putting equation (I8) into equation (7). O

Theorem 3.2. (Inner product relation for MFEYWT) Let W7 A and Wy g represent the MEYWT of functions f
and g with respect to admissible wavelet v respectively and then

—— - _dadb
/ (WA ) (@, b)(WEg) (@, b) 2 = Canlfs9) 12w, (18)
RN JRN |a|m
where
d
Car = (2m)Y / |(Faonth) () 22 (19)
]R(])V | |m

Proof. Treating (W$’Af)(a, b), (W$’Ag)(a, b) as L%(RY) are functions of some variable b and using the Parseval’s
theorem for the MFrFT ([12], Theorem 3.3) we have

L[ e o a@n e = [ ([ 5are e o) @57 ole o)) 2
RN RN | | ]Ré\’ RN | |

(20)
Now, using equation (7)) in equation (20)), we get

ax e . g dadb
L, L e ni o n g

/ (/RN Vi0aln(V2r)Vea 2 (a€) (Fart)) (a€) Far ) (€)V]aln(V2r Neay(aﬁ)(Sa,xw)(aﬁ)(ga,xg)(ﬁ)dﬁ) ol

— (2m)™ / / —@aw)(as)(:ea,xw)(as)(sa,kf)(s)(&Z,Agxs)dsﬂ
RY JRN a

| m
- [ BarDETara @ ( i

Thus we have

0

[ [ w2 @b e @b s = [ Can@an)€Fara @t
RY JRN lal?, RN

= Ua,n <(8:a,/\f)(€)a (‘SOL,)\Q)(&)>L2(RN) .

Again, applying Parseval’s inequality ([12], Theorem 3.3), we get the required result. Fubini’s theorem has been used
to justify changing the order of integration. O

7



Corollary 3.1. Suppose 1/ be an admissible wavelet and for any arbitrary function f € L2(RY). Then

N ———————dadb
L L0782 e bW niab) 7 = Canlllsen)

Theorem 3.3. (Reconstruction formula) Suppose there exist an arbitrary function f € L?(RY) and an wavelet
admissible function 1. Also let Cq x # 0 as defined in equation (I9). The reconstruction formula for f is then as
follows:

1 dadb
t) = wor b)¥ t)———.
10= g Ly [ VD@0 Panan® 5
Proof. We have
o\ o\ oA o\ dadb
’ b ’ b = b b)) ———
<W'¢ f(av )7W'¢ g(av )>L2(]R6VXIRN) /]R RN W f a, )(Wq/; ( )) |a|$n
— dadb
:/ / (W f)(a b)/ 90T r o (D222
RY JRN RN lal?,
- _— dadb
:/ / (WA f ab)/ T o r ()2
RY JRN lal?,
oy dadb
b)Wa ra dt
= [T [ [ D0 o enlt) G
N dadb
([ [ e @b ¥anas® T at))
RY JRN lal?, L2RY)
Using theorem ([B.2])
o 1 oA o\
o = G AWEAL V) Lo
dadb
= </ Wa)\ ab) a/\ab() 2 7g(t)>
RN JRN lal?, L2(RN)
dadb
= ) = — W2 ) (@, b) ¥ x a.p(t) ——.
(8 %/M/RJ @) Tl
Hence, the theorem follows. O

Now, we will derive a theorem which gives reproducing kernel for the range of the MFrWT.

Theorem 3.4. (Reproducing kernel for the range of MFrWT) Let ¢ be a wavelet. Also let C x # 0 as defined in
equation ([@) and (ao, by) € RY x RYY. Then, F € L? (IRN x RY, d“db) be the MFrWT of some f € L2(RY) iff

dadb
F(ao,bo) / F(a,b)Ka xw(ao, bo;a,b)—-,
RY JRN lal3,
where Koz w(ao, by : @,b) is the reproducing kernel which satisfies,

1
Ca,)\

Ko w(ao, bo;a,b) = Worab(t)Paraob, (t)dt.

Proof. Suppose for an arbitrary function f € L2(RY) be such that W$ Af = F, then we can write,
F(ag,bo) = (Wi f)(ao, bo)

[0 @t
RN
1 dadb———
= Cox /]RN /]RN /]RN(W:;’/\f)(a;b)‘I’a,)\,a,b(t) a2 ‘I’a)\,ambo(t)dt
o, 0 m

1 0
WA b N )T t)dt | ——.
L L0 0w (G [ Fenaatt Fanantn) o

8




Hence,

dadb
F(ag, bo) = / / F(a,b)Ka xw(ao,bo;a,b)——,
RY JRN lal?,
1 -
where Ka,,\7\1,(a0, bo; a, b) = C ‘I’a7)\,a,b(t)‘1’a,,\7a07b0 (t)dt.
a,\ JRN
On the other way round, Let’s assume that the context holds only for the provided F € L? (RN x RY, “ig“ib) then
required f is determined by
1 dadb
—_— Fla,b)¥qrab(t)—5.
tur L S P Fer e
This completes the proof. [l

4 Heisenberg’s Uncertainty Inequality for MFrWT

The uncertainty principle, first proposed by a German physicist named Werner Heisenberg in 1927, states that it
is impossible to measure position and momentum at any arbitrarily well localised state at the same time. That is,
measuring position without disrupting momentum is impossible, and vice versa. [0]. Similarly, in terms of time and
frequency, it is impossible to measure time and frequency at any state simultaneously. Here we will derive Heisenberg’s
uncertainty inequality for MFrFT.

4.1 Relation between Classical and Fractional Fourier Transform

Now we derive a relationship between classical FT and MFrFT which will further help us to prove Heisenberg’s
uncertainity inequality for MFrFT

Barf)€) = | TOKax(®E)it

here oo = (a17a25a37"' 7aN) and £ = (615623633"' 7§N)
We have

(Say)\f)(é') = /]RN f(t)(f/(y%))]\lea,kz (6)60“)\2 (t)e*i)\z SN b€k cscay dt

C(Oé/\) 2 EN alap)t 2 71-)\221\[ trEr csC g
= —F———€a /\2(5)/ f(t)e k=1 k)™ o re1 tk&k K dt.
(V2m)N RN

Therefore,

(§a7,\f)(£) = (C\/(Q;%))Nea,ﬂ (5) i f(t)ei/\Z DTN a(ak)twefi)\z SA ti€k cscag dt. (21)

As we know traditional Fourier transform is stated as

1 5w
3f(&) = o /RN flt)em Zimteledt, € = (&,&, - &n) € RV,
Replacing f(t) by f(t)e“‘2 i “(ak)tk2, and on putting Sf‘ji in place of &, we get
2
S(f(t) iX2 Zszl a(ak)tk.z) A 6 _ 1 f(t) iX? Zgil alag)ty? —iA? fozl tr &k csc ay, dt (22)
‘ sina) — (Vam)N Jen TVC ‘ '

From equation ([2I) and (22)), we have

-\ 2 N 2 )\2
Banf)(€) = clar)ear: (€)F(F(H)eY T sl (%) |
This gives
1

cloy)eq r2 (32msina

g(f(t)ei,\Z S a(ak)th)(n) _ ) (ga,Af) (%T’ sin OL> . (23)

9



Equation (23) gives the relation between the classical and fractional FT. For the MFrFT, we now derive Heisenberg’s
uncertainty principle.

If f € L*RY) be any arbitrary function, then Heisenberg’s uncertainty inequality for dimension N is described by
the following [28].

11171 £ (#)[* dt n*[f (n)[Pdn | > NTQIIfII‘iz(RN)- (24)
RN RN

Replace f(t) by f(t)e Zi=1a(en)te® and noting that ‘f(t)e“‘2 Sitralen)ts® | = | £(2)], we've
2 2 2 iIA2 N a(an)ty? 2 N? 4
[E171f (#)|"dt Il [S(f @)™ = SN m)Pdn | = —= (1 fll 2@y (25)
RN RN
. ¢ 2 N2 SN o)t 2 : .
On putting n = g ™ - InlI"15(f(t)e k=1 )(1)|*dn and using equation ([23]), we get
[ ImPss e S yppan = 2 [ 2 o g Gaante)]
RN K N e = |sinaly, Jey |[sina] |c(an)eq 2(€) A '
. N2E & NG ANén
Now, consider ||— = - y )Tt T .
sin sin o’ sin g sin ay
Let — =m,; fori=1,2,---, N, then
SN &
)\2
o] = o maa - mew|
sin «
=M (m € + mo®E + -+ maed)*
(26)
Therefore,
\2¢
= | < ean, (27)
sin «
where M? = max{m?:i=1,2--- N}
Therefore,
2 IN+4
2 iIA2 N a(an)ty? 2 A / 2 2
t k=1 dn < d§. 28
[ Pt mfin < s |16 B ) (28)
Using inequality (28)) in (28), we get
2 2 2 2 |c(ax)P[sinet]y N2y
([ nerisora) ([ 16 Gans@Pag) = Lo lmsle St o,
Which implies
2 2 2 2 N?
[El7[f ()] dt IEI7Banf (O dE | = Par— I/ 2, (29)
RN RN
where
2 .
Py = le(an)]?| sin &) m (30)

: M2(\2)NFZ
Lemma 4.1. Let ¢ be an admissible wavelet and for any function f € L2(R"). Then,

d
T = Ca,A/ €171 (B n f) (€I,
RN

lal?,

[ | 1ePasve> pia ©Pae
RY JRN

where Cq,» is as defined in equation (I9).
10



Proof. Using lemma ([B.2)) and theorem ([B.2)), we get

/ / €12 Far (W F) (@, b)) () 2de 22
RY JRN lal?,

/ / €12/ alm(2) <sam(ae)(saAf><s><saw><as>swf<e>£|d|‘3

= Can [ | IEPIGar NOFE:

This concludes the proof. O

Equation (29) is the Heisenberg’s uncertainty inequality for the MFrFT. Now we prove the Heisenberg’s uncertainty
principle for the MErWT following the idea of [24],[29].

Theorem 4.1. (Heisenberg’s inequality of uncertainty for MFrWT) Let ¢ be an admissible wavelet and for any
function f € L2(RY), the MFrWT of f with respect to the variable « is specified by (Wf’)‘f)(a, b) . Then

da
/ / 1612 /(WE £)(a, b) b2 (/ ||£|2|<3a,xf><e>|2ds)>Pakcw 1122 v,
Ry JRN lal?, RN

where Cq x and Py ) are defined in equation ([9) and equation (B0) respectively.

Proof. By substituting (W:;”\f)(a, -) for f(-) in equation (29]), we obtain

2 a, 2 2 «, 2 N2 «,
([, 101210722 Dia.o)Pab) ([ 16171500V )@ DOFE ) = Pas ™ IOVE (@) e

Taking the square root of the above equation on both sides yields,

(/. |b||2|<W$“f><a,b>|2db)% ([, 1P Banve? pia.b) @) P

Now, we Integrate above equation with respect to the measure ‘(‘f—f;, we've
™

. : o 2 d
/ X ([, 1wz e sras)” ([ ePsasovea @ Pde) o
> P

1 N o , dadb
— w.> b .
g [ L v e er e

W=

vV
S;S\H

N
A L I0veR v,

=

Using Holder’s inequality and corollary ([B.1)), we have

2 a)\ 2 da : 2 A 2 d_a
(/M/RNIIbI (W5 ) la.b) b |2> (/M/Mna Fan (W )(@,b)(©) "£|a|3n>

1 N
z Paz,/\§Ca,A||f||2L2(]RN)'

1
2

Squaring both sides and applying lemma (4.]]), we obtain

- da N2
( L [ IRV e by |2>(Ca,x [ TEPIEarn)OPAE ) 2 Pan - Cal o)

i.e.

da N2
( L [ 107 e pas S |%n> ([, VEPIGarnOFAE ) = ParCan ™1 lExm,

This concludes the proof for this section. O
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4.2 Logarithmic Uncertainty Principle for MFrWT

Basic idea about logarithmic uncertainty principle for fractional wavelet transform is given by Mawardi Bahri in [2].
In this context, we formally derive a logarithmic uncertainty principle for the MFrFT using MFrFT properties and
the logarithmic uncertainty principle for the fractional Fourier transform.

In [3], the logarithmic uncertainty inequality for classical Fourier transform is given by

| mixlisPax+ [ miml§sPan =D [ feoPax 1)
where D = ¢ (&) —In2, (t) = L[InI'(t)).

Replacing f(x) with f(x)e™” Zi=1 a(en)2s” in inequality (3I) and observing that ‘f(x)ei/\2 Tisvalen)ze® | — | £(x)]
we get

[ iR x|l (7 00en S ee0n iy Pan = D [ 7o) (32)
RN RN

RN

Put s = 2% in [ I 5 Goe™ SR @074 () Py and wsing equation @), we get
R

2

[l s eoen st g = 2 [ | 2 a0 de
RN K e = lsine|,, Jr~ sina || | c(ay)eqr2(€) A
1 2N )\25 )2
S — de.
T el Jo ™ [ B 1O
From equation ([B2)), we get
1 )\2N )\2£
1 *d 1 >D
[ milisopixs s e [ |2 iGannioPde = [ 1007
Then we have
)\2
[ misliseorax P [ |25 iGaan©Pde = [ 176oPax (3
RN Ry ||sine
where
P’ _L (34)
@A e(an) 2] sinaly,
From equation (21), we know
L | < veatie
sin

Taking In on both sides of above equation, we get

sin o

H < In(A*M) + In €]
Therefore, equation(33) can be re-written as,

/ In ]| ()Pl + P / I(N2A0) + In €] (Banf)(€)2d€ > D / x) [2dx
RN RN

/ In ]| ()Pl + Py, In(A2M) / (Ganf)(E)2dE + Pl / I €]l Ganf)EPdE > D [ 17(0)Pdx.
]RN ]RN RN

RN
Using Parseval’s relation, we get
[ il eoPax + P [ €l Gard)©Fde > (0 - P02 [ |fePax. (3)
RN RN RN
With the help of logarithmic uncertainty inequality for MFrFT (B3]), we will prove the following for the MFrWT.
12



Theorem 4.2. (Logarithmic uncertainty inequality for MFrWT) Let ¢» be an admissible wavelet and for any f €
L?(RY) and for some M > 0, Let MErWT of f with parameter « is given by (W:;")‘f)(a, b). Then

da

[ [ mlolioveniabPab- 5 + Canios [ tnleliSanP©de
RY JRN lal?, RN
> (D - P&,Aln()‘2M)) Ca,/\||f||2L2(]RN)’
where P, , is given by equation (B4)).
Proof. Replace f(.) with (Wf’)‘f)(a, .) on either side of equation (BH]), we have
[ mIIOvE )@ b Pdb + Pay [ i€l IS0V F)(a b)©) e
> (D= Poaln0) [0V 1) (a.b) b

da

Now, we integrate above equation with respect to measure a2 We get
a\ 2 da , a\ 2 da
In [6[[|(W"" f)(@, b)|"db—0- + P, In [[€]1(ax (W f)(a, b)) (€)]"dé 3
RY JRN lal?, RY JRN lal3,
d
> (D Papyen) [ [ e )P e
RY JRN lal3,
(36)

Hence, using corollary ([BJ) and lemma (32]) in equation (B6]), we have

o da
/ / In [[b][|(WS £)(a, b) db
RY JRN a

o+ PonCecs / I €]1(Banf) (€)2dE
m RN
> (D — P, xIn(\>M)) CM/ | f(x)]?dx.
]RN

1

- :i:1,2,---,N}.
S o
This concludes the proof for this section. [l

where M? = max

4.3 Local Uncertainty Inequality for MFrWT

In harmonic analysis, Heisenberg’s uncertainty principle states that if any arbitrary function f is specifically restricted,
the corresponding Fourier transform of f cannot be reduced to the neighborhood of a point, But this never prevents
the Fourier transform of f from being focused approximately at two or more distinct points. In fact, it cannot occur
either, and this is the purpose of local uncertainty inequalities to make this specific. The local uncertainty principle
for the classical Fourier transform can be stated using the definition of the traditional Fourier transform for a = 7,
as follows [30)] :

(i) There exists a invariable 4y for 0 < § < & such that for every measurable subsets K of RY and for all f € L*(RY)

260
/K |(31)(€)17d€ < Ag(AE)) N (111 f1|72 - (37)
(ii) There exists a invariable Ay for @ > & such that for every measurable subsets K of RV and for all f € L*(RY)
2 2-4 0|0
17O dg < ANz o LI o (39)

Replacing f(x) by f(x)e“‘2 it alen)ze” iy equation (7)) and using equation (23]) we have

/. ‘(sa,m (%ssm a)

2
d < le(an)* AgACE)) ¥ (11117 £ 172 - (39)
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Put %5 sin @ = n in equation ([B9), we have

|sma|m / B S)(m)Pdn < le(cn)* Ap(AE)) ¥ [[1%11° f 122 g -

That is,

| sin |,

/|3Mf< edn < e n T

ACEO) ¥ 11 12 vy (40)

Similarly, from equation (B8], we get

|sma|m
(AN

Now, we will illustrate the major outcome of this section.

/ |(Saxf)m)Pdn < Je(on) [ Ap—57 3 AE HinZTRN)HHXH f||L2(RN (41)

Theorem 4.3. (Local uncertainty inequality for MFrWT) If ¢ is an admissible wavelet and § be such that 0 < 6 < %
Then, for every measurable subsets K of R, there exist constant A and for all f € L?(R") such that

’ m 29 a, 2 d
/KKS""*JC)(")'QCZ"SK&?' Ae'?;;a' / / |bH29 Wi f)(a, b) dbﬁ.

Proof. By substituting Wf’Af(a, -) for f(+) in equation (@0, we obtain

| sin ot

a, 26 a,
/ [Bar (W5 f)(a,b))(m)[Pdn < IC(aA)|2AeW(>\(K))N 1811 (W5 F) (@, b) 172 oy
Now we integrate either side of above equation with respect to B ‘2 , we get

| sin |, 20 da

a, 2 da 2 20 a, 2 _aa
Ly 8 OV a0 an < eern)PAs R OGN F [ 11010V 1) D)y

and using theorem ([3.2)),

smam 2 da
Coun [ G $)Pn < el A0 S () ¥ / L i ove )| aie-
K (AN lal?,
This gives
)2 2 da
2d | ( | A |Slna|m 29/ / b 260 WOtA b ’ db—— .
[ Ganr)an < 50 4, 1o OIS
This concludes the proof. [l

The following theorem expresses the local uncertainty inequality for MFrWT when 9>%.

Theorem 4.4. (Local uncertainty inequality for MFrWT ) Assume 1 is an admissible wavelet and 6 is such that
9>%. Then, for every measurable subset K of R, there exist a constant A and for all f € L?(R") such that

| ( )|2 |Sina|m A 2- X A N da
[ 1@ Pn AT [ IOVE D@ - 1PV @) ey Tyt
0 m
Proof. Using equation (IZ:I]), the proof follows similar to that of theorem O

5 Conclusions

We offer a novel definition of the wavelet transformation of a function specified in RY, i.e. MFrWT, and investigate
some of its fundamental aspects, such as linearity, anti-linearity, parity, conjugation, and so on, in this study. For
the image space of the suggested transformation, we established the inner product relation and inversion formula
for MFrWT with reproducible kernel function. Finally, Heisenberg’s uncertainty inequality and the logarithmic
uncertainty principle are obtained from the relationship between classical FT and MFrFT. The commonalities between
different transform domains can be better understood using logarithmic, Heisenberg, and local uncertainty principles.
The three uncertainty principles can be useful in the future because they are features of signal processing.
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