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Abstract

The Adaptive Stabilized Finite Element method (AS-FEM) developed in [16] combines the idea of the residual min-
imization method with the inf-sup stability offered by the discontinuous Galerkin (dG) frameworks. As a result,
the discretizations deliver stabilized approximations and residual representatives in the dG space that can drive
automatic adaptivity. We generalize AS-FEM by considering continuous test spaces; thus, we propose a residual
minimization method on a stable Continuous Interior Penalty (CIP) formulation that considers a C 0-conforming
trial FEM space and a test space based on the enrichment of the trial space by bubble functions. In our numerical
experiments, the test space choice results in a significant reduction of the total degrees of freedom compared to
the dG test spaces of [16] that converge at the same rate. Moreover, as trial and test spaces are C 0-conforming,
implementing a full dG data structure is unnecessary, simplifying the method’s implementation considerably and
making it appealing for industrial applications, see [42].
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Appendix A Proof of Proposition 1. 15

1. Introduction

The continuous Galerkin (cG) finite element methods (FEM) for advection-dominated reaction-type problems
might suffer from instabilities. When the hyperbolic character of the problem becomes predominant, interior and
outflow layers form, causing large local gradients in the solution. The cG-FEM is unstable in this regime, and
various stabilized methods have been proposed. Techniques in the framework of cG-FEM are available in the
literature, including Streamline-Upwind Petrov-Galerkin (SUPG) method [39], residual-free bubbles [8], and sub-
viscosity models for advection-diffusion problems [35]. The relationships between the aforementioned strategies
are also well understood in almost all cases. For example, in [7], a relation between stabilized finite element meth-
ods and the Galerkin method employing bubble functions was established for the advection-diffusion problems.
In that work, the authors showed that bubble functions help stabilize the advective operator without using up-
winding or any other numerical strategy. In particular, for the advection-diffusion problem, the Galerkin method
employing piecewise linear functions enriched with bubble functions was shown to be equivalent to the SUPG
method in the diffusive limit. Applications of this type of enrichment include stabilization of Stokes flow [3] and
stabilization of Galerkin approximation using artificial viscosity [35]. Hughes generalized the stabilized methods
construction into a unified framework in the variational multiscale framework [36, 37]; these ideas were extended
to other applications such as turbulence modeling [6, 38]. Although those strategies are now reaching maturity,
those methods have some drawbacks in certain complex flow regimes. For instance, the SUPG stabilization be-
comes non-symmetric and does not allow lumped mass, the residual free bubbles method adds additional de-
grees of freedom to the system, and the projection methods introduce hierarchical meshes for the projection on
the subgrid viscosity model [35].

Interior Penalty penalty methods using continuous functions were introduced originally by [4, 29] for different
problems, namely, the biharmonic operator and the second-order elliptic and parabolic problems. These meth-
ods penalize the flux jump of the discrete solution at mesh interfaces. Thus, the method [29] keeps the benefits
of continuous finite element methods as they were standard for elliptic problems while simultaneously managing
the difficulties encountered by these methods when the hyperbolic character of diffusion-advection problems be-
comes dominant in the advection limit. However, the robustness of the error estimate in the advection-dominated
regime was not analyzed until [13], in which the analysis was based on linear finite elements. Recently, a gen-
eralized hp-convergence analysis for a high-order Continuous Interior Penalty (CIP) finite element method was
presented in [12] applied to advection-reaction and diffusion-advection-reaction problems.

Alternatively, the Continuous Interior Penalty (CIP) method, introduced in [30], for advection-diffusion-reaction
problems; this method adds an L2 penalization to the flux jumps (i.e., gradient jumps for uniform coefficients) over
the mesh interior edges/facets to stabilize a continuous approximation (see [11–14]). In [11] and [12], the authors
developed a hp-convergence analysis for high-order CIP methods for advection-reaction and advection-diffusion
problems. This stabilization does not depend on the diffusion coefficient and considers the case of pure advection.
Moreover, Burman [10] introduced a formulation relating the stabilized continuous and discontinuous Galerkin
frameworks with the CIP formulation. In that work, the author showed that both frameworks can be condensed
into a single formulation, presented a robust a-posteriori error estimate for advection-reaction problems to guide
adaptivity, and compared the low-order CIP and dG approximations using an adaptive approach showing that the
CIP method achieves optimal convergence in the L2 norm.

More recently, the Adaptive Stabilized Finite Element Method (AS-FEM) was introduced (see [16]). This method
formulates residual minimization problems within a dG mathematical framework. Namely, a discrete approxima-
tion of the solution in a continuous trial space is constructed by minimizing the residual in the dual norm of
a dG test space with inf-sup stability. The residual minimization problem is equivalent to a saddle-point prob-
lem that inherits dG’s inf-sup stability. There are some similarities with the Discontinuous Petrov-Galerkin (DPG)
method as both minimize the residual in a non-standard norm (see, e.g., [15, 18, 23–26, 45–47, 50]). However, AS-
FEM builds on non-conforming dG formulations, where stronger norms than those used in DPG may be chosen
when the test space contains continuous functions. Application examples include diffusive-advective-reactive
problems [20], incompressible Stokes flows [41, 43], continuation analysis of compaction banding in geomateri-
als [19] and weak constraint enforcement for advection-dominated diffusion problems [21]. The method has been
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successfully applied to several nonlinear problems, such as dynamic fracture propagation [42], mineral deposi-
tion [48], and the method of lines for Bratu’s equation [33]. In [49], the authors extend AS-FEM to goal-oriented
adaptivity (GoA); they describe a general theory for problems with well-posed formulations and provide error es-
timates to guide the GoA for advection-diffusion-reaction problems. In addition, they define a discrete adjoint
system as a saddle-point problem where the discontinuous conforming space across element interfaces restricts
the solution. The same dG inf-sup arguments guarantee the well-posedness of this adjoint saddle-point prob-
lem. Solving the primal and the adjoint problem requires the solution of a single saddle-point problem with two
right-hand sides. Moreover, the authors proposed two alternative stable discrete problems that can measure the
discrete adjoint error of the problem; a strategy similar to a recent DPG theory [40] in which the adjoint problem
is solved using the original saddle-point formulation with a different right-hand side.

The method proposed in [16] and its extension to GoA in [49] contain a general theory motivated in a dG
framework; this framework can also use continuous test spaces (see [42] for a demonstration of this idea). Herein,
we analyze the extension of the AS-FEM based on a stable CIP formulation for an advection-reaction problem
proposed in [12, 13]. We consider a bubble-enriched continuous trial space as a test space to explode the power
of the residual minimization method, which delivers an error representative which is robust and reliable to guide
adaptive mesh refinements. This space is sufficient to guarantee a distance to the trial space and obtain a residual
representative to drive adaptivity.

We test the method’s performance in a challenging advection-reaction problem. We choose this model prob-
lem since the elliptic character of the diffusion term in the advection-diffusion equation has some smoothing
properties on the transport problem. Nonetheless, extending the results obtained in this work to advection-
diffusion-reaction problems is straightforward. Additionally, we present a new result on a priori error estimates
for the residual minimization method using continuous test spaces, which relies on an orthogonality argument
for boundedness of the discrete bilinear form and coercivity that proves quasi-optimal convergence for advection-
dominated problems. Finally, we perform adaptive numerical experiments using energy-based and GoA strate-
gies [16, 49]. In the energy-based examples, we evaluate the performance of the residual error estimate obtained
by the residual minimization method against the a-posteriori error estimate of [10] regarding the relative error in
the L2-norm and the resulting adapted meshes.

The remainder of this paper is structured as follows: Section 2 introduces the advection-reaction model prob-
lem. In Section 3, the notation and the discrete problem settings are presented. In Section 4, we describe the CIP
formulation in the context of bubble-enriched continuous spaces, its main properties, and the residual minimiza-
tion method, and we state the main result of this work. In Section 5, we present numerical experiments to show
the method’s performance and compare the results with other methods found in the literature. Finally, Section 6
summarizes the main contributions of this work and points to possible future research directions.

2. Model problem.

Let Ω ⊂ Rd ( d = 2,3) be an open bounded connected set, with Lipschitz boundary ∂Ω, and outward normal
vector n. Consider an advection field b ∈ [L∞(Ω)]d such that ∇·b ∈ L∞(Ω), and a reaction coefficient µ ∈ L∞(Ω).
Let us define the following graph space:

W := {
w ∈ L2(Ω) : b ·∇w ∈ L2(Ω)

}
, (1)

equipped with the graph norm ‖w‖2
W = ‖w‖2

L2(Ω)
+‖b ·∇w‖2

L2(Ω)
. The advection field b partitions the boundary ∂Ω

into inflow, characteristic, and outflow parts, having the following expressions when b is continuous1:

∂Ω− := {x ∈ ∂Ω : b(x) ·n(x) < 0}, (2a)

∂Ω0 := {x ∈ ∂Ω : b(x) ·n(x) = 0}, (2b)

∂Ω+ := {x ∈ ∂Ω : b(x) ·n(x) > 0}. (2c)

1These boundaries may also be defined for the general case b ∈ [L∞(Ω)]d and ∇·b ∈ L∞(Ω); see [9, Section 2].
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Figure 1: Notation for an interface

Given f ∈ L2(Ω), we consider the advection-reaction model problem that seeks u ∈W such that:{
b ·∇u +µu = f , inΩ

u = 0, on ∂Ω−.
(3)

We point out that traces of W are well-defined2, implying that the linear space W0,− := {w ∈W : w |∂Ω− = 0} is also
well-defined. Moreover, equation (3) translates into finding u ∈ W0,− such that Au = f , where A : W0,− → L2(Ω)
(defined as A w := b ·∇w +µw , for all w ∈W0,−) is a linear isomorphism provided

µ− 1

2
∇·b ≥µ0 > 0, a.e. inΩ, (4)

holds for some positive constant µ0 (see [31, Proposition 5.9] ). When µ = 0 and ∇ ·b = 0, then A still is a linear
isomorphism provided that b is anΩ-filling field (see [31, Remark 5.10]).

Remark 1 (Non-homogeneous inflow boundary condition). The trace operator is linear, continuous, and surjective
from W onto the space

L2(|b ·n|;∂Ω) :=
{

w measurable in ∂Ω :
∫
∂Ω

|b ·n|w2 <+∞
}

,

which allows us to consider non-homogeneous inflow boundary conditions in (3), whenever the inflow data belongs
to L2(|b ·n|;∂Ω) (see, e.g., [27, Lemma 2.11]).

3. Notation, discrete spaces and interpolation results.

Let Ωh be a quasi-uniform simplicial mesh of Ω, defined as a collection of finite many open connected el-
ements T ⊂ Ω with Lipschitz boundaries, such that Ω is the union of the closures of all mesh elements T in Ω.
We denote by F 0

h the collection of all interior element boundaries (edges/faces); by F ∂
h the collection of those

element boundaries that belong to ∂Ω; and set Fh := F 0
h

⋃
F ∂

h . Given T ∈Ωh , let us denote the diameter of T by

hT > 0, and let h := max
T∈Ωh

hT . Analogously, for e ⊂F 0
h , let he > 0 be the diameter e.

For a given set D ⊂ Rd , consider the Sobolev space H s (D) of order s ≥ 0, and denote by ‖ · ‖s,D its well-known
norm (see, e.g., [1]). By convention, set L2(D) = H 0(D) and abbreviate the L2(D) inner product by (·, ·)D and its
respective norm by ‖ ·‖D .

We define the broken Sobolev space H s (Ωh) as follows

H s (Ωh) := {v ∈ L2(Ω) : v |T ∈ H s (T ) for all T ∈Ωh},

2See, e.g., [27, Section 2.1.3] and [34] for an extension.
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with its corresponding broken norm ‖ · ‖2
s,Ωh

:= ∑
T∈Ωh

‖( · )|T ‖2
s,T . When s > 1

2 , traces over the edges of elements are

well-defined. Thus, for e ⊂F 0
h , we define the jump of a function v ∈ H s (Ωh) across e, as the following expression:

�v�∣∣e := v
∣∣
T + − v

∣∣
T − , ∀e ∈F 0

h , (5)

where v
∣∣
T + and v

∣∣
T − are the traces over e related with a predefined normal ne (see Figure 1 for a reference of the

interface notation).

3.1. Discrete spaces
Let Pp (T ) be the space of polynomials of total degree ≤ p over T . We consider the following discrete spaces:

U p
h := {

v ∈C 0(Ω) : v |T ∈Pp (T ), ∀T ∈Ωh
}

, (6)

V p
h := {

v ∈ L2(Ω) : v |T ∈Pp (T ), ∀T ∈Ωh
}

, (7)

and define the space of local bubble functions of degree ≤ k, with k > d (see [3]), by

Bk (Ωh) :=
{

v ∈ H 1
0 (Ω) : v |T ∈Pk (T )

⋂
H 1

0 (T ), ∀T ∈Ωh

}
. (8)

Finally, we define the bubble-enriched continuous function space, with k > max{p,d}, as

U p,k
h :=U p

h +Bk (Ωh). (9)

As an example, in the case of triangular elements and k = 3, a local bubble function over T can be defined as a
cubic function spanned by λ1λ2λ3, where λ1,λ2,λ3 are the barycentric coordinates on T , see [3, 42, 44].

Remark 2 (Containment of discrete spaces). When k ≤ p implies U p,k
h ≡U p

h ; alternatively, when k > p, the follow-
ing discrete space contention occurs

U p
h ⊂U p,k

h ⊆U k
h . (10)

3.2. Interpolation results
Our convergence analysis follows [12] for the hp-continuous interior penalty (CIP) method, which uses trace

and inverse-trace inequalities, local interpolation results, and error estimates for the L2(Ω)-projection. Here is a
summary of these results in two dimensions (i.e., d = 2). We simplify notation by abbreviating the inequalities
a ≤C b as a . b whenever the positive constant C is independent of the mesh and polynomial degree.

Definition 1 (Admissible set). Given a simplex T , let np := dimPp (T ). A nonempty set of nodes A = {ai }1≤i≤np of T
is admissible if and only if A is unisolvent in Pp (T ) and A ∩e is unisolvent in Pp (e), for all edges e ⊂ ∂T .

Given a unisolvent set of nodes A of a simplex T , define:

P
p
A

(T ) := {
v ∈Pp (T ) : v(ai ) = 0,∀ai ∈A \∂T

}
.

Assumption 1. Let T̂ be the reference element; for Pp (T̂ ), there exists an admissible set of nodes Â of T̂ , such that

‖v‖T̂ . p−1/2‖v‖∂T̂ , ∀v ∈Pp

Â
(T̂ ).

In [12, Section 5.1], the authors establish that Assumption 1 leads to the following inequalities.

Lemma 1 (Trace and inverse trace inequalities on triangles). Under Assumption 1, the following inequalities hold
for any T ∈Ωh :

||v ||∂T .
(

p2

hT

) 1
2

||v ||T , ∀v ∈Pp (T ); (11)

||v ||T .
(

hT

p

) 1
2 ||v ||∂T , ∀v ∈Pp,0(T ), (12)

where Pp,0(T ) denotes the subspace of Pp (T ) spanned by those polynomials vanishing at all interior nodes of T .
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Definition 2 (Oswald Interpolation). Given T ∈Ωh , let AT be the image of the admissible set Â (see Assumption 1)
under an affine transformation mapping from T̂ onto T . For each node a ∈ AT , consider the patch of elements
Ωa := {

T ∈ Ωh , a ∈ T
}
. The Oswald interpolation operator IOs : V p

h → U p
h (see, e.g., [12, Section 5.5.2]), is defined

locally by setting

IOs (vh)(a) := 1

|Ωa |
∑

T∈Ωa

vh
∣∣
T (a) , ∀vh ∈V p

h , (13)

where |Ωa | stands for the cardinality ofΩa .

The following Lemma (proved in [12, Lemma 5.3]) establishes the interpolation error associated with IOs .

Lemma 2 (Interpolation error). For all T ∈Ωh , the following estimate holds:

||vh − IOs vh ||T .
(

hT

p

) 1
2 ∑

e∈FT

||�vh�||e , ∀vh ∈V p
h ,

where FT =
{

e ∈Fh : e ∩T 6= ;
}

.

The following Lemma (proved in [12, Lemma 5.4]) establishes an estimate for the L2(Ω)-projection error.

Lemma 3 (Error estimate for the L2(Ω)-projection). Let Πh : L2(Ω) 7→U p
h be the L2(Ω)-orthogonal projector onto

U p
h . For all u ∈ H s (Ω), s ≥ 1, the following estimates (14) and (15) in Lemma 3 hold:

||u −Πhu||Ω. p
1
4

(
h

p

)r

||u||r,Ω, (14)

||∇ (u −Πhu)||Ω. p
5
4

(
h

p

)r−1

||u||r,Ω, (15)

with r = min(p +1, s).

4. Residual minimization method onto bubble enriched test spaces

4.1. Preliminaries

Assume that ∇ ·b = 0 and µ(x) > µ0 > 0 (a.e. in Ω); thus, fulfilling condition (4). Related to Problem (3), we
consider the bilinear form a : H 1(Ω)×H 1(Ω) →R defined by

a(v, w) := (
µv, w

)
Ω− (

v,b ·∇w
)
Ω+ (

b ·n v, w
)
∂Ω+ , ∀v, w ∈ H 1(Ω), (16)

and the hp–CIP bilinear form jh,k : H s (Ωh)×H s (Ωh) →R (with s > 3
2 ) defined by

jh,k (v, w) := ∑
e∈F 0

h

γh,k
(�∇v ·ne�, �∇w ·ne�

)
e , ∀v, w ∈ H s (Ωh), (17)

where γh,k := h2
e

kα
‖b ·ne‖L∞(e) is the stabilization parameter (see [12, 14]). We determine the exponent α using the

hp–convergence analysis and k is related to the particular polynomial order used in the discrete counterparts.
We define the following norm for functions w ∈ H s (Ωh), with s > 3

2 (see [12, Eq. 8]) :

|||w |||2h,k := ∥∥µ1/2
0 w

∥∥2
Ω+ 1

2

∥∥|b ·n|1/2w
∥∥2
∂Ω+ jh,k (w, w), ∀w ∈ H s (Ωh). (18)

Lemma 4 (Coercivity). For s > 3
2 , the bilinear form bh(·, ·) := a(·, ·)+ jh,k (·, ·) is coercive in H s (Ωh) with respect to the

norm defined in (18).
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Proof. Since ∇·b = 0, observe that
(
w,b ·∇w

)
Ω = 1

2

(
b ·nw, w

)
∂Ω, for all w ∈ H s (Ωh). Hence,

a(w, w) = (
µw, w

)
Ω− 1

2

(
b ·nw, w

)
∂Ω+ (

b ·nw, w
)
∂Ω+ = (

µw, w
)
Ω+ 1

2

∥∥|b ·n|1/2w
∥∥2
∂Ω .

Thus, since µ(x) >µ0, we get

bh(w, w) = a(w, w)+ jh,k (w, w) ≥ |||w |||2h,k , ∀w ∈ H s (Ωh).

4.2. Continuous interior penalty method onto bubble enriched continuous space.

Consider the CIP formulation in the bubble enriched continuous spaces U p,k
h as follows,{

Find θh ∈U p,k
h such that:

bh(θh ,νh) = lh(νh), ∀νh ∈U p,k
h ,

(19)

where bh(θh ,νh) is the sum of the a and j forms defined in (16) and (17), and lh(νh) is ( f ,νh)Ω.

In the following, we assume that u ∈ H s (Ω), s > 3
2 solves (3) and θh ∈ U p,k

h solves (19). Thus, the formula-
tion (19) satisfies the following properties,

Lemma 5 (Coercivity). For all νh ∈U p,k
h then,

bh(νh ,νh)& |||νh |||2k,h . (20)

Proof. Follows from Lemma 4.

Lemma 6 (Consistency). Let u ∈ H s (Ω), s > 3
2 solve (3) and let θh ∈U p,k

h solve (19). Then, for all vh ∈U p,k
h ,

bh(u −θh , vh) = 0. (21)

Proof. Since u ∈ H s (Ω), q > 3
2 , the jump [∇u ·n]e = 0, for all e ∈F . Thus, jh,k (u, vh) = 0 for all vh ∈U p,k . Thus,

bh(u −θh , vh) = bh(u, vh)−b(θh , vh)

= a(u, vh)− ( f , vh) = 0.

4.3. Residual minimization

Calo et al. [16] present the Adaptive Stabilized Finite Element Method (AS-FEM), which combines residual
minimization with an inf-sup stable discretization (e.g., a discontinuous Galerkin (dG) formulation) to deliver a
robust on-the-fly adaptive method. Consequently, this method delivers a stabilized approximation of the solution
and a residual representative in the dG space that drives adaptivity with no further a-posteriori error analysis. In

the following, we enrich the discretization space with bubbles U p,k
h , see (9), and use it as a test space; a choice

that guarantees a distance between the trial and the test space, which is suitable for residual minimization and
adaptive mesh refinement guided by the built-in error representative. We adopt the CIP formulation (19), which is
coercive-stable, and show a new result inspired by [12] for the a-priori error estimate for the residual minimization
method that relies on boundedness and discrete coercivity properties of bh(·, ·). In the abstract setting of AS-FEM,
we consider two real Hilbert spaces U ,V , and a conforming subspace U p

h of either U or V . In addition, we assume
that the discrete variational formulation satisfies Lemmas 5 and 6. Thus, the main idea behind AS-FEM is finding
uh ∈ U p

h using a well-posed discrete variational formulation (e.g., discrete problem (19)) set in a discrete space,

which can be chosen as U p,k
h , and find a residual representative of the error in the |||·|||h,p via residual minimization

in the discrete-dual space of that discrete space
(
U p,k

h

)∗
.
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Let 
Bh : U p,k

h 7→
(
U p,k

h

)∗
wh 7→ bh(wh , ·)

, (22)

and let R−1
h be the inverse of the Riesz map defined as:

Rh : U p,k
h 7→

(
U p,k

h

)∗
〈

Rhτh ,νh
〉(

U
p,k
h

)∗×U
p,k
h

:= (τh ,νh)
U

p,k
h

. (23)

In addition, the dual triple norm |||·|||(
U

p,k
h

)∗ is

|||τ|||∗k,h := sup
0 6=νh∈U

p,k
h

〈
τ,νh

〉(
U

p,k
h

)∗×U
p,k
h

|||νh |||k,h
, ∀τ ∈

(
U p,k

h

)∗
. (24)

Then, instead of solving the discrete problem (19), we solve the following minimization problem,
Find uh ∈U p

h ⊂U , such that :

uh = argmin
wh∈U

p
h

1

2
|||lh(·)−bh(wh , ·)|||2(

U
p,k
h

)∗ = argmin
wh∈U

p
h

1

2

∣∣∣∣∣∣R−1
h B(θh −wh)

∣∣∣∣∣∣2

U
p,k
h

(25a)

where θh ∈U p,k
h is the solution of the discrete variational problem (19).

Problem (25) is equivalent to the following saddle-point problem (see [22]).
Find (εh ,uh) ∈U p,k

h ×U p
h , such that:

(εh ,νh)
U

p,k
h

+bh(uh ,νh) = lh(νh), ∀νh ∈U p,k
h ,

bh(wh , εh) = 0, ∀wh ∈U p
h ,

(26a)

(26b)

where εh ∈U p,k
h is the residual representative in terms of θh ∈U p,k

h and uh ∈U p
h is the minimizer of the quadratic

functional (25). Solving the saddle-point problem (26) has several interesting properties. Firstly, the system inher-
its the discrete stability of the weak formulation (19). Secondly, the residual representative εh is an efficient and
robust error estimate for automatic adaptivity.

We now state an a-priori error estimate for the residual minimization problem (26), our main result.

Assumption 2. Let u ∈ H s (Ω), s > 3
2 solve (3) and let uh ∈U p

h solve (26).

Then, there exists a continuous operatorΠh : U →U p
h , such that

b(u −Πhu, vh). |||u −Πhu|||h,k,#|||vh |||h,k , ∀vh ∈U p,k
h (27a)

where convergence rates result from the bound on |||u −Πhu|||h,k,# in terms of h, p with respect to the ‖u‖q norm,
with q = min(p +1, s).

Theorem 1 (AS-FEM a priori error estimate onto bubble enrichment). Let u ∈ H s (Ω), s > 3
2 solve (3) and let uh ∈

U p
h solve (26). Suppose that the discrete formulation (19) satisfies Lemma 5 and Assumption 2, then the following

estimate holds,
|||u −uh |||h,k . |||u −Πhu|||h,k,#, (28)

where Πh : U 7→U p
h is defined as in Assumption 2. Therefore, |||u −uh |||h,k can be bounded in terms of h, p, and ‖u‖q

norm, with q = min{p +1, s}.
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Proof. Using triangular inequality and the inf-sup condition that holds from the coercivity condition.

|||u −uh |||h,k ≤ |||u −Πhuh |||h,k +|||Πhu −uh |||h,k . (29)

≤ |||u −Πhuh |||h,k + sup
vh∈U

p
h \{0}

b (uh −Πhu, vh)

|||vh |||h,k
. (30)

We now bound the last term of (30). Let θh solve equation (19), the consistency condition (5) establishes:

lh(vh) = bh(θh , vh) = bh(u, vh) ∀vh ∈U p,k . (31)

Since uh solves (26), the first equation in (26) and (31) imply

b(uh −Πhu, vh) = b(u −Πhu, vh)− (εh , vh)h,k .

Then,

sup
vh∈U

p
h \{0}

b (uh −Πhu, vh)

|||vh |||h,k
. sup

vh∈U
p
h \{0}

b (u −Πhu, vh)

|||vh |||h,k
+ sup

vh∈U
p
h \{0}

b (εh , vh)

|||vh |||h,k

. |||u −Πhu|||h,k,# + sup
vh∈U

p
h \{0}

(εh , vh)h,k

|||vh |||h,k
(using property (27a))

. |||u −Πhu|||h,k,# +|||εh |||h,k

Moreover,

|||εh |||2h,k = lh(εh)−bh(uh ,εh) (using (26a) )

= bh(u,εh) (by (31) and (26b) )

= bh(u −Πhu,εh) ( by (26b))

Thus,

|||εh |||h,k = (εh ,εh)h,k

|||εh |||h,k
= b(u −Πhu,εh)

|||εh |||h,k
. |||u −Πhu|||h,k,#.

As [16, 49] state, the residual representative εh ∈U p,k
h is an efficient error estimate in the energy norm.

Proposition 1. Consider k = p +1 > d = 2, with d the dimension of the space, u ∈ H s (Ω) solution of (3).
Then, Assumption 2 holds by taking the continuous L2(Ω) projectionΠh : U →U p

h ,

b(u −uh , vh). |||u −Πhu|||h,k,#‖vh‖h , ∀vh ∈U p,k
h ,

with norm:
|||u|||h,k,# := |||u|||h,k +

(
k2 h

1
2 p

1
2 +k

α
2 p− 1

2
)|u|h .

and the semi-norm | · |h ,

|η|h :=
( ∑

T∈Ωh

h−1
T βT,∞‖η‖2

T

)1/2

(32)

Taking α= 7/2, we also obtain:

‖u −Πhu‖h,k . (p +p
5
2 h

1
2 )

(
h

p

)q−1/2

‖u‖q,Ω

with q = min{p +1, s}.

9



Proof. See Appendix A.

Assumption 3 (Saturation). Let u ∈U be the solution of (3) and θh ∈U p,k
h be the discrete solution of (19) and let

uh ∈U p
h be the solution of the saddle-point problem (26). There exists a constant Cs ∈ [0,1), uniform with respect of

the mesh size such that,
|||u −θh |||h,k ≤Cs|||u −uh |||h,k .

This assumption states that the discrete solution θh is closer than uh to the exact solution u with respect to the

norm |||·|||h,k . This is a relevant assumption as U p
h ⊂U p,k

h . However, this assumption does not necessarily hold in

the pre-asymptotic regime (see [16]) or if U p,k
h is not rich enough. Additionally, we assume that the error estimate

in (28) is at least quasi-optimal in the following sense:

Assumption 4 (Optimality and quasi-optimality). If the analytical solution u is sufficiently regular, the quantities
|||u −uh |||h,k and

∣∣∣∣∣∣u −Πp
h uh

∣∣∣∣∣∣
h,k,#

follow the same convergence rate as h → 0+. If the norms |||·|||h,k and |||·|||h,k,# are

equal, then the error estimate (28) is optimal, otherwise, it is quasi-optimal.

The robustness of the residual representative and the a posteriori error estimate is given by the following result:

Proposition 2 (Robustness of the residual representative and a posteriori error estimates). Considering the same

assumptions of Theorem 1 and the triple norm in U p,k
h defined in (18), the following bounds for |||εh |||h,k hold:

|||θh −uh |||h,k . |||εh |||h,k .
∣∣∣∣∣∣u −Πp

h u
∣∣∣∣∣∣

h,k,#
, (33)

where, θh is the solution of the discrete problem (19), Πp
h : L2(Ω) 7→ U p,k

h is the L2(Ω)-orthogonal projection onto

U p,k
h and u is the exact solution of the continuous problem (3). Moreover, if the solution satisfies Assumption 3, the

following efficiency error estimate holds:
|||εh |||h,k . |||u −uh |||h,k . (34)

Additionally, if Assumption 4 is satisfied, |||θh −uh |||h,k and |||εh |||h,k have the same convergence rate as h → 0+.

5. Numerical experiments.

In this section, we consider several numerical experiments in the context of the advection-reaction equation to
demonstrate the performance of the residual minimization method considering bubble-enriched test spaces. The
method can be extended to advection-diffusion-reaction problems, modifying the formulation and the discrete
norm (18) to the one defined in [12]. In our first numerical example, we compare the performance of the residual-
based error estimate to guide adaptivity against the a posteriori estimate proposed in [10] considering the same
initial problem setting and element marking strategy. As a second numerical example, we compare the results for
the goal-oriented adaptivity (GoA) strategy proposed in [49] using a dG framework against those obtained using
the CIP formulation and residual minimization using a bubble-enriched test space. Although in [49], the results
were obtained using a different formulation, the comparison using continuous test spaces is still fair since we
calculate the relative error of a quantity of interest (QoI).

In all our numerical experiments, we use a standard adaptive procedure that considers an iterative process in
which each iteration consists of the following four steps:

SOLVE → ESTIMATE → MARK → REFINE. (35)

In addition, we adopt the Döfler bulk-chasing criterion (see [28]), where elements are marked when the local error
estimate value is above a fraction of the total estimated error. Following [16, 49], we adopt 50 % error fraction
for the energy-based adaptivity and a 20 % error fraction for the GoA strategy. We also employ a bisection-type
refinement criterion [5] for the adaptive solver. Finally, we use Fenics [2] Python library to implement each of the
numerical examples, and we use a direct LU solver for the resulting linear systems.
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5.1. Advection-reaction problem.
We consider the advection-reaction problem (3) over the unit square domain Ω = [0,1]2 ⊂ R2. Following [10],

we take the reaction parameter µ= 0.1, the velocity field

b(x1, x2) =

 x2 +1√
x2

1 + (x2 +1)2
,

−x1√
x2

1 + (x2 +1)2


T

and g (x1, x2) so that the exact solution reads as,

u(x1, x2) = e
µ
√

x2
1+(x2+1)2 arcsin

(
x2+1√

x2
1+(x2+1)2

)
arctan


√

x2
1 + (x2 +1)2 −1.5

δ


where δ is a parameter that controls the stiffness of the internal boundary layer (see Figure 2). In this example,
we set δ = 0.01 to obtain a smooth solution to assess the expected convergence rates. In addition, we apply the
adaptive strategy from (35) to solve this problem using the a-posteriori residual estimate of [10] and the residual
minimization error estimate to guide the adaptivity from the same initial mesh (see Figure 3a).
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(a) δ= 0.01
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(b) δ= 0.001
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1.0

x
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(c) δ= 0.0001

Figure 2: 2D advection-reaction problem (exact solution)

Figures 3b and 3c compare the refined meshes resulting from residual-based and a-posteriori estimates at
similar numbers of degrees of freedom (DoFs). The a-posteriori estimate focuses the mesh refinement at the
outflow boundary and the interior layer, with less emphasis at the inflow boundary. The residual-based estimator
concentrates the refinement at the inflow boundary and progressively solves the interior layer.

(a) Initial mesh (b) Residual-based estimator (143,270 DoF) (c) A-posteriori estimator (145,720 DoF)

Figure 3: Initial & refined meshes for similar total degrees-of-freedom (DoF) number using residual-based & a-posterior estimator from [10]
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Figure 4 shows the comparison of the L2-relative error between the a posteriori error estimate proposed in [10]
(red curve) and the residual-based estimate (blue curve). For the residual minimization scheme, we choose a
piecewise continuous trial space of order p = 1 and its enrichment with bubbles of order k = p+2 as a test space. As
for the a-posteriori error estimation strategy, we use conforming piecewise continuous trial and test space of order
p = 1 [10]. We plot all quantities against the total number of degrees of freedom (DoFs), and the triangle shows the
slope DoFs−1, which is the optimal convergence in the L2-norm for smooth problems [10]. The convergence rate
of the CIP formulation that uses the residual minimization strategy over a bubble-enriched test space is slightly
better than the one obtained from applying the CIP method with the a-posteriori error estimation strategy. In
addition, note, in particular, the superconvergence of the L2-error using CIP and residual minimization method
when the mesh enters the asymptotic range. This is meaningful since the residual error estimate is defined in the
energy norm. Although the convergence rate is improved in the L2-norm the total number of DoFs using residual
minimization is greater than the DoFs using the strategy in [10]. This fact is because residual minimization solves
a full saddle-point system that gives a discrete solution and a residual estimate in the bubble-enriched test space.
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A posteriori error estimator, p = 1

Residual Minimization Estimator, p = 1, k = 3

Figure 4: L2-relative error
( ‖u−uh‖Ω

‖u‖Ω
)
. A-posteriori estimator of [10] and residual-based estimate.

Next, we study the validity of the saturation assumption (see Assumption 3) by considering the triple norm
|||·|||h,k from (18) and introduce the following ratio,

S := |||u −θh |||h,k

|||u −uh |||h,k
. (36)

When S < 1, the approximation satisfies the saturation assumption 3. Figure 5 shows the residual representative’s
robustness and saturation assumption (i.e., Assumption 3) using piecewise continuous trial space of order p = 1
and p = 2 and test space as its enrichment with bubbles of order k = p +2. Figure 5a shows that |||εh |||h,k is robust
as it is a lower bound of |||u −uh |||h,k (see Proposition 2). In addition, the saturation Assumption 3 also holds even
in the pre-asymptotic regime (see Figure 5b).
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(a) Residual estimator robustness
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(b) Saturation

Figure 5: Relative error in the triple norm |||·|||h,k & saturation assumption.

5.2. Goal-oriented adaptivity for advection-reaction problems
Following [49], we perform Goal-Oriented Adaptivity (GoA). The key insight behind this theory is to consider

an adjoint continuous formulation and an adjoint problem to the saddle-point formulation (26). Thus, we ap-
proximate a quantity of interest (QoI) q(u), where q : U 7→ R is a bounded linear functional and u ∈U is the exact
solution of the continuous problem (3). The GoA strategy of [49] solves an additional continuous adjoint problem,
which is equivalent to solving the following saddle-point problem as the adjoint formulation of problem (26):

Find (ν∗h , w∗
h ) ∈U p,k

h ×U p
h , such that:

(ν∗h , νh)
U

p,k
h

+bh(w∗
h , νh) = 0, ∀νh ∈U p,k

h ,

bh(wh , ν∗h) = q(wh), ∀wh ∈U p
h ,

(37)

where ν∗h ∈U p,k
h approximates the discrete solution of the adjoint continuous problem (see [49]); the adjoint coun-

terpart of the solution uh ∈U p
h of (26) while w∗

h ∈U p
h is an additional variable that constrains the solution dimen-

sion. Moreover, as the direct saddle-point problem (26) is well-posed, the adjoint saddle-point problem (37) is
also well-posed; the two problems share the same left-hand side. Thus, we approximate the error in the QoI fol-
lowing [49], which solves an auxiliary discrete problem that has a unique solution and is well-posed,{

Find ε∗h ∈U p,k
h such that:

(ε∗h ,νh) = q(νh)−bh(νh ,ν∗h), ∀νh ∈U p,k
h

(38)

We adopt the following adjoint-residual-based estimator for the QoI [49],

E2
T (εh ,ε∗h) := ∣∣(εh ,ε∗h

)
U

p,k
h

∣∣ (39)

which solves (26) and (37) along with the adjoint residual problem (38). Then, we mark each element with its local
upper bound |||εh |||Th,k

∣∣∣∣∣∣ε∗h∣∣∣∣∣∣
Th,k

where |||·|||Th,k
is the element localized triple norm. Rojas et al. [49] built the theory

using a dG framework; nevertheless, it is general and can be applied to the bubble-enriched continuous test spaces
as well. In our numerical example, we consider the advection-reaction problem (3) over the unit square domain
Ω = [0, 1]2 ∈ R2, with a constant velocity field b = (3,1)T (cf. [49]). Let the reaction parameter be µ= 0 (advection
dominated), thus the source term is f =µu = 0 inΩ. In this case, g (x1, x2) defines the exact solution as,

u(x1, x2) = 2+ tanh

(
10

(
x2 − x1

3
− 1

4

))
+ tanh

(
1000

(
x2 − x1

3
− 3

4

))
. (40)
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(a) Initial mesh (b) Bubble-enriched CIP (110,990 DoF) (c) dG framework (107,040 DoF)

Figure 6: Initial & refined meshes for similar total degrees-of-freedom DoF number using CIP formulation with a bubble enriched test space
(p = 1, k = 3) & a dG framework (p = 1,∆p = 0)
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Figure 7: Relative error (|q(u −uh )|/|q(u)| in the quantity of interest (QoI) using residual minimization with a CIP formulation with
bubble-enriched test space (solid lines) and a dG framework (dashed lines)

In addition, the QoI has the following form,

q(u) = 1

|Ω0|
∫
Ω0

udΩ0, (41)

where u is the exact solution (40) and Ω0 = (0.7,0.8)× (0.3,0.5) is a subdomain of the physical domain Ω. As the
starting point for the adaptive procedure, we consider the Ω0-conforming mesh of Figure 6a. Figure 6 displays
the resulting adapted meshes using a CIP formulation with bubble-enriched test space and a dG framework at a
similar total number of DoFs. These figures show that the resulting adapted meshes are similar, and both method-
ologies adjust the refinement process consistently to the physical problem nature. Next, we compare error plots

against the expected optimal convergence slope DoF−(
p+ 1

2

)
where p is the polynomial order of the trial space

(see [32]). Since the error is measured in a QoI, we compare the results obtained in [49] using a dG framework
against CIP method with residual minimization onto a bubble-enriched test space results directly. We evaluate the
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numerical results considering two polynomial orders for the trial space (namely p = 1, 2) with the same polyno-
mial order for the dG test space (i.e., ∆p = 0) and k = p +2 for bubble enriched test space. Figure 7 shows the con-
vergence of the relative error in the QoI for the CIP formulation with residual minimization onto bubble-enriched
test spaces (solid lines) and the dG framework proposed in [49] (dashed lines). For low order approximations,
the CIP formulation with residual minimization shows super convergence compared to the residual minimization
using a dG test space that achieves the optimal convergence rate. For higher-order polynomial spaces, CIP has a
performance similar to the dG framework.

6. Contributions and future work.

This paper extends AS-FEM to use the hp-CIP finite element method with an enriched test space. We use
a stable formulation (namely, the CIP formulation) in the trial space and enlarge the test space via bubble en-
richment of the trial space to estimate a residual representative to guide adaptivity, see [42]. This is meaningful
as, in this case, the formulation is already stable in the trial space. Since we choose the coercive stable CIP for-
mulation, we derive a new a-priori error estimate result for the residual minimization method using continuous
bubble-enriched test spaces, which relies on an orthogonality argument for the boundedness of the discrete bilin-
ear form that proves quasi-optimal convergence for advection-reaction problems. We also confirm numerically
that the residual estimate is robust regarding the energy norm and competitive with the a-posteriori error esti-
mate available in the literature. Moreover, we show that using the CIP formulation and residual minimization
onto bubble-enriched test spaces improves the convergence rates in the L2-norm. However, the residual estima-
tor is calculated using the energy norm. The numerical results for goal-oriented adaptivity suggest that applying
residual minimization and a coercive stable formulation using bubble-enriched continuous test spaces improves
convergence rates for the error in the quantity of interest when the polynomial order for the trial space is low.
Additionally, the method maintains the optimal convergence rates for high-order spaces. Further research will
explore the performance of this method applied to other challenging problems. For example, we will study the
extension of this method to non-linear hyperbolic equations that describe many engineering problems, such as
solving the shallow water equations and coupled fluid and solid mechanics equations for assessing the long-term
stability of tailing dams.
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Appendix A. Proof of Proposition 1.

We separate the proof of Proposition 1 into two part: Lemma 7 and Theorem 2, with the a-priori error estimate
onto bubble enrichment.

Lemma 7 (Boundedness). Consider k = p +1 > d = 2. If η ∈ (
U p

h

)⊥
:= {

z ∈ L2(Ω) : (z,νh) = 0, ∀νh ∈U p
h

}
the follow-

ing result holds,

sup
νh∈U

p,k
h

bh(η,νh)

|||νh |||k,h
.

∣∣∣∣∣∣η∣∣∣∣∣∣
k,h,#, (A.1)

where the norm ∣∣∣∣∣∣η∣∣∣∣∣∣
k,h,# := ∣∣∣∣∣∣η∣∣∣∣∣∣

k,h + (
k2 h

1
2 p1/2 +kα/2p−1/2)|η|h

and | · |h , is the semi-norm

|η|h :=
( ∑

T∈Ωh

h−1
T βT,∞‖η‖2

T

)1/2

.
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Proof. The only term to estimate in (19) is
(
η, b ·∇νh

)
Ω. Let bh the L2-orthogonal projection of b onto V 0

h . Thus,(
η,b ·∇νh

)
Ω = (

η, (b−bh) ·∇νh
)
Ω+ (

η,bh∇νh
)
Ω. (A.2)

Since b ∈ [
W 1,∞(Ω)

]2, and νh ∈U p,k
h ⊂U k

h we have the following inverse inequalities (see e.g., [17]):

‖b−bh‖[L∞(T )]d . hT ‖b‖[W 1,∞(T )]d , (A.3)

‖∇vh‖T . k2h−1
T ‖vh‖T , for allT ∈Ωh . (A.4)

Thus, we can bound the first term in the right-hand side of (A.2) as follows:

(
η, (b−bh) ·∇νh

)
Ω.

( ∑
T∈Ωh

h−1
T βT,∞

∣∣∣∣η∣∣∣∣2
T

) 1
2
( ∑

T∈Ωh

h3
Tβ

−1
T,∞||b||2W 1,∞(T )

||∇νh ||2T
) 1

2

(by (A.3) and Cauchy-Schwartz)

. k2h
1
2 |η|h ||νh ||Ω (by (32), and (A.4)).

The second term in the right-hand side of (A.2) is estimated using the fact that η ∈ (
U p

h

)⊥
, the Cauchy-Schwartz in-

equality and the interpolation estimate of Lemma 2. Letφh := bh ·∇νh . We call Uβ,h :=
{

IOs (φh) :φh = bh ·∇νh , νh ∈U k,p
h

}
.

Since, IOsφh may not be in U p,k
h but it is contained in U p

h , since k = p +1. Hence,(
η,φh)Ω = (

η,φh − IOsφh
)
Ω

≤
( ∑

T∈Ωh

h−1
T βT,∞

∣∣∣∣η∣∣∣∣2
T

) 1
2
( ∑

T∈Ωh

hTβ
−1
T,∞

∣∣∣∣φ− IOsφh
∣∣∣∣2

T

) 1
2

. |η|h
( ∑

T∈Ωh

∑
e∈FT

h2
T p−1β−1

T,∞
∣∣∣∣�φh�

∣∣∣∣2
e

) 1
2

.

Since ∣∣∣∣�φh�
∣∣∣∣

e = ||�bh ·∇νh�||e . ||�(b−bh) ·∇νh�||e +||�b ·∇νh�||e , (A.5)

and

||�(b−bh) ·∇νh�||e .
∑
e∈T

hT ‖b‖[W 1,∞(T )]d ‖∇νh |T ‖e (A.6)

.
∑
e∈T

hT ‖b‖[W 1,∞(T )]d

(
p2

hT

)1/2

‖∇νh‖T ( Estimate (11)) (A.7)

.
∑
e∈T

hT ‖b‖[W 1,∞(T )]d

(
p2

hT

)1/2
k2

hT
‖νh‖T (Estimate (A.4)) (A.8)

.
∑
e∈T

‖b‖[W 1,∞(T )]d
pk2

h1/2
T

‖νh‖T . (A.9)

Hence ∑
T∈Ωh

∑
e∈FT

h2
T p−1β−1

T,∞||�(b−bh) ·∇vh�||2e . pk4h‖vh‖2
Ω

Furthermore, ∑
T∈Ωh

∑
e∈FT

h2
T p−1β−1

T,∞||�b ·∇νh�||2e .
∑

T∈Ωh

∑
e∈FT

h2
e p−1βe,∞||�∇vh ·n�||2e (A.10)

. p−1kα j (vh , vh). (A.11)
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Collecting the above estimates and Lemma 5 yields(
η,φh

)
Ω. |η|h

(
k2 h

1
2 p1/2 +kα/2p−1/2)|||νh |||k,h .

This completes the proof.

Lemma 8. Consider the continuous L2(Ω)-projection operator Πh : L2(Ω) →U p
h . Then, for all w ∈ H s (Ω), s ≥ 1, we

have the following hp-approximation properties

|w −Πh w |h . p− 1
4

(
h

p

)q−1/2

‖w‖q,Ω, (A.12)

|||w −Πh w |||h,k .
(
p3/4 +p11/4k−α/2)( h

p

)q−1/2

‖w‖q,Ω (A.13)

with q = min{p +1, s}.

Proof. Let w ∈ H s (Ω), s ≥ 1. The proof of (A.12) follows from [12, Lemma 5.6].
The proof of estimate (A.13) is as follows. By definition,

|||w −Πh w |||2h,k := ∥∥µ1/2
0 (w −Πh w)

∥∥2
Ω+ 1

2

∥∥|b ·n|1/2(w −Πh w)
∥∥2
∂Ω+ jh,k (w −Πh w, w −Πh w). (A.14)

The estimates (14) and (15) of Lemma 3 imply

‖w −Πh w‖∂Ω ≤ p3/4
(

h

p

)q−1/2

‖w‖q,Ω.

Thus, the second term of (A.14) is bounded. To bound the last term of (A.14), we will use the well-known estimate
for the orthogonal L2 projectionΠ∗

h : L2(Ω) →V p
h under the same conditions of [12, Lemma 5.4],

‖w −Π∗
h w‖∂T . p1/4

(
h

p

)q−1/2

‖w‖q,T , ∀w ∈Pp (T ) (A.15)

and

‖∇(w −Πh w)‖∂T ≤ ‖∇(w −Π∗
h w)‖∂T +‖∇(Πh w −Π∗

h w)‖∂T

. ‖∇(w −Π∗
h w)‖∂T +

(
p2

hT

)3/2

‖Πh w −Π∗
h w‖T (estimates (11) and (A.4))

. ‖∇(w −Π∗
h w)‖∂T +

(
p2

hT

)3/2

‖Π∗
h w − IOs (Π∗

h w)‖T

. ‖∇(w −Π∗
h w)‖∂T +

(
p2

hT

)3/2 (
hT

p

)1/2 ∑
e∈FT

‖[Π∗
h w −w]e‖e

. ‖∇(w −Π∗
h w)‖∂T +

(
p2

hT

)3/2 (
hT

p

)1/2

p1/4
(

hT

p

)q−1/2

‖w‖q,T (estimate (A.15)

. ‖∇(w −Π∗
h w)‖∂T +p7/4

(
hT

p

)q−3/2

‖w‖q,T

. p7/4
(

h

p

)q−3/2

‖w‖q,T .
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Thus, the last term of (A.14) is controlled as follows

jh,k (w −Πh w, w −Πh w).
∑

e∈F

h2
e

kα
β∞,e‖[∇(w −Πw) ·n]e‖2

e

.
∑

T∈Ωh

∑
e∈F (T )

h2
T

kα
β∞,e

(
p7/2

(
hT

p

)2q−3

‖w‖2
q,Ω

)

. p11/4k−α
(

h

p

)2q−1

‖w‖2
q,Ω.

Theorem 2 (A priori error estimate onto bubble enrichment). Let u ∈ H s (Ω) with s > 3
2 , solve (3) and let uh ∈U p

h
solve (26). Take α= 7

2 , then under Assumption 1 and using Lemma 8, the following estimate holds

|||u −uh |||k,h . (p +p
5
4 h

1
2 )

(
h

p

)q− 1
2 ||u||q,Ω, (A.16)

with q = min{p +1, s}. Moreover, if h ≤ p− 1
2 then,

|||u −uh |||k,h . p

(
h

p

)q− 1
2 ||u||q,Ω. (A.17)

Proof. When α= 7/2, following estimate (A.13) in Lemma 8, we have

|||u −Πhu|||k,h .
(
p +p5/4h1/2)( h

p

)q−1/2

‖u‖q,Ω.

Moreover, following the proof of Theorem 1 we have

|||uh −Πhu|||h,k . |||u −Πhu|||h,k,#

Thus,

|||u −uh |||k,h . |||u −Πhu|||h,k +|||Πhu −uh |||k,h

. |||u −Πhu|||h,k +
(
k2 h

1
2 p1/2kα/2p−1/2)∣∣u −Πhu

∣∣
h

. |||u −Πhu|||h,k +
(
k2 h

1
2 p1/2 +k7/4p−1/2)p− 1

4

(
h

p

)q−1/2

‖u‖q,Ω (using estimate (A.12))

.
(
p3/4 +p11/4k−7/4 +k2p1/4 h

1
2 +k7/4p−3/4

)(
h

p

)q−1/2

‖u‖q,Ω, (using estimate (A.13))

.
(
p +p5/4h

1
2

)(
h

p

)q−1/2

‖u‖q,Ω (overestimating)

with q = min(p +1, s) and the inequality (A.16) is satisfied. Moreover, if h ≤ p−1/2, with p ≥ 1 can be bounded by 1,
we obtain

|||u −uh |||k,h . p

(
h

p

)q−1/2

‖u‖q,Ω,

with q = min(p +1, s).
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