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In this article, we propose the S chart with variable charting statistic to control the covariance matrix as
an alternative to the use of the bivariate |S| chart and the trivariate VMAX chart. As usual, samples are
regularly taken from the process, but only one of the two quality characteristics, X or Y, is measured
and only one of the two statistics (Sx; Sy) is computed. The statistic in use and the position of the current
sample point on the chart define the statistic for the next sample. If the current point is the standard devi-
ation of the X values and it is in the central region (warning region), then the statistic for the next sample
will be the standard deviation of the Y values (X values). If the current point is the standard deviation of
the Y values and it is in the central region (warning region), then the statistic for the next sample will be
the standard deviation of the X values (Y values). For the trivariate case, when the sample point falls in the
central region, the charting statistic for the next sample changes from Sx to Sy, or from Sy to Sz, or yet, from
Sz to Sx. The VCS chart is not only operationally simpler than the bivariate |S| and trivariate VMAX charts
but also signals faster even with less measurements per sample.

� 2017 Elsevier Ltd. All rights reserved.
1. Introduction

In many production lines, samples are regularly taken from the
process with the purpose to obtain information about different
quality characteristics of the products, which are used to calculate
the plotting statistic of multivariate control charts. Signs of interest
in bivariate control charts are acknowledged by numerous publica-
tions on this subject (Amiri, Allahyari, & Sogandi, 2015; Bersimis,
Sachlas, & Castagliola, 2016; He, Wang, Tsung, & Shang, 2016; Ho
& Costa, 2015; Leoni & Costa, 2017; Leoni, Machado, & Costa,
2015, 2016; Melo, Ho, & Medeiros, 2016; Osei-Aning, Abbasi, &
Riaz, 2017; Saghir, 2015; Saghir, Chakraborti, & Ahmad, 2017;
Saghir, Khan, & Chakraborti, 2016; Simões, Leoni, Machado, &
Costa, 2016; Tran, 2016; Yang, 2016).

With the introduction of the generalized variance statistic |S|,
Alt (1985) emphasized the importance to control the covariance
matrix R of multivariate processes. In 1999, Aparisi, Jabaloyes
and Carrión studied the distribution of the generalized variance
and, in 2001, they introduced the generalized variance chart with
variable sample size, see Aparisi, Jabaioyes, and Carrion (1999)
and Jabaloyes, Carrión, and Aparisi (2001). Subsequently,
Grigoryan and He (2005) developed the double sampling |S| chart.

Control charts more efficient than the generalized variance |S|
chart have been proposed. Costa and Machado (2008a, 2008b),
Machado and Costa (2008), and Machado, Costa, and Rahim
(2009) considered the VMAX statistic to control the covariance
matrix of multivariate processes. The points plotted on the VMAX
chart correspond to the maximum of the sample variances of the p
quality characteristics. Costa and Machado (2011) also considered
the RMAX statistic to control the covariance matrix of multivariate
processes. The points plotted on the RMAX chart are the maximum
of the sample ranges of the p quality characteristics. The user’s
familiarity with sample ranges is a point in favor of the RMAX
chart. In terms of the ability to detect an out-of-control condition,
the VMAX chart performs better than the RMAX chart.

In this article, we show that the S chart with variable charting
statistic (VCS chart) is an excellent device to control the variance-
covariance matrix of bi and trivariate processes; the VCS chart is
operationally simpler than its competitors: the generalized vari-
ance |S| chart, the VMAX chart, and the multivariate S chart pro-
posed by Alt (1985). Moreover, the VCS chart has the best
relation between signaling delays and measurements per sample.
The basic idea is to work with larger samples, once only one of
the two quality characteristics, X or Y (trivariate case: X, Y or Z),
is measured and only one of the two charting statistics, Sx or Sy
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is computed (trivariate case: Sx or SY , or Sz, is computed). If the cur-
rent charting statistic is Sx and the current sample point falls in the
central region (warning region), then the charting statistic for the
next sample will change to Sy (will be the same, that is, Sx). Alter-
natively, if the current charting statistic is Sy and the current sam-
ple point falls in the central region (warning region), then the
charting statistic for the next sample will change to Sx (will be
the same, that is, Sy). For the trivariate case, when the sample point
falls in the central region, the charting statistic for the next sample
switches from Sx to Sy, or from Sy to Sz, or from Sz to Sx).

The idea of working with only one quality characteristic per
time was introduced by Leoni and Costa (2017). They proposed
to control the mean vector of bivariate (X, Y) and trivariate (X,
Y, Z) processes by alternating the charting statistics ð�x; �y;�zÞ of
the Shewhart chart. The ACS chart, as it was named, is substan-
tially easier to operate and faster than the Hotelling chart in sig-
naling changes in the mean vector. Even with fewer
measurements per sample, the ACS chart outperforms the Hotell-
ing chart.

An EWMA version of the VCS chart was also compared with
the multivariate EWMA chart developed by Hawkins and
Maboudou-Tchao (2008). For the bivariate case, they are similar
in performance. The VCS scheme is especially recommended for
cases where different types of equipment are used to obtain
the X and Y observations. In this context, working with only
one quality characteristic per time facilitates the measuring
operation.
2. The generalized variance |S| chart

The generalized variance |S| chart is the usual Shewhart-type
chart to control the variance-covariance matrix of multivariate
processes. With the generalized variance |S| chart in use, samples
of size n are regularly collected and the quality characteristics (X,
Y, Z . . .) of the selected items are measured. The two common
assumptions to study the performance of the generalized variance
|S| charts are: (I) The p quality characteristics (X, Y, Z . . .) follow a
multivariate normal distribution with the covariance matrix given
as R ¼ ðR11 ¼ a2

1r2
x ;R12 ¼ a1a2rxy;R22 ¼ a2

2r2
y ; R13 ¼ a1a3rxz;R23 ¼

a2a3ryz;R33 ¼ a2
3r2

z ; . . .Þ; being Rij ¼ Rji, (II) The in-control covari-
ance matrix R0 has all ai ¼ 1 and the out-of-control covariance
matrix R1 has at least one ai > 1. The way the covariance matrix
was defined, assures that the out-of-control conditions do not
change the correlations, consequently the power of the generalized
variance |S| chart is independent of the XY, XZ, YZ . . ., correlations -

qij ¼ aiajrijða2i a2j r2
i r2

j Þ
�1=2 ¼ rijðr2

i r2
j Þ

�1=2
; i– j 2 fx; y; zg.

In this paper, we deal with the most common case where the
assignable cause increases the variances (ai > 1). The particular
case where ai < 1, requires the use of more sophisticated charts,
such as the multivariate EWMA charts, see Hawkins and
Maboudou-Tchao (2008).

When p = 2, and the process is in control 2ðn� 1ÞjSj1=2jR0j�1=2 is
distributed as chi-square variable with 2n � 4 degrees of freedom,
where S ¼ ðS2x ; Sxy; Syx; S2yÞ, being S2x the sample variance of the X

observations, S2y the sample variance of the Y observations, and
Sxy ¼ Syx the sample covariance between X and Y. The control limit
for the |S| chart is

CL ¼ ðv2
2n�4;aÞ

2jR0j
4ðn� 1Þ2 ð1Þ

The power of the |S| chart is function of a2
1 and a22, the out of-

control values of the process variances (without losing generality,
it is assumed that r2

x ¼ r2
y ¼ 1)
pjSj ¼ Pr v2
2n�4;a P

v2
2n�4;affiffiffiffiffiffiffiffiffiffi
a21a

2
2

q
0
B@

1
CA ð2Þ

The exact distribution of the monitoring statistic |S| for more
than two variables is complex. To control trivariate processes,
the |S| control chart is based on the mean and variance of the sam-
ple generalized variance |S|, and the property that most of the
probability distribution of |S| is contained in the interval
EðjSjÞ � 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðjSjÞp

: According to Alt and Smith (1988),

EðjSjÞ ¼ b1jR0j and VarðjSjÞ ¼ b2jR0j2, where

b1 ¼ 1
ðn�1Þp

Yp
i¼1

ðn� iÞ; and

b2 ¼ b1

Yp
i¼1

n�iþ2
ðn�1Þp � b1

" # ð3Þ

The |S| chart’s control limits are obtained by using the asymp-
totic normality of |S|.

UCL ¼ jR0jðb1 þ k
ffiffiffiffiffi
b2

p
Þ

LCL ¼ jR0jðb1 � k
ffiffiffiffiffi
b2

p
Þ

ð4Þ

where k > 0 is the control limit coefficient of the |S| chart. The value
of k depends on the desired value of a, the false alarm risk, that is,
k ¼ U�1ð1� aÞ. However, the asymptotic normality of |S| is not
applicable with small samples. For instance, with p = 3, n = 4; and
R0 ¼ fRii ¼ 1:0; i ¼ 1;2;3; R12 ¼ R13 ¼ R23 ¼ 0g; simulated results
proved that the use of k = 3.0 doesn’t lead to ARL0 = 370.4, but to
an ARL0 ffi 304.0. The main drawback of the |S| chart is the require-
ment that the size of the samples should be larger than p, that
means, with three variables the smallest sample size is four. As
the number of observations per sample is given by np, the minimum
np is twelve.

The VMAX chart proposed by Costa and Machado (2008a,
2008b) to control trivariate processes doesn’t require samples of
size n larger than p. As they obtained the exact distribution of
the monitoring statistic VMAX, the false alarm risk and the power
of the VMAX chart can be determined with accuracy. They also
proved that the VMAX chart is operationally simpler and more effi-
cient than the |S| chart. All these points in favor of the chart pro-
posed by Costa and Machado (2008a, 2008b) led us to compare
the trivariate VCS S chart with the VMAX chart.
3. The S chart with variable charting statistic

The S chart with variable charting statistic is the Shewhart-type
chart specially designed to control the covariance matrix of bi and
trivariate processes. When the S chart with variable charting statis-
tic (VCS S chart) is used to control bivariate processes, samples of
size n are regularly taken from the process, but only one of the
two quality characteristics, X or Y, is measured and only one of
the two statistics (Sx; Sy) is computed. The statistic in use and the
position of the current point define the statistic for the next sam-
ple. If the statistic in use is Sx and the sample point falls in the cen-
tral region (warning region), then the statistic for the next sample
will change to Sy (will be the same, that is, SX). Alternatively, If the
statistic in use is Sy and the current sample point falls in the central
region (warning region), then the statistic for the next sample will
change to SX (will be the same, that is, Sy).

When the VCS chart is used to control trivariate processes, only
one of the three quality characteristics: X, Y or Z, is measured and
only one of the three statistics: Sx, or Sy, or Sz, is computed. With
three quality characteristics, the charting statistic changes from
Sx to Sy, or from Sy to Sz, or yet, from Sz to Sx. Fig. 1 illustrates the
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Fig. 1. The VCS S chart.
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S chart with variable charting statistic. The Sx points are followed
by the Sx points as long as they fall in the warning region, however,
a Sx point in the central region changes the quality characteristic,
that is, the charting statistic for the next sample will be the stan-
dard deviation of the Y observations - Sy: The same way, the Sy
points are followed the Sy points as long as they fall in the warning
region, however, a Sy point in the central region changes the qual-
ity characteristic, that is, the charting statistic for the next sample
will be the standard deviation of the Z observations - Sz: Finally, the
Sz points are followed the Sz points as long as they fall in the warn-
ing region, however, an Sz point in the central region changes the
quality characteristic, that is, the charting statistic for the next
sample will be Sx - the standard deviation of the X observations.

The Control Limit (CL) of the S chart depends on the desired
value of a, the false alarm risk, that is, ðn� 1ÞCL2 ¼ v2

n�1;a. If
d > a, is the in-control probability to obtain a point outside the
central region, then ðn� 1ÞWL2 ¼ v2

n�1;d, where (WL) is theWarning
Limit of the S chart.

The power of the VCS S chart depends on the statistic in use, if
the current statistic is Sx, the power is given by pSx ¼
Prða2

1v2
n�1 P v2

n�1;aÞ. Similarly, with the statistics Sy and Sz; the

power is given by pSy ¼ Prða22v2
n�1 P v2

n�1;aÞ and pSz ¼
Prða2

3v2
n�1 P v2

n�1;aÞ, respectively.
The speed with the control charts signal is measured by the

Average Run Length – ARL. Expression (7) gives the ARLs of the
VCS S chart, see Appendix A for details.

ARL ¼ 3ðaþ bþ cÞ � ½2bþ cð1� pyÞ�px � ½2c þ að1� pzÞ�py � ½2aþ bð1� pxÞ�pz

3ðpx þ py þ pz � pxpy � pxpz � pypzÞ
ð5Þ

In expression (5), a ¼ 1=ð1� gxÞ, b ¼ 1=ð1� gyÞ, c ¼ 1=ð1� gzÞ,
where gx is the probability of a sample point Sx falling in the warn-
ing region, and px is the probability of a sample point Sx falling in
the action region, constrained by the restriction that the point did
not fall in the warning region. The definitions of the two pair of
probabilities, ðgy; pyÞ and ðgz; pzÞ, are similar to the definitions of
gx and px:

gx ¼ Pr½a21v2
n�1 < v2

n�1;a� � Pr½a21v2
n�1 < v2

n�1;d� ð6aÞ

gy ¼ Pr½a22v2
n�1 < v2

n�1;a� � Pr½a22v2
n�1 < v2

n�1;d� ð6bÞ

gz ¼ Pr½a23v2
n�1 < v2

n�1;a� � Pr½a23v2
n�1 < v2

n�1;d� ð6cÞ

px ¼ pSx=ð1� gxÞ ð7aÞ
py ¼ pSy=ð1� gyÞ ð7bÞ

pz ¼ pSz=ð1� gzÞ ð7cÞ
For the bivariate case, Eq. (5) reduces to Eq. (8)

ARL ¼ aþ bþ að1� pyÞ þ bð1� pxÞ
2ðpx þ py � pxpyÞ

ð8Þ
4. Comparing the charts performance

In this section, the performance of the bivariate VCS S chart is
compared with the performance of the generalized variance |S|
chart, and the performance of the trivariate VCS S chart is com-
pared with the performance of the VMAX chart. The ARLs tables
were built for an in-control ARL of 370.4 (a = 0.0027). Tables 1
and 2 presents the bivariate case (p = 2); (n, m) are, respectively,
the size of the samples and the number of measurements per sam-
ple. The control limits (CL) of the generalized variance |S| charts
were computed for q = 0.5. When the VCS S chart in use m = n,
but with the generalized variance |S| chart in use, m = pn. The
VCS S chart requires less measurements per sample to overcome
the generalized variance |S| chart. The VCS S chart with m = 3
(n = 3), signals faster (when a1 – a2), or with the same speed (when
a1 = a2) than of the |S| chart withm = 6 (n = 3). In other words, with
samples of size n = 3, the measurement of only one quality charac-
teristic (X or Y) per time is always simpler and better than the mea-
suring of the X and Y quality characteristics all the time. Table 2,
presents the charts’ performance when only one of the two vari-
ables is affected by the disturbance (a1 = 1.0; a2 > 1.0); the VCS S
chart signals these types of out-of-control situations much faster
than the generalized variance |S| chart with twice observations
per sample.

In Table 3, the VCS S chart is compared with the VMAX chart, the
percentage ARL reduction by the use of the S chart is given by
expression (9). Table 3 shows that, even with smaller number of
measurements per sample, the VCS S chart is superior to the VMAX
chart.

PR ¼ 100 � ARLVMAX � ARLVCS
ARLVMAX

ð9Þ

The VCS S chart is especially recommended for cases where the
selection of larger samples is easy but the measuring operation is
not so easy, because different types of equipment are used to
obtain the X, Y and Z observations, and they might be far from each
other. In this context, working with only one quality characteristic



Table 1
Comparing the VCS and |S| charts – a1 ; a2 2 f1;1:25;1:5;1:75;2g.

VCS |S| VCS |S| VCS |S| VCS |S|
n 3 3 5 4 7 5 9 6
m 3 6 5 8 7 10 9 12
CL 2.432 6.559 2.016 5.502 1.829 4.717 1.717 4.168

a1 a2 WL 1.00 0.866 1.155 1.541

1 1 370.4 370.4 370.4 370.4 370.4 370.4 370.4 370.4
1.25 1.25 44.05 29.25 21.90 17.40
1.5 1.25 20.02 23.44 11.63 14.29 8.30 10.19 6.49 7.85
1.5 1.5 13.86 8.03 5.61 4.29
1.75 1.25 10.69 14.94 5.94 8.71 4.19 6.09 3.35 4.66
1.75 1.5 9.03 9.52 5.13 5.40 3.58 3.77 2.79 2.91
1.75 1.75 6.90 3.89 2.74 2.16
2 1.25 6.95 10.65 3.97 6.07 2.82 4.23 2.33 3.25
2 1.5 6.39 7.18 3.72 4.05 2.62 2.85 2.10 2.23
2 1.75 5.34 5.42 3.06 3.07 2.19 2.20 1.76 1.77
2 2 4.39 2.52 1.85 1.52

Table 2
Comparing the VCS and |S| charts – (a1 = 1.0; a2 > 1.0).

VCS |S| VCS |S| VCS |S| VCS |S|
n 3 3 4 4 5 5 6 6

a1 a2 m 3 6 4 8 5 10 6 12

1 1 370.4 370.4 370.4 370.4 370.4 370.4 370.4 370.4
1 1.25 71.23 113.48 55.87 88.72 44.72 74.13 41.36 63.98
1 1.5 21.98 51.57 15.43 35.10 11.65 26.70 10.11 21.45
1 1.75 10.61 29.36 7.31 18.41 5.75 13.32 4.69 10.35
1 2 6.67 19.25 4.69 11.48 3.94 8.11 3.07 6.21
1 2.25 4.89 13.86 3.56 8.03 3.18 5.61 2.42 4.29
1 2.5 3.95 10.65 2.98 6.07 2.80 4.23 2.09 3.25
1 2.75 3.39 8.59 2.64 4.85 2.59 3.40 1.92 2.63
1 3 3.03 7.18 2.43 4.05 2.45 2.85 1.81 2.23

Table 3
Comparing the VCS and VMAX charts.

VCS VMAX VCS VMAX
CL 2.016 6.980 1.693 5.475
WL 1.323 1.254
q 0.5 0.5

n 5 2 7 3
a1 a2 a3 m 5 6 PR 7 9 PR

1.00 1.00 1.00 370.34 370.4 370.4 370.4
1.25 1.00 1.00 66.51 76.93 13.5 51.09 61.83 17.4
1.25 1.25 1.00 39.40 44.35 11.2 29.69 34.98 15.1
1.25 1.25 1.25 29.25 31.84 8.1 21.90 24.98 12.3
1.50 1.00 1.00 17.27 21.68 20.3 11.92 15.62 23.7

1.25 1.50 1.00 15.62 18.42 15.2 10.92 13.46 18.8
1.25 1.25 1.50 14.38 16.18 11.1 10.14 11.93 15.0
1.50 1.50 1.00 10.39 12.06 13.8 7.22 8.73 17.3
1.25 1.50 1.50 10.08 11.20 10.0 7.05 8.16 13.6

1.50 1.50 1.50 8.03 8.76 8.4 5.61 6.39 12.2
1.75 1.00 1.00 7.80 9.69 19.5 5.41 6.77 20.0
1.25 2.00 1.00 5.05 5.54 8.8 3.70 3.90 5.2
2.00 1.00 1.00 4.91 5.71 14.0 3.57 3.99 10.4
1.75 1.75 1.00 4.90 5.54 11.5 3.45 3.95 12.6
1.50 2.00 1.00 4.65 4.96 6.2 3.41 3.53 3.5
1.75 1.75 1.75 3.89 4.16 6.6 2.74 3.03 9.4
2.50 1.00 1.00 3.14 3.05 �2.9 2.53 2.21 �14.6

2.00 2.00 1.00 3.16 3.39 6.7 2.34 2.46 5.1
2.00 2.00 2.00 2.52 2.63 4.4 1.85 1.97 6.3
2.50 2.50 1.00 2.05 1.95 �5.3 1.67 1.51 �10.7
2.50 2.50 2.50 1.60 1.61 0.9 1.28 1.31 2.4
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per time facilitates the measuring operation. That is, taking larger
samples and inspecting only one quality characteristic per time is
operationally simpler than taking smaller samples but having to
inspect more than one quality characteristic. We are working here
with the concept of rational subgroup, where the disturbance
always occurs in between sampling points, and not during the
sample collection.

The aim of this paper is to prove that the VCS S chart is not only
simpler to operate than the |S| and VMAX charts, but also more effi-
cient. The average run length (ARL) is the traditional metric to mea-
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sure the performance of the control charts (Knoth, 2016) where the
run length is the number of samples until the chart produces a sig-
nal. Alternatively, the percentage points of the run length distribu-
tion – RL (%), can also be used to evaluate the performance of the
charts, see Wheeler (2014) andWoodall (2016). The following rela-
tion is observed: RL (50%) < ARL < RL (95%), that is, the run length
distribution shrinks (the variance of the RL diminishes in magni-
tude), as the ARL decreases.

5. Comparing the VCS chart with the EWMA and S charts

Hawkins and Maboudou-Tchao (2008) developed a multivariate
EWMA chart to control the covariance matrix. According to them,
it is convenient to work with multistandardized data vectors rather
than the ‘‘raw” process reading Xi; for this, they find a matrix A
with the property AR0A

0 ¼ Ip, and transform to Ui ¼ AðXi � l0Þ.
The statistic plotted on their EWMA chart (HM EWMA chart) for
the ith samples is:

ci ¼ trðBiÞ � log jBij � p ð10Þ
If the value of ci plots above the upper control limit CL, the control
chart triggers an out-of-control signal. In expression (10), B0 ¼ Ip,
and, for i = 1, 2 . . .,

Bi ¼ ð1� kÞBi�1 þ kUiU
0
i; with 0 < k < 1: ð11Þ

For the bivariate case (p = 2), it follows that ð1� qÞ1=2U0
i ¼

ðXi;�qXi þ YiÞ, where ðXi;YiÞ are the (X, Y) observations of the ith
sample of size one (n = 1).

In order to make a fair comparison with the control chart pro-
posed by Hawkins and Maboudou-Tchao, we constructed the VCS
EWMA chart with the ci statistic but with U0

i ¼ ðXið1Þ;Xið2ÞÞ or
U0

i ¼ ðYið1Þ;Yið2ÞÞ, where ðXið1Þ;Xið2ÞÞ and ðYið1Þ;Yið2ÞÞ are, respec-
tively, the X and the Y observations of the ith sample of size two
(n = 2). If the current vector Uc is a vector of Xs, that is,
U0

c ¼ ðX1c;X2cÞ, then the variance S2c of ðX1c;X2cÞ defines the type

of the next sample observations. If S2c > WL, it will be X observa-
tions, consequently, U0

cþ1 ¼ ðXcþ1ð1Þ;Xcþ1ð2ÞÞ. Otherwise, it will be
Y observations, consequently, U0

cþ1 ¼ ðYcþ1ð1Þ;Ycþ1ð2ÞÞ. Similar pro-
cedure is followed when the current vector Uc is a vector of Ys.
Table 4 shows that two EWMA charts, HM and VCS, are similar in
performance. The VCS scheme is preferable when dealing with
samples of size two combined with the measuring of only one
quality characteristic is easier than dealing with samples of size
one combined with the measuring of two quality characteristics.
Table 4
Comparing the VCS with the bivariate EWMA and S charts.

EWMA

VCS
n 2

a1 a2 m 2
CL
WL 2.00

1 1 370
1.25 1.25 31.52
1 1.5 21.57
1.5 1.5 10.71
1 1.75 11.21
1.75 1.75 6.12
1 2 7.38
2 2 4.26
2.5 1 4.47
2.5 2.5 2.71
Alt and Smith (1988) was the first to deal with the control of the
covariance matrix. His multivariate S chart is a direct extension of
the univariate S2 control chart. The statistic plotted on the control
chart for the ith samples is:

Wi ¼ �pnþ pn lnðnÞ � n lnðjAij=jR0jÞ þ trðR�1AiÞ ð12Þ

In expression (12), Ai ¼ ðn� 1ÞSi, Si is the sample covariance matrix
for sample i, and tr is the trace operator. If the value of Wi plots
above the upper control limit CL, the chart triggers an out-of-
control signal. Table 4 shows that, even with the same sample size,
the VCS chart is superior to the bivariate S chart; except when the
aim is to detect large shifts. At each sampling time, the VCS chart
requires the inspection of only one of the two quality characteris-
tics. That means, opting to the VCS chart, the number of observa-
tions per sample reduces to one-half.

According to Table 4, the VCS EWMA chart and the EWMA chart
proposed by Hawkins and Maboudou-Tchao (2008) are similar in
performance. However, there are some points in favor of the VCS
version of the EWMA chart:

– First, the VSC version doesn’t require the estimation of the XY
correlation, consequently, less effort is required during phase I.

– Second, if the disturbance affects only one of the two variables,
then the VCS version indicates which variable was affected;
with the HM version, we never know which variable was
affected.

– Third, with the VCS version, the U vector is the vector of the
observations. With the HM version, the U vector is not the vec-
tor of the observations, but a function of them. In reality, a func-
tion that not only requires the estimation of the XY correlation,
but also requires, from the user, a deep knowledge of matrices
operations (matrix A with the property AS0Á = Ip, inverse-
Cholesky root matrix . . .). Remembering that the U vector is
the one that ‘‘feeds” the monitoring statistic (ci) of the EWMA
chart.

– Fourth, the VCS EWMA chart might work with the sample
ranges (because with samples of size two, the sample variance
is just the square of the sample range divided by two).
Wheeler (2014) advocates the use of the sample ranges; accord-
ing to him, the sample range is an intuitive measure of variabil-
ity that is very easy to teach. In a very recent paper, Woodall
(2016) commented two things: ‘‘The researcher advocate mov-
ing away from the use of the sample ranges, but practice has not
change very much, if at all”, ‘‘New methods based on Theory
must be convincingly shown to be effective in practice and
VCS S

HM
1 3 3
2 3 6

0.63 2.43 15.98
1.00

370 370.37 370
31.24 44.05 104.6
20.1 21.98 41.22
10.69 13.86 20.98
11.13 10.61 15.97
6.12 6.90 8.08
7.63 6.67 8.34
4.27 4.39 4.34
4.74 3.95 3.81
2.72 2.98 2.19
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adequately communicated before they can be accepted by prac-
titioners. In addition, there is a considerable amount of inertia
that needs to be overcome for a new method to be accepted
or for an old method to be discarded”. Based on all these
comments, the VCS EWMA chart seems to be a better option
for monitoring bivariate processes than the EWMA chart pro-
posed by Hawkins and Maboudou-Tchao (2008).

6. An example of application

In this section, we consider the example given by Aparisi et al.
(1999) to explain the operational simplicity of the S chart with
variable charting statistic (VCS). This example was also considered
by Costa and Machado (2008b) to illustrate the use of the VMAX
chart. Fig. 2 shows the three quality characteristics: the distance
between centers. X (cm), and the diameters Y (cm) and Z (cm).
The in-control values of the mean vector, the covariance matrix
and the correlations are:

l0 ¼
20
7
4

0
B@

1
CA; R0 ¼

0:04 0:02 0:01
0:02 0:02 0:011
0:01 0:011 0:01

0
B@

1
CA; q ¼

qxy ¼ 0:707
qxz ¼ 0:500
qyz ¼ 0:778

0
B@

1
CA:

Following the variable charting policy, it was generated five sam-
ples of size n = 5. Until sample five, the data was simulated from
an in-control process, after that, the data was simulated using the
variance-covariance matrix R1, with:
X

Y

Fig. 2. Part of the exam

Table 5
The data and the values of the charting statistics ðS�x ; S�y; S�zÞ.

Sample Variable Observations

1 2 3 4

1 X 20.12 20.18 19.84 20
2 X 19.87 20.02 19.76 20
3 Y 7.13 6.80 6.92 7.0
4 Z 3.86 4.29 3.91 3.8
5 Z 3.92 4.12 3.93 3.8
6 X 6.71 7.57 6.81 6.7
7 X 7.35 6.70 7.31 6.9
8 X 6.82 6.66 6.51 7.0
R1 ¼
0:16 0:04 0:02
0:04 0:02 0:011
0:02 0:011 0:01

0
B@

1
CA

Table 5 presents the (X; Y; Z) data and the plotting points
S�x ¼ Sx=rx S�y ¼ Sy=ry; and S�z ¼ Sz=rz, with ðrx;ry;rzÞ ¼
ð0:04;0:01; 0:02Þ1=2. To assure an ARL0 = 370.4, the control limit
was fixed as 2.016, see Table 3. The warning limit doesn’t affect
the false alarm risk, it was fixed as 1.323.

According to Fig. 3, after selecting the first sample, the quality
characteristic X of the five sample items were measured. The stan-
dard deviation Sx of these five measurements was computed to
obtain the first plotting point S�x ¼ Sx=rx: As this point fell in the
warning region, the charting statistic didn’t change, that is, the
quality characteristic X of the second sample items were measured.
The standard deviation Sx of these five measurements was com-
puted and used to obtain the second plotting point S�x ¼ Sx=rx. As
the second sample point fell in the central region, the charting
statistic changed to S�y ¼ Sy=ry, that is, the quality characteristic Y
of the third sample items were measured. The standard deviation
Sy of these five measurements was computed and used to obtain
the third plotting point S�y ¼ Sy=ry. As the third sample point also
fell in the central region, the charting statistic changed again,
now to S�z ¼ Sz=rz. The monitoring with the VCS policy follows until
the chart signals. According to Fig. 3, the signal was given when the
charting statistic S�x ¼ Sx=rx was in use.
Z

ple of application.

S�x S�y S�z Region

5

.32 19.64 1.37 Warning

.17 20.12 0.86 Central
4 6.99 0.88 Central
6 3.98 1.80 Warning
9 3.99 0.91 Central
2 6.95 1.79 Warning
5 6.78 1.50 Warning
6 7.61 2.15 Action



       1         2         3         4         5         6          7         8         ...                          Sampling point. 

2.016 

S

Central Region 

Warning Region 
1.323 

Action Region 

Fig. 3. The illustrative example of the VCS S chart.
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7. Conclusions

In this article, we introduced the idea of varying the charting
statistic. According to the VCS policy, the X. Y and Z observa-
tions are not from the same samples, consequently, the depen-
dence between quality characteristics doesn’t affect the
performance of the VCS chart. This feature is an additional
advantage of the VCS chart, once the design of the competing
VMAX and |S| charts require accurate estimation of the correla-
tion between each pair of quality characteristics. It is worth-
while the superiority of VCS chart against the competing |S|
chart, but the main reason to advocate the use of the VCS chart
lies in the fact that standard deviations are much easier to
compute than the sample variance-covariance matrices and
their determinants. Regarding to the monitoring of trivariate
processes, the VCS S chart is superior to the VMAX chart, even
when it works with smaller number of measurements per
sample.

Acknowledgement

The authors wish to express their sincere thanks to the Referees
and the Editor for their precious time reviewing our paper. This
research was supported by CNPq, grants 304599/2015-8 and
402559/2016-9.

Appendix A

A.1. The ARL of the S chart with variable charting statistic

The speed with which the bivariate VCS S chart signals an
out-of-control condition depends on the charting statistic that
is in use, just after the assignable cause occurrence. This
charting statistic has a fifty-fifty probability of being Sx - the
sample standard deviation of the X observations or Sy - the
sample standard deviation of the Y observations. Thus,
the ARL is computed as ðARLX þ ARLYÞ=2, where ARLX (ARLY ) is
the ARL value when Sx (Sy) is the charting statistic in use, just
after the assignable cause occurrence. When the monitoring is
initialized, the first quality characteristic to be measured is
randomly selected with fifty-fifty probability of being the X
or the Y quality characteristic. After a false alarm, the same
procedure decides the next quality characteristic to be
measured.

When the charting statistic Sx is in use the expected number of
points until the first one falling outside the warning region is
EðMXÞ ¼ a.
a ¼
X1
i¼1

iqi�1
x ð1� gxÞ ¼

1
1� gx

ðA1Þ

If CL and WL are respectively the control and the warning limits
of the VCS S chart, then gX ¼ Pr½CL < SX < WL�. When the charting
statistic Sy is in use, the expected number of points until the first
one falling outside the warning region is EðMYÞ ¼ b:

b ¼
X1
i¼1

iqi�1
y ð1� gyÞ ¼

1
1� gy

ðA2Þ

In expression (A2) gy ¼ Pr½CL < Sy < WL�.
The ARLX is the expected number of points on the chart until the

chart signals, given that the first point on the chart, just after the
assignable cause or the false alarm occurrences is the standard
deviation of X values:

ARLX ¼ apx þ ðaþ bÞð1� pxÞpy þ ð2aþ bÞð1� pxÞð1� pyÞpx

þ ð2aþ 2bÞð1� pxÞ2ð1� pyÞpy

þ ð3aþ 2bÞð1� pxÞ2ð1� pyÞ2px

þ ð3aþ 3bÞð1� pxÞ3ð1� pyÞ2py þ � � �

¼
X1
m¼1

mðaþ bÞ½ð1� pXÞð1� pyÞ�m�1½px þ ð1� pxÞpy�

�
X1
m¼1

b½ð1� pxÞð1� pyÞ�m�1px ¼
aþ b� bpx

px þ py � pxpy
ðA3Þ

In expression (A3):

px ¼
Pr½Sx > CL�

1� Pr½CL < Sx < WL� ðA4Þ

py ¼
Pr½Sy > CL�

1� Pr½CL < Sy < WL� ðA5Þ

Similar development leads to the expression for the ARLY :

ARLY ¼ aþ b� apy

px þ py � pxpy
ðA6Þ

From (A3) and (A6). it follows that:

ARL ¼ ARLX þ ARLY
2

¼ aþ bþ að1� pyÞ þ bð1� pxÞ
2ðpx þ py � pxpyÞ

ðA7Þ

Extending to the trivariate case:

ARLX ¼
X1
i¼1

½ðm� b� cÞpx þ ðm� cÞð1� pXÞpy þmð1� pxÞð1� pyÞpz�ð1� qÞi�1

¼ aþ bþ c � bpx � cpy � cpxð1� pyÞ
1� q

ðA8Þ
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In Expression (A8) q ¼ px þ py þ pz � pxpz � pxpz þ pxpypz and
m ¼ iðaþ bþ cÞ, with c ¼ 1=ð1� gZÞ. The probability gx and pz are
related to the charting statistic Sz, that is, gz ¼ Pr½CL < Sz < WL� and

pz ¼
Pr½Sz > CL�

1� Pr½CL < Sz < WL� ðA9Þ

Similar developments lead to the expressions for the ARLY and for
the ARLZ:

ARLY ¼ aþ bþ c � cpy � apz � apyð1� pzÞ
1� q

ðA10Þ

ARLZ ¼ aþ bþ c � apz � bpx � bpzð1� pxÞ
1� q

ðA11Þ

The ARL of the trivariate VCS S chart is given by the average of the
(ARLX. ARLY. ARLZ):

ARL ¼ ARLX þ ARLY þ ARLZ
3

¼ 3ðaþ bþ cÞ � ½2bþ cð1� pyÞ�px � ½2c þ að1� pzÞ�py � ½2aþ bð1� pxÞ�pz

3ð1� qÞ
ðA12Þ
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