**Talking in the Dark: Rules to facilitate open debate about lawful access to strongly encrypted information**

**Abstract**

Strong encryption can prevent anybody from accessing user data, including the technology companies responsible for its implementation. As strong encryption technology has become increasingly prevalent, law enforcement agencies have sought legislation to secure continued lawful access to the data affected. Following analysis of the encryption debates in the United States and the United Kingdom, this article will propose three rules that governments should follow to facilitate open debate and prevent the implementation of unsafe lawful access solutions. Firstly, we will provide context on current encryption policy. Secondly, it will be shown that continuous open debate must be facilitated in order to prevent the implementation of unsafe lawful access solutions. Finally, it will be argued that governments should be held to three rules when engaging in debate about lawful access: legislation governing lawful access must state clearly on its face whether decryption can be mandated; the encryption debate must not be oversimplified or reduced to emotive examples in order to secure public support for unsafe solutions; and safeguards on warrants must not be conflated with safeguards on lawful access mechanisms in order to suggest that solutions are safer than is actually the case.
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**1: Background on current encryption policy**

**1.1: Introduction.**

Technologies such as end-to-end encryption and device encryption strongly encrypt user data so that no third parties, including the technology companies responsible for their implementation, hold the decryption keys necessary to access a user’s communications as plaintext. As strong encryption has become more prevalent in mainstream technology, this inability to access user data has increasingly prevented law enforcement agencies from surveilling digital communications, a problem that the Federal Bureau of Investigation has christened *going dark*.[[1]](#footnote-1) Law enforcement agencies have argued that technology companies must alter their secure systems to provide mechanisms whereby they may lawfully access strongly encrypted data as plaintext.[[2]](#footnote-2) In response, technology companies and civil society groups have argued that facilitating lawful access would compromise the security of systems and offer no meaningful benefit in the prevention of crime.[[3]](#footnote-3) These groups contend that lawful access mechanisms could be exploited by malicious actors and that criminals may deploy alternative software in order to continue to avoid surveillance. Traditionally, the encryption debate was conceptualised as a clash between state security systems and individual privacy rights. However, more recently the debate has been viewed as discourse between those who believe that security is best protected by empowering law enforcement agencies, and those who believe that collective security depends on the integrity of strongly encrypted systems.

There exists a wealth of research assessing the general merits and demerits of providing lawful access to strongly encrypted systems.[[4]](#footnote-4) For example, in his 2015 report, Kaye, then a United Nations Special Rapporteur, argued that restrictions on strong encryption should be limited in order to protect users’ rights to privacy and freedom of opinion and expression online.[[5]](#footnote-5) Baker, former General Counsel at the FBI, has also opposed lawful access, arguing that international cybersecurity threats are so pressing that it is unacceptable to introduce any weakness to encrypted systems.[[6]](#footnote-6) Some further research also exists proposing or evaluating specific lawful access solutions. In 2018, leading figures at GCHQ published their heavily criticised *ghost proposal*, which suggested that government agencies be added to communication channels as silent parties.[[7]](#footnote-7) Lawful hacking has also frequently been advanced as a complete solution.[[8]](#footnote-8) However, even if the lawful access debate can be resolved as it currently stands, as time passes and technology evolves, further debate will be necessitated by new strong encryption technologies. Where once agencies were frustrated by fibre optic cables, now the debate centres on end-to-end and device encryption, and soon quantum computing will change the technological landscape again.[[9]](#footnote-9) As such, in this article we recognise that the encryption debate may never conclusively be resolved, and instead aim to arrive at rules that governments must follow to engage in productive debate and ensure good governance.

The proposed rules arise from an analysis of the lawful access debates in the US and the UK, countries which often work together closely on cybersecurity issues.[[10]](#footnote-10) These jurisdictions have been selected because, as discussed here at 1.3, the debate in each country is at an advanced and pivotal stage. Further, as each country has expressed a wish to influence the encryption debate abroad, it is hoped that recognising the flaws in their discussions will be valuable as other jurisdictions commence or develop their own debates. Part One of this piece provides background on the going dark debate and outlines the key arguments that have been advanced for and against lawful access. In Part Two, it will be shown that continuous open debate must be facilitated in order to prevent the implementation of unsafe lawful access solutions. Finally, in Part Three it will be argued that governments should be held to three rules when engaging in debate about lawful access: legislation governing lawful access must state clearly on its face whether decryption can be mandated; the encryption debate must not be oversimplified or reduced to emotive examples in order to secure public support for unsafe solutions; and safeguards on warrants must not be conflated with safeguards on lawful access mechanisms in order to suggest that solutions are safer than is actually the case.

**1.2: Background on the lawful access debate.**

End-to-end and device encryption are currently the key systems facing regulatory scrutiny in the US and the UK, but friction over lawful access to new technology has been prevalent for decades. McCarthy describes how, faced with new encryption software in the 1990s, the US government attempted to escrow keys under the ultimately commercially unsuccessful Clipper Chip system.[[11]](#footnote-11) Subsequently, when frustrated by the deployment of fibre optic cables, the Communications Assistance for Law Enforcement Act 1994 (CALEA) was implemented, which forced telecommunications carriers to re-engineer their systems to facilitate wiretapping.[[12]](#footnote-12) In the UK, the Government responded to increases in the use of encryption technology by passing the Regulation of Investigatory Powers Act 2000 (RIPA). RIPA facilitated decryption by making it a criminal offence for companies or individuals in possession of encryption keys to fail to hand them to authorities when asked to do so.[[13]](#footnote-13) Over recent years, the lawful access debate in Five Eyes countries[[14]](#footnote-14) such as the US and the UK has centred on end-to-end encryption and device encryption in turn.

End-to-end encryption is newly popular amongst big-tech companies, who seem keen to address privacy concerns amongst their customers following the Snowden revelations.[[15]](#footnote-15) As Kerr and Schnier explain, encryption encodes information by running it through a series of operations dictated by a hidden ‘key’.[[16]](#footnote-16) When end-to-end encryption is used, technology companies do not hold copies of this key, so it is impossible to reverse the operation and decrypt data in transit. As such, law enforcement agencies cannot perform virtual wiretaps on end-to-end encrypted systems. Device encryption differs in that it obscures data at rest, commonly the contents of a phone, which may only be read as plaintext when the user’s password is entered. Apple has used device encryption as standard in their products since 2014.[[17]](#footnote-17) Device encryption became particularly controversial following the San Bernardino and Pensacola terrorist attacks in America, as the FBI were unable to demand that Apple turn over inaccessible data encrypted on the iPhones of each attacker.[[18]](#footnote-18)

Lawful access debates are also ongoing in many other countries. In some jurisdictions, one approach is decisively politically favoured. Both China and Russia regulate encryption extensively and require that technology companies undermine their systems to assist law enforcement agencies.[[19]](#footnote-19) By contrast, the German government has an extensive history of support for strong encryption;[[20]](#footnote-20) law enforcement agencies in Germany may not demand decrypted data, and must instead rely on carefully regulated lawful hacking techniques. A further group of jurisdictions are just beginning to propose tentative legal solutions to the encryption debate. In Australia, the 2018 Assistance and Access Bill[[21]](#footnote-21) granted the Attorney General the heavily criticised power to mandate lawful access.[[22]](#footnote-22) The debates in the US and the UK are at similar crossroads. In a final set of jurisdictions, including Brazil, India, and the EU, the encryption debate remains entirely unresolved in the face of ever-increasing pressure to regulate.[[23]](#footnote-23)

**1.3: Current encryption policy in the US and the UK.**

Although attempts have been made in both the US and the UK to mandate lawful access, the debate is yet fully to be resolved in either jurisdiction. In the UK, the Investigatory Powers Act 2016 (IPA) allows the Secretary of State to impose obligations on telecommunications operators by issuing technical capability notices.[[24]](#footnote-24) The Investigatory Powers (Technical Capability) Regulations 2018[[25]](#footnote-25) have now clarified that the obligation to remove strong encryption may be imposed under the IPA, although Baker notes that it is unclear whether this provision will be effective when used against manufacturers in practice.[[26]](#footnote-26) In March 2019, Mark Zuckerberg published Facebook’s new privacy policy, in which it was announced that end-to-end encryption would be deployed across all Facebook-owned messaging services.[[27]](#footnote-27) Facebook has stated that they cannot implement strong encryption in the immediate future, but their announcement has nevertheless reignited the encryption debate in the US.[[28]](#footnote-28) In July 2019, US Attorney General Barr gave an address in which he argued that lawful access to strongly encrypted communications must be provided in order to prevent serious ‘real world’ harms.[[29]](#footnote-29) The US, UK, and Australian governments have since partnered in opposing unbreakable encryption in open letters and summits.[[30]](#footnote-30) Throughout 2020, multiple attempts have been made in the US to pass legislation mandating lawful access. The EARN IT Bill proposed removing legal content immunity for companies who failed to comply with ‘best practices’.[[31]](#footnote-31) Initially, ‘best practices’ were to be defined by a council overseen by anti-encryption Attorney General Barr,[[32]](#footnote-32) but the Bill has since been amended to limit his influence and protect strong encryption.[[33]](#footnote-33) However, another anti-encryption Bill, the Lawful Access to Encrypted Data Bill, has recently been proposed.[[34]](#footnote-34)

Those currently supporting lawful access in the US and the UK often claim that strong encryption facilitates crime. Technology companies who use strong encryption are unable to process plaintext user data internally, and are therefore unable to report dangerous content to the authorities. In their open letter to Facebook, representatives of the US, UK, and Australian governments noted that Facebook made 16.8 million reports of child exploitation content on their websites in the US in 2018.[[35]](#footnote-35) Facebook reported a further 26 million pieces of terrorist content between October 2017 and March 2019.[[36]](#footnote-36) Since December 2019, the UK’s National Society for the Prevention of Cruelty to Children (‘NSPCC’) has collected over 30,000 signatures on their open letter to Facebook, in which they claim that end-to-end encryption puts children at risk by making it impossible for companies to report dangerous communications.[[37]](#footnote-37) In response, Facebook has claimed that merely assessing the numbers of reports that they make risks overstating the issue, as around 96% of content reports relate to the same pieces of content.[[38]](#footnote-38) Further, it is impossible to know what proportion of reports Facebook makes without conducting plaintext analysis, for example by examining metadata or following a user report, and would therefore still be possible in an end-to-end encrypted system.

Those who oppose lawful access have frequently claimed that crime cannot be prevented by passing legislation to allow law enforcement agencies lawful access to encrypted data. Kerr and Schnier note that no lawful access solution can work consistently, as users will always be able to find alternative software to shield themselves from surveillance.[[39]](#footnote-39) Congresswoman Eshoo and Senator Wyden wrote to Attorney General Barr in 2019, arguing that lawful access legislation would merely encourage criminals to move to unregulated foreign platforms or the dark web,[[40]](#footnote-40) an argument which has since been repeated by Facebook.[[41]](#footnote-41) McCarthy and Pfefferkorn have both argued that criminals can easily use open-source or black market strong encryption products to evade law enforcement,[[42]](#footnote-42) and Ebner recently detailed how extremists already replace platforms which they suspect to be surveilled with ‘alt-tech’ equivalents.[[43]](#footnote-43) It is clearly possible that providing lawful access to the data held by large companies would not stop users from finding ways to encrypt their communications.

Opponents of lawful access have further argued that law enforcement agencies do not genuinely need access to strongly encrypted information. In his UN report, Kaye argued that states have failed to show that strong encryption is a challenge for law enforcement agencies and have actively downplayed the value of alternative investigation techniques.[[44]](#footnote-44) US Government authorities have repeatedly failed to provide data which justifies a need for lawful access; in May 2018, it was reported that the FBI had repeatedly overstated the amount of locked phones that they were unable to access,[[45]](#footnote-45) and it was revealed in December 2019 that the New York District Attorney’s Office had managed to unlock over 60% of phones seized that year, up from around 40% in previous years.[[46]](#footnote-46) Researchers at the R Street Institute have also noted that law enforcement agencies have failed to provide data on how many locked phones are crucial for investigations, as opposed to mere routine seizures.[[47]](#footnote-47) Further, researchers at Harvard’s Berkman Klein Centre have argued that any data deficit caused by end-to-end encryption will be offset by the increasing amount of data that can be harvested from products that cannot be strongly encrypted.[[48]](#footnote-48)

A final set of arguments advanced by critics of lawful access describe the harmful side-effects that may occur should strong encryption be undermined. Firstly, those who oppose lawful access often argue that weakening encryption for domestic law enforcement agencies would inevitably introduce vulnerabilities into strongly encrypted systems, which could then be exploited by criminals or foreign governments. Kaye has argued that it is ‘a seemingly universal position among technologists’ that it is impossible to create a lawful access solution for governments that will not be exploited by hostile actors,[[49]](#footnote-49) a position supported by recent statements from Facebook[[50]](#footnote-50) and the Centre for Democracy and Technology.[[51]](#footnote-51) Further, critics argue that providing lawful access for any one set of countries would set a precedent, allowing countries with very different laws and values to demand equal access to their citizens’ private data.[[52]](#footnote-52) This effect was neatly demonstrated by Attorney General Barr when, during a Lawful Access Summit in October 2019, he justified demanding access to strongly encrypted data by arguing that it was already provided in China and Russia.[[53]](#footnote-53) Critics further argue that mandating lawful access would have negative national economic side-effects, as consumers may choose to purchase strongly encrypted systems over weakened domestic products.[[54]](#footnote-54) Finally, it has been argued that lawful access regulations raise difficult jurisdictional issues, as requests for decrypted data will only be effective if they can be invoked against companies operating overseas.[[55]](#footnote-55) The UK’s IPA 2016 does assert extraterritorial jurisdiction, and this has been criticised by major technology companies, who are concerned that they may become subject to conflicting legislation from multiple jurisdictions.[[56]](#footnote-56) As lawful access proposals have generated such extensive criticism, it is clearly important that ongoing debate be facilitated.

**2: Good encryption policy requires open debate**

**2.1: The dangers of unsafe lawful access.**

Lawful access, or alternatives to it, may be implemented in a number of different ways. Some lawful access alternatives would introduce very little risk to encrypted systems, but other solutions, so called ‘backdoors’, may dangerously weaken strong encryption. We argue here that it is crucial that the implementation of unsafe lawful access solutions be prevented. US Attorney General Barr has argued that it would be desirable to facilitate law enforcement access to strongly encrypted information, even if to do so would involve introducing small weaknesses to cybersecurity systems.[[57]](#footnote-57) However, the introduction of even minor encryption vulnerabilities could bring about serious consequences. Baker argues that cybersecurity amongst the US and its allies is ‘woefully subpar’ in the face of sophisticated malicious attacks orchestrated by organised crime and terror groups and hostile nation-states.[[58]](#footnote-58) Further, representatives from Apple have claimed that cyberattacks are increasingly prevalent and sophisticated, an effect that will only increase as more devices are added to the internet.[[59]](#footnote-59) Critics have noted that important and sensitive data relating to health, politics, economics, and the communications of religious groups and dissidents are likely to be targeted by hostile actors.[[60]](#footnote-60)

Introducing vulnerabilities into strongly encrypted systems also risks seriously endangering members of vulnerable or minority groups, and may compromise official communications. The Carnegie Endowment Group argue that strong encryption protects ‘journalists, activists, and marginalized groups’ from surveillance which could lead to persecution.[[61]](#footnote-61) In his UN report, Kaye listed numerous vulnerable groups, including political and religious minorities, researchers, journalists, and lawyers for whom secure encryption offers necessary protection from hostile states.[[62]](#footnote-62) Zuckerberg claims to have spoken to dissidents who have had their lives or liberties saved by the use of strong encryption.[[63]](#footnote-63) Attorney General Barr has claimed that when ‘consumer products’ are discussed ‘we are not talking about protecting the Nation’s nuclear launch codes’, and therefore end-to-end encryption offers superfluous protection.[[64]](#footnote-64) However, *consumer products* are not only used to protect the physical safety of persecuted groups, but also to protect internal government communications. As Schneier points out, there is no longer any difference between many of the technological products used by governments and consumers.[[65]](#footnote-65) Congresswoman Eshoo and Senator Wyden state that Signal and WhatsApp are used for internal communications inside the US Government,[[66]](#footnote-66) and Facebook have claimed that the Senate uses Telegram to communicate.[[67]](#footnote-67) As the US Government use end-to-end encrypted consumer technology internally, any risk introduced to these systems may undermine official communications.

The exploitation of previous lawful access systems show that serious harm is likely to occur should an unsafe lawful access solution be implemented again. As discussed here at 1.2, CALEA 1994 mandated lawful access to telephone communications in the US.[[68]](#footnote-68) In 2011, a former technical director of the US National Security Agency’s (‘NSA’) Information Assurance Division revealed that there were security problems with CALEA implementation on every switch submitted for testing.[[69]](#footnote-69) One of the most serious security issues caused by a lawful access system was the ‘Athens Affair’, during which Vodafone’s lawful access system, modelled on CALEA-compliant switches from the US, was exploited to intercept the communications of the Greek Prime Minister and some one hundred other officials.[[70]](#footnote-70) It has since been revealed that the body responsible for exploiting lawful access in the Athens Affair was the NSA themselves, which the Snowden documents reveal, commonly targets lawful access mechanisms to spy on foreign states.[[71]](#footnote-71) A further example of the malicious exploit of lawful access involves Microsoft’s Golden Key internal backdoor, which was discovered in 2016 and could have enabled the development of malicious versions of Windows.[[72]](#footnote-72) Further, the NSA’s EternalBlue hacking tool was exploited by foreign state hackers in 2019,[[73]](#footnote-73) and it has just been reported that Huawei can access mobile networks around the world via lawful access mechanisms.[[74]](#footnote-74) Squires, speaking on behalf of the UK Government, has claimed that technology companies should be able to protect user data sufficiently without using unbreakable encryption, but large companies and governments have repeatedly failed to mitigate the risk created by lawful access systems.[[75]](#footnote-75) Despite being proposed by national cybersecurity experts, GCHQ’s recent ‘ghost’ proposal for lawful access was dismantled by civil society organisations, academics, and technology companies within six months.[[76]](#footnote-76)

**2.2: Recent progress due to open debate on lawful access.**

Over the last few years, parties on all sides of the encryption debate have recognised that open multidisciplinary debate is necessary in order to find safe lawful access solutions. The R Street Institute stated in their 2018 report that, as adversarial testing is needed in order to ensure that lawful access mechanisms are secure, a safe solution will only be found if open debate is facilitated.[[77]](#footnote-77) In GCHQ’s ghost proposal, Levy and Robinson encouraged honest discussion between experts in order to evaluate proposals,[[78]](#footnote-78) and in 2019 the Five Eyes government partnership called for ‘detailed engagement’ between technology companies, governments, and other relevant parties.[[79]](#footnote-79) As recently as December 2019, Squires stated that the UK Government recognised that ‘ongoing, open and transparent dialogue’ must be facilitated in order to identify safe lawful access solutions.[[80]](#footnote-80) Recent progress in the encryption debate is a direct result of this cross-disciplinary support for transparent debate. In July 2019, US Attorney General Barr acknowledged that, through open debate, promising lawful access solutions were beginning to emerge,[[81]](#footnote-81) a position supported by the Director of the FBI the following October.[[82]](#footnote-82)

One proposal that has been evaluated whilst open debate has been encouraged is the use of metadata, or data which describes communications, in place of plaintext content data. Analysing metadata does not reveal the content of messages, but does reveal information about the location that messages were sent from, timing and rates of communication between parties, and can uniquely identify suspects and accomplices.[[83]](#footnote-83) The usefulness of metadata has repeatedly been contested by law enforcement agencies, with the Director of the FBI dismissing it as ‘timestamps and address blocks.’[[84]](#footnote-84) Government officials in the US and the UK have stated that, as metadata cannot reveal information about a suspect’s mind-set or specific plans, it is of limited use in investigations.[[85]](#footnote-85) When asked about the usefulness of metadata at a summit in October 2019, UK Home Secretary Patel thought it appropriate to scoff on stage.[[86]](#footnote-86) However, Baker has stated that, whilst his experience at the FBI has led him to recognise that metadata is not as useful as plaintext content data, he believes that it can be of use in conjunction with artificial intelligence techniques.[[87]](#footnote-87) Zuckerberg has stated that Facebook is currently developing machine learning tools that will analyse metadata in order to identify suspicious patterns of communication.[[88]](#footnote-88) As Baker has recognised, whilst metadata may not be immediately as useful as content data when surveilling systems, the sheer quantity of metadata stored by companies means that it should be of some use if analysed using artificial intelligence.[[89]](#footnote-89)

A further alternative to lawful access recently analysed through interdisciplinary debate is the use of plaintext copies of, or alternatives to, strongly encrypted data. Kerr and Schneir argue that the identification of an unencrypted copy of user data is often a viable encryption workaround.[[90]](#footnote-90) Most data stored on the cloud is currently not strongly encrypted, as companies hold keys to this data in order to recover lost accounts for their clients.[[91]](#footnote-91) Vance, District Attorney for New York County, has argued that cloud copies are not as useful as direct access to strongly encrypted data, as many users choose not to back up all of their communications.[[92]](#footnote-92) However, researchers at the Carnegie Endowment Group and the Berkman Klein Centre have argued that a further wealth of data remains available to law enforcement agencies via apps that cannot support strong encryption. It is unlikely that companies will choose to strongly encrypt user data where it is profitable for them to analyse that data, for example to target advertisements, or where the functionality of a product depends on access to that data, for example where powerful central processors must be used.[[93]](#footnote-93) As such, it has been proposed that access to data that cannot be strongly encrypted on clouds or alternative apps can provide sufficient lawful access to tackle online crime.

Lawful hacking is another complete solution to the lawful access debate that has been debated recently.[[94]](#footnote-94) Kerr and Schnier describe how authorities can surveil suspects by finding copies of encryption keys, guessing keys, exploiting weaknesses in encryption schemes, or accessing data once it has been decrypted on a device.[[95]](#footnote-95) Tait has argued that wiretapping via lawful hacking is an attractive and proportionate tool, a statement which seems supported by the success of recent law enforcement investigations.[[96]](#footnote-96) Following both the San Bernardino and Pensacola attacks, the FBI were able to bypass Apple’s device encryption by employing lawful hacking techniques.[[97]](#footnote-97) In Germany, where lawful hacking is regulated and supported by the government, the Federal Office for Criminal Investigation successfully hacked Telegram in 2014, unlocking the full message history of eight suspects.[[98]](#footnote-98) However, parties on all sides of the encryption debate have noted flaws with lawful hacking. Vance notes that the purchase or development of lawful hacking software is often prohibited by cost, especially amongst smaller law enforcement agencies.[[99]](#footnote-99) Further, lawful hacking can undermine national cybersecurity by creating a marketplace for exploits, revealing data in excess of what is required for investigations, and disincentivising the disclosure of security vulnerabilities to technology companies.[[100]](#footnote-100) Liguori argues that many of the issues caused by lawful hacking could be fixed by developing robust regulation,[[101]](#footnote-101) but laws in this area currently remain severely underdeveloped.[[102]](#footnote-102)

A final set of solutions that have been explored whilst open debate has been encouraged include on-device key escrow, wider exchange of information about data, and the implementation of proactive safety solutions. Firstly, both the R Street Institute and the Carnegie Endowment Group have proposed that lawful access could be facilitated for data at rest through on-device key escrow.[[103]](#footnote-103) On-device escrow would allow law enforcement agencies with physical access to a strongly encrypted device to access encrypted data once a set safety procedure has been followed. Secondly, the wider exchange of information about data may allow technology companies and law enforcement agencies to work together to better utilise data that is already available. When asked what solutions short of lawful access could aid law enforcement agencies, Vance responded that clear communication about what data is held by technology companies would be helpful.[[104]](#footnote-104) Similarly, it has been proposed that law enforcement agencies should release clearer information on what user data they need in order to allow technology companies to develop useful tools.[[105]](#footnote-105) Finally, proactive safety solutions, such as those currently being developed by Facebook, could reduce the need for lawful access by preventing crime from occurring in the first place. Facebook have stated that they aim to use artificial intelligence to prevent crime on their platforms, and in May 2020 they announced the release of safety notices on Messenger which encourage users to self-report suspicious communications.[[106]](#footnote-106) No one proposal has solved the lawful access debate as it stands, but some combination of the techniques described in this section would undeniably help law enforcement agencies to combat crime in the face of new strong encryption technologies. It would appear from these examples that open and transparent discourse has allowed progress to be made in the lawful access debate.

**2.3: Increasing governmental pressure to find a lawful access solution.**

It is our view that open debate over lawful access will continue to be necessitated by the evolution of technology, and as such governments must not prematurely close discussions by imposing reactive legislation. The worst case scenario in the lawful access debate is that governments attempt to impose permanent unsafe solutions in response to a terrorist or other emergency attack, a situation that is agreed to be increasingly likely.[[107]](#footnote-107) GCHQ have acknowledged that investigative tradecraft must continue to evolve as new technology is developed, as solutions proposed now will cease to be effective when companies deploy new systems.[[108]](#footnote-108) The Carnegie Endowment Group have argued that quantum computers capable of threatening current encryption techniques may be available within the next ten to twenty years.[[109]](#footnote-109) Therefore, even if a safe way to implement lawful access in our current technological landscape can be identified, the techniques used may be rendered unsafe by novel technologies such as quantum computing very quickly. As Rozenshtein has argued, the encryption debate is so complex and liable to change that no one solution will ever permanently end it.[[110]](#footnote-110) As such, states must commit to ongoing collaboration rather than threatening artificially to curtail discussions.

Recently, the governments in the US and the UK have increasingly exerted time pressure on the lawful access debate, which risks forcing the implementation of a dangerous lawful access solution. In June 2020, the Five Eyes government partnership stated that ‘technology companies need to work quickly’ to solve the debate.[[111]](#footnote-111) In the UK, Home Secretary Patel released a statement in July 2019 which suggested that immediate action should be taken to combat strong encryption.[[112]](#footnote-112) Patel’s actions are especially threatening in light of Section 255(8) of the IPA 2016, which renders it illegal for a person forced to remove strong encryption by the UK Government to reveal this to anybody else without the permission of the Secretary of State.[[113]](#footnote-113) If the UK Government wished to shut down the lawful access debate and enforce an unsafe solution, they could arguably do so without there being any possibility of the public becoming aware that encryption had been dangerously undermined.

In the US, Attorney General Barr has also repeatedly pressured the lawful access debate, stating that time is limited in which the government will remain ‘open to a cooperative approach.’[[114]](#footnote-114) In December 2019, Lindsey Graham, Chair of the Senate Judiciary Committee, threatened to force through a legislative solution if technology companies could not facilitate lawful access to strongly encrypted information quickly.[[115]](#footnote-115) Since then, Graham has proposed two Bills designed to undermine encryption. The EARN IT Bill proposed removing the protection provided by s230 of the Communications Decency Act 1996 (CDA) from companies that did not follow ‘best practices’, which could have included the removal of strong encryption.[[116]](#footnote-116) Following amendments to EARN IT which protected encryption,[[117]](#footnote-117) Graham proposed the Lawful Access to Encrypted Data Bill. Where EARN IT only covertly affected strong encryption, Graham’s new Bill has been described as a blatant and sweeping attempt to demand access.[[118]](#footnote-118) There is an increasing chance that an unsafe lawful access solution will be mandated in the US in the very near future. Ongoing and transparent debate is, we believe, the best way to ensure that this does not happen.

**3: Three rules to facilitate the lawful access debate**

**3.1: The value of international rules.**

The governments in the US and the UK seem increasingly determined to impose unsafe lawful access solutions that risk compromising the integrity of strongly encrypted systems. Analysis of lawful access debates in the US and the UK suggests that governments have undermined the debate in three key ways. Firstly, deliberately ambiguous legislation has been proposed in order to avoid public scrutiny; once this legislation has been enacted, powers have been used expansively in order to mandate unsafe lawful access solutions. Secondly, governments have oversimplified the encryption debate and relied on emotive examples in order to garner public support for unsafe solutions. Finally, officials have falsely implied that, where warrants are subject to appropriate legal safeguards, lawful access solutions must also be safe. The deliberate conflation of safeguards on warrants with safeguards on lawful access mechanisms has risked lending false legitimacy to unsafe solutions. It is proposed that governments should avoid these three practices in order to facilitate the ongoing debate necessary to find safe lawful access solutions.

Lawful access solutions inevitably involve international cooperation, and jurisdictions are likely to attempt to influence encryption policy abroad. The EastWest Institute have argued that, due to the global nature of technology, lawful access solutions will only be effective if they are supported internationally.[[119]](#footnote-119) The Carnegie Group agree, noting that the burden of implementation on technology companies will be too great if international solutions cannot be found.[[120]](#footnote-120) The rules suggested in this paper would support international dialogue by upholding common minimum standards in the lawful access debate. Further, representatives of both the US and UK governments have suggested that their own lawful access debates should influence policy overseas. In July 2019, US Attorney General Barr suggested that American companies should ‘advance their interests’ by influencing encryption policy worldwide.[[121]](#footnote-121) The following October, UK Home Secretary Patel stated that the UK must ‘lead the world’ in the lawful access debate.[[122]](#footnote-122) As the US and UK seem intent on influencing policy abroad, it is clearly important to learn from the flaws in their national debates.

**3.2: Rule One: Decryption powers should be clear on the face of legislation.**

The lawful access debate has been compromised in both the US and the UK by the use of ambiguous legislation which has had limited public scrutiny. In the UK, the ambiguity of the IPA 2016 undermined the lawful access debate by compromising discussions in Parliament.[[123]](#footnote-123) The full extent of the powers granted under the IPA are only now fully being acknowledged by the Government, three years after the Act came into force. In the US, the proposed EARN IT Bill could have seriously undermined the encryption debate in early 2020.[[124]](#footnote-124) By disguising the EARN IT as a change to s230 of the CDA 1996, a publicly unpopular legal provision, legislators threatened to mandate decryption without attracting necessary public attention.[[125]](#footnote-125) Governments engaging in lawful access debates must ensure that any legislation proposed states clearly on its face whether it may be used to force companies to alter strongly encrypted systems.

Speaking on behalf of the UK Government, Squires has argued that the IPA 2016 provides a ‘clear legal framework’ on encryption.[[126]](#footnote-126) Squires justifies her claim by relying on the fact that the Act was analysed in multiple reports, committees, and debates prior to its implementation.[[127]](#footnote-127) However, as the powers granted under the IPA would appear to have been somewhat obscured during its journey through Parliament, the Act was passed without full debate on lawful access ever taking place in the UK. The IPA allowed the Home Secretary to impose certain ‘obligations’ on technology companies, but the Act did not state whether the obligation to remove strong encryption could be imposed.[[128]](#footnote-128) When questioned on the extent of the obligations that may be imposed under the Act during debates, the Government repeatedly stated that the Home Secretary could not ask technology companies to take steps that were not ‘reasonably practicable’. Reasonable practicability has been described as a ‘key legal test’ by Squires, despite the term being inherently ambiguous.[[129]](#footnote-129) When defending the Bill in the House of Lords, Earl Howe frequently evaded questions about whether the IPA could be used to mandate decryption by relying on the concept of reasonable practicability.[[130]](#footnote-130) Crucially, Lord Harris argued during debates that, as it was not possible to know how future Home Secretaries would interpret reasonable practicability, it was impossible to understand how the IPA would affect strongly encrypted systems.[[131]](#footnote-131) As such, when the IPA was enacted in the UK, it was unclear whether lawful access could be mandated under the Act.

The ambiguity in the IPA 2016 has further undermined open debate by allowing the Government gradually to expand the powers granted under the Act in order to demand lawful access. During Parliamentary debates, Lord Strasburger questioned why, if the IPA could not be used as a legal basis for lawful access, this should not be included on the face of the Act.[[132]](#footnote-132) The IPA was described as ‘opaque’ in written evidence provided by prominent technology companies, who also questioned why, if the Act was not intended to weaken strong encryption, this was not expressly stated.[[133]](#footnote-133) Some clue as to the purpose of the ambiguity in the IPA can be gleaned from the comments of the Solicitor General, who suggested that the Act should be clarified in its Code of Practice, a ‘flexible, living instrument’ capable of keeping pace with technology.[[134]](#footnote-134) This comment suggests that the ambiguity in the IPA was a conscious governmental choice, despite it undermining the lawful access debate in Parliament. In regulations published in 2018, it was clarified that the obligation to remove encryption can be imposed under the IPA.[[135]](#footnote-135) In December 2019, Squires finally publicly acknowledged that the IPA can provide a legal basis for lawful access requests.[[136]](#footnote-136) By slowly ‘clarifying’ the Act over three years, rather than debating its provisions openly at the outset, the Government in the UK has, in our view, failed properly to engage in the lawful access debate, and has granted itself the power unilaterally to mandate an unsafe lawful access solution.

In the US, the proposed EARN IT legislation risked undermining the encryption debate by burying lawful access powers in a Bill that appeared to relate to an entirely separate legal issue.[[137]](#footnote-137) Section 230 of the CDA 1996 grants technology companies legal immunity for public content posted by users of their sites.[[138]](#footnote-138) Section 230 is increasingly controversial in the US, as the public have begun to resent the role of large technology companies in surveilling customers and spreading harmful or false content.[[139]](#footnote-139) The EARN IT Bill would have removed providers’ controversial s230 immunity if they failed to comply with ‘best practices’, which could have included an obligation to remove strong encryption.[[140]](#footnote-140) As such, Pfefferkorn argues that the EARN IT Bill was a ‘bait and switch’, in which the anti-encryption proponents of the Bill capitalised on resentment for s230 in order covertly to undermine strong encryption.[[141]](#footnote-141) Strong encryption is currently protected in the US under CALEA 1994[[142]](#footnote-142) which expressly distinguishes strong encryption from wiretapping and prevents mandated decryption being implemented in this area.[[143]](#footnote-143) As Pfefferkorn argues, if legislators wish to mandate lawful access, this can only properly be done by debating amendments to CALEA.[[144]](#footnote-144) Where Governments attempt to regulate lawful access by passing ambiguous or covert legislation, they deliberately limit the encryption debate and risk forcing through unsafe solutions that could place users of strongly encrypted services in danger.

**3.3: Rule 2: The lawful access debate should not be deliberately oversimplified and emotive examples should not be used to influence public opinion.**

Government officials in both the US and the UK have, in our view, compromised the encryption debate by attempting to garner public support for unsafe lawful access solutions. Governments have sought to influence the public in two key ways. Firstly, officials have oversimplified the encryption debate by focussing exclusively on how enhanced surveillance powers may help to prevent crime. By focussing on the prevention of especially shocking crimes, and by failing to acknowledge that the implementation of lawful access may be dangerous in itself, governments have artificially increased public support for unsafe solutions.[[145]](#footnote-145) Secondly, officials have frequently relied upon appalling and emotive examples of online crime in order to generate distrust of strong encryption technology.[[146]](#footnote-146) The public are liable to be influenced by the use of shocking and emotive examples. Law enforcement agencies in the US have acknowledged that, in light of recent scandals such as the Cambridge Analytica affair, public support for technology companies is waning.[[147]](#footnote-147) Attorney General Barr has gone as far as to suggest that ‘it is only a matter of time before a sensational case crystallises the issue for the public.’[[148]](#footnote-148) In our view, where governments attempt to influence the public by oversimplifying the encryption debate or relying on emotive examples, this risks undermining open debate, increasing the likelihood that a dangerous solution will be imposed.

The governments in the US and the UK have frequently argued that they must be provided with lawful access to strongly encrypted data in order to combat serious crimes such as terrorism, violent offences, and child abuse.[[149]](#footnote-149) Officials have claimed that strongly encrypted systems are exploited by criminals, who find it increasingly easy to make plans and share illegal content online. However, representatives from government, academia, and law enforcement have all argued that recent focus on the prevention of serious crime is merely a strategy used by governments to justify undermining strongly encrypted systems.[[150]](#footnote-150) In October 2019, Congresswoman Eshoo and Senator Wyden argued that, as the US Government was failing to take less intrusive steps to tackle online crime, the protection of children was merely a ‘false pretense’ being used to weaken encryption.[[151]](#footnote-151) This claim seems persuasive; as of September 2019 the US Justice Department had failed to produce four of the six reports that it was legally required to make relating to crimes against children[[152]](#footnote-152) and a former FBI employee has argued that increases in crimes against children represent failures that are more complex and systemic than the uptake of strong encryption.[[153]](#footnote-153) Finally, Pfefferkorn has noted that the EARN IT Bill, which was premised on protecting children online, would not have created any legal tools that were not already available to law enforcement agencies.[[154]](#footnote-154) Whilst it is clearly enormously important to tackle serious online crime, this must be done safely, by funding law enforcement agencies properly and making full use of existing legal powers. The fact that horrible crime exists online should not be used to justify mandating lawful access in a way that risks causing other types of serious harm, such as the persecution of vulnerable groups or the theft of personal data.

Examples of the use of oversimplified narratives and reliance on emotive examples have been prevalent recently in both the US and the UK. In July 2019, Attorney General Barr attempted to generate distrust of strongly encrypted systems by linking them to the murder of police officers by a Mexican cartel, two ISIS attacks, human trafficking, and paedophilia.[[155]](#footnote-155) In the same month, Home Secretary Patel implied that lawful access could have prevented the Christchurch shooting, foreign disinformation campaigns, and increases in child exploitation, despite making no attempt to link these offences to strong encryption technology.[[156]](#footnote-156) The Five Eyes group cited nonspecific concerns about strong encryption being used to undermine democratic values in their 2019 inter-governmental report, but failed to mention the security benefits of encryption technology.[[157]](#footnote-157) Government officials have repeatedly attempted to justify lawful access by explaining specific criminal acts in graphic detail.[[158]](#footnote-158) Further, the UK NSPCC’s open letter bears striking resemblance to the open letter sent to Facebook by the US, UK, and Australian governments, showing that oversimplified narratives advanced by governments are gaining traction in public discourse.[[159]](#footnote-159) In October 2019, the US Government held a summit on lawful access at which technology companies were refused a platform in order to focus on ‘the human cost of technology.’[[160]](#footnote-160) The summit involved emotional accounts being given by the victims of crime and representative organisations. Discussing how to prevent online crime is of vital importance, but failing to invite technology companies to the table risks the implementation of disproportionate solutions which may cause further harm. Discussions about the benefits and disbenefits of lawful access must be balanced and truly interdisciplinary, in order to prevent the implementation of impulsive and dangerous policies.

A final example of the uptake of oversimplified government narratives on strong encryption relates to the increasing use of specific language relating to *safe spaces* being provided for criminals. Shortly after the 2015 Paris terrorist attacks, UK Prime Minister David Cameron stated that strong encryption must not provide criminals with a ‘safe space’ on the internet.[[161]](#footnote-161) Since this statement, similar language has been used widely by governments to discredit strong encryption technologies. Barr has added hyperbole to the discussion by referencing the ‘impenetrable cloak of secrecy’ and ‘law-free zones’ that he believes are facilitated by strong encryption technologies.[[162]](#footnote-162) Similarly, the Director of the FBI has referenced ‘lawless space[s]’,[[163]](#footnote-163) Patel has discussed ‘spaces for criminality’,[[164]](#footnote-164) and Senator Graham has used the term ‘a safe haven for criminality.’[[165]](#footnote-165) These linguistic tropes, advanced by government officials, have since taken root in public discourse. The New York Times have referenced ‘hiding places’ being provided for criminals,[[166]](#footnote-166) and the NSPCC have repeatedly stated that strong encryption offers criminals ‘a place to hide’ online.[[167]](#footnote-167) Clearly, the oversimplified narratives that have been propagated by the US and UK Governments are gaining traction in wider civil society.

It seems to us irresponsible that governments should garner public support for dangerous solutions by relying on oversimplified narratives, as this risks compromising legislative debates. The support generated for these narratives has already enabled defenders of legislation in the US and the UK to attempt to justify decryption powers by relying on emotive examples. In UK IPA debates, the Solicitor General defended mandated decryption by citing concerns over terrorists and paedophiles.[[168]](#footnote-168) In the US, congressional findings in the Lawful Access to Encrypted Data Bill state that decryption is necessary to prevent child abuse, terrorism, and international narcotics trafficking.[[169]](#footnote-169) The US Bill also advances the ‘safe spaces’ linguistic trope analysed previously by stating that strong encryption enables a ‘lawless space’.[[170]](#footnote-170) As such, we argue that governments should not promote oversimplified or emotive narratives, as to do so may facilitate the enactment of unsafe lawful access solutions

**3.4: Rule Three: Safeguards applicable to warrants should not be conflated with safeguards applicable to lawful access mechanisms.**

A final way that governments have undermined the lawful access debate in the US and the UK, is by deliberately conflating safeguards on warrants with safeguards on lawful access mechanisms. In order to access user data for use in an investigation, law enforcement agencies must satisfy two criteria. Firstly, certain legal requirements must be met in order for an agency to be granted a warrant, which they may then serve on a technology company in order to request relevant data.[[171]](#footnote-171) Secondly, it must be technologically possible for the technology company in question to provide the data requested.[[172]](#footnote-172) This article has discussed the second of these stages, as where strong encryption technology is employed, it is impossible for companies to hand over useable data in plaintext format. However, Government officials in the US and the UK have repeatedly conflated this second stage with the issue of the acquisition of warrants, in order to suggest that implementing lawful access would be safer than is actually the case. The argument is as follows: if law enforcement agencies have complied with all of the safeguards required for a warrant to be granted, surely it is then safe to require that this data is actually handed over in a readable format. However, when governments conflate warrant safeguards with lawful access safeguards, they fail to recognise that facilitating lawful access creates vulnerabilities in systems *before* warrants are even requested; in our view this fallacy undermines the encryption debate.

The UK Government have repeatedly conflated warrant safeguards and lawful access safeguards when discussing the IPA 2016.[[173]](#footnote-173) When the IPA was debated in May 2016, the Solicitor General stated that lawful access mechanisms need not be subject to extensive legal protections, as they were merely ‘preliminary steps’ designed to secure subsequent compliance with warrants.[[174]](#footnote-174) However, as Apple, Facebook, Google, Microsoft, Twitter, and Yahoo have pointed out, cybersecurity may be damaged as soon as companies are forced to implement unsafe lawful access solutions, as systems may be exploited from this point onwards.[[175]](#footnote-175) As such, the safeguards applicable to warrants are entirely irrelevant to the lawful access debate. In December 2019, Squires suggested that lawful access was safe in the UK because only targeted data could be requested, and only by specific bodies where to do so was necessary and proportionate.[[176]](#footnote-176) By listing these protections, Squires would appear to have lent a false legitimacy to lawful access legislation. Regardless of whether warrants are served on companies in safe ways, the very existence of lawful access mechanisms can create dangerous vulnerabilities in systems. As such, the safeguards applicable to warrants must not be used to suggest that it is safe to undermine strongly encrypted systems.

Since the IPA debates, conflation of safeguards has also begun to take place in the US. Recently, Attorney General Barr has described strong encryption as ‘warrant proof’, a term designed to encourage this very type of conflation.[[177]](#footnote-177) By using the term ‘warrant proof’, Barr deliberately minimises the role that strong encryption plays in protecting cybersecurity, suggesting instead that the technology merely exists to frustrate law enforcement agencies.

Safeguard conflation has also been used in the US to disincentivise use of the term ‘backdoor’, which the government oppose. Vance, District Attorney for New York County, has suggested that lawful access mechanisms are not equivalent to ‘backdoors’ into encrypted systems, as they will only be used following approval from impartial judges.[[178]](#footnote-178) Whether there is any rational distinction between encryption backdoors and lawful access mechanisms will depend on the specific details of their implementation, but this distinction certainly cannot be justified by reference to irrelevant safeguards on warrants. Further, US officials have recently begun to refer to lawful access solutions as ‘front doors’, implying that, as lawful access will only be utilised when warrants have been granted, it must be safe to bypass strong encryption.[[179]](#footnote-179) By referencing the impartiality of judges issuing warrants and focussing on the limited categories of data that may be collected, governments have encouraged the public to believe that lawful access mechanisms will be safe, without discussing the fact that they may be exploited by malicious actors before any warrant is ever even considered. Governments should not conflate the safeguards applicable to warrants with the safeguards applicable to lawful access solutions, as to do so compromises the encryption debate by suggesting that lawful access solutions are safer than is actually the case.

**3.5: Conclusion.**

Safe lawful access solutions will only be identified if transparent debate is facilitated. As technology evolves, lawful access solutions will inevitably also need to be updated, and as such the lawful access debate will not ever permanently be resolved. It has been proposed that, in order to facilitate the ongoing and transparent debate necessary to prevent the implementation of unsafe lawful access solutions, governments should follow three rules:

1. Any proposed legislation should state clearly on its face whether it can be used to mandate lawful access to strongly encrypted systems. Adherence to this rule will prevent governments from unsafely bypassing the encryption debate by enacting ambiguous or covert decryption powers, as was the case when the IPA 2016 and the EARN IT Bill were proposed.
2. Government officials should not deliberately oversimplify the encryption debate or rely on emotive examples in order to influence public opinion. Adherence to this rule will ensure that governments cannot garner public support for dangerous lawful access solutions which risk compromising secure systems.
3. The safeguards applicable to warrants must not be conflated with the safeguards applicable to lawful access solutions in order to lend false legitimacy to unsafe solutions. Adherence to this rule will prevent governments from compromising open debate by suggesting that warrant safeguards have made it safe to undermine strongly encrypted systems.

These rules are proposed in the hope that they may influence the ongoing lawful access debates within the US and the UK. As the debates are now reaching pivotal moments in each jurisdiction, it is important that governments continue to be held to standards which reduce the likelihood that unsafe solutions will be imposed. Further, it is hoped that the suggestions in this paper may be used to evaluate encryption debates in other jurisdictions, especially where the debate remains at a more preliminary stage. The US and the UK have expressed a desire to influence encryption policy beyond their jurisdictions, and as such it is vital that we learn from the mistakes in their lawful access debates in order to protect global cybersecurity.
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