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# Control of Dynamics of the Modified Newton-Raphson Algorithm 

Ireneusz Gościniak ${ }^{\text {a,* }}$, Krzysztof Gdawiec ${ }^{\text {a }}$<br>${ }^{a}$ Institute of Computer Science, University of Silesia, Bȩdzińska 39, 41-200 Sosnowiec, Poland


#### Abstract

Many algorithms that iteratively find solution of an equation are described in the literature. In this article we propose an algorithm that is based on the NewtonRaphson root finding method and which uses an adaptation mechanics. The adaptation mechanics is based on a linear combination of some membership functions and allows a better control of algorithm's dynamics. The proposed approach allows to visualize the adaptation mechanics impact on the operation of the algorithm. Moreover, various iteration processes and their operation mechanics are discussed in this research. The understanding of the impact of the proposed modifications on the algorithm's operation can be helpful at using other algorithms. The obtained visualizations have also an artistic potential and can be used for instance in creating mosaics, wallpapers etc.
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## 1. Introduction

Determining the local minimum of a function $\mathbf{F}$ is a task implemented by algorithms which are based on the function's value or gradient. The movement direction of a particle is determined by the gradient. A step is calculated from the position of the particle reached in the previous iteration and the next position is determined by using the gradient [1]. The gradient descent method is a typical example of this kind of methods and it can be written in the following form:

$$
\begin{equation*}
\mathbf{z}_{i}^{\prime}=\mathbf{z}_{i}-\gamma \nabla \mathbf{F}\left(\mathbf{z}_{i}\right), \tag{1}
\end{equation*}
$$

where $-\nabla \mathbf{F}-$ negative gradient, $\gamma-$ step size, $\mathbf{z}^{\prime}{ }_{i}-$ the current position of the $i$ th particle in a $D$ dimensional environment, $\mathbf{z}_{i}$ - the previous position of the $i$ th particle. This approach is used by many different algorithms and their properties are well described in the literature.

[^0]Another approach in solving the minimization problem is the use of evolutionary algorithms. The analysis of particle's motion in this group of algorithms is not a trivial problem [2,3]. A similar behaviour to the evolutionary algorithms show the Particle Swarm Optimization (PSO) algorithms [4]. The interaction of particles in the swarm causes a very complex behaviour. The motion of a particle in the PSO algorithm is described using the following formula:

$$
\begin{equation*}
\mathbf{z}_{i}^{\prime}=\mathbf{z}_{i}+\mathbf{v}_{i}^{\prime}, \tag{2}
\end{equation*}
$$

where $\mathbf{z}^{\prime}{ }_{i}$ - the current position of the $i$ th particle in a $D$ dimensional environment, $\mathbf{z}_{i}$ - the previous position of the $i$ th particle, $\mathbf{v}^{\prime}{ }_{i}$ - the current velocity of the $i$ th particle in a $D$ dimensional environment that is described by the following equation:

$$
\begin{equation*}
\mathbf{v}_{i}^{\prime}=\omega \mathbf{v}_{i}+\eta_{1} r_{1}\left(\mathbf{z}_{\text {pbest } i}-\mathbf{z}_{i}\right)+\eta_{2} r_{2}\left(\mathbf{z}_{\text {gbest }}-\mathbf{z}_{i}\right) \tag{3}
\end{equation*}
$$

where $\mathbf{v}_{i}$ - the previous velocity of the $i$ th particle, $\omega$ - inertia weight ( $\omega \in$ $[0,1]), \eta_{1}, \eta_{2}$ - acceleration constants $\left(\eta_{1}, \eta_{2} \in(0,1]\right), r_{1}, r_{2}$ - random numbers generated uniformly in the $[0,1]$ interval, $\mathbf{z}_{p b e s t} i$ - the best position of the $i$ th particle, $\mathbf{z}_{\text {gbest }}$ - the global best position of the particles.

Inertia weight $(\omega)$ and acceleration constants $\left(\eta_{1}, \eta_{2}\right)$ are responsible for the particle motion. The inertia weight is responsible for the balance of the exploration and exploitation. Numerous approaches to setting the inertia weight have been proposed in the literature. These control rules of inertia weight can be classified as follows:

1. constant [5],
2. random [6],
3. time varying, e.g., linear decreasing [7], sigmoid increasing/decreasing [8], simulated annealing [9], Sugeno function [10], exponential decreasing law [11] and [12], logarithmic decreasing law [13],
4. adaptive control (using feedbacks of the optimization process), e.g., best fitness [14] and [15], fitness of the current and previous iterations [16], global best and average local best fitness [17], particle rank [18], distance to particle and global best positions [19], distance to global best position [20].
The inertia weight value greater than 1.2 performs exploration process. Whereas, if the inertia weight value is smaller than 0.8 it is responsible for the exploitation. The value of inertia weight mostly presented in literature is within the range of $[0.4,0.9]$ (see [21]).

Acceleration constants $\eta_{1}, \eta_{2}$ affect the pulling of particles towards the best position. The $\eta_{1}$ pulls the particle towards its own best position $\mathbf{z}_{\text {pbest } i}$ and the $\eta_{2}$ attracts all the particles towards the global best position $\mathbf{z}_{g b e s t}$ [22]. The particles can be trapped in false optima for too high values of $\eta_{1}, \eta_{2}$. If $\eta_{1}, \eta_{2}$ take too low values the algorithm cannot reach solution.

The parameters tuning is a very important problem for these groups of algorithms [23, 22] and the particle dynamics is determined by the adaptation mechanics resulting from particles co-operation.

Graphical visualization is one of many different methods to analyse the dynamics [24]. In the root finding problem the methods of visualizing the dynamics have even their own name, namely polynomiography [25]. In these methods the algorithm counts the number of iterations required to obtain the root of a given polynomial. Next, the number of iterations is visualised using some colour map. This method can be used not only for polynomials but also for other functions. Despite the fact that the name polynomiography is related to polynomials we will use the same name for the methods of visualizing the dynamics for arbitrary functions.

In this paper, we propose a method for solving non-linear system of equations that is based on the Newton-Raphson method and the idea of the PSO algorithms. Like in the PSO algorithm the proposed method introduces the inertia weight and the acceleration constant, but we replace the constant values of these parameters with the adaptation mechanics. Visualization method is used to show the influence of the adaptation functions on the particle's behaviour. Graphical results presented in this paper allow to provide not only the discussion on the behaviour of a particle, but they have also aesthetic character and artistic meaning.

The rest of the paper is organized as follows. In Sec. 2 we introduce the root finding algorithm that is based on the Newton-Raphson method and the PSO algorithm idea. Then, in Sec. 3 we define the adaptation mechanics that is used in the proposed algorithm. In the next section - Sec. 4 - we present some iteration processes known in the literature. The algorithm for creating polynomiographs is presented in Sec. 5. Then, in Sec. 6 we discuss the research results illustrated by the obtained polynomiographs. Finally, in Sec. 7 we give some short concluding remarks.

## 2. The algorithm

The problem of solving a system of $D$ non-linear equations with $D$ variables is widely known and studied problem in the literature. There are many different methods for solving such systems and one of the most commonly used methods is the Newton-Raphson method [26].

Let $f_{1}, f_{2}, \ldots, f_{D}: \mathbb{R}^{D} \rightarrow \mathbb{R}$ and let

$$
\mathbf{F}\left(z^{1}, z^{2}, \ldots, z^{D}\right)=\left[\begin{array}{c}
f_{1}\left(z^{1}, z^{2}, \ldots, z^{D}\right)  \tag{4}\\
f_{2}\left(z^{1}, z^{2}, \ldots, z^{D}\right) \\
\vdots \\
f_{D}\left(z^{1}, z^{2}, \ldots, z^{D}\right)
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right]=\mathbf{0}
$$

To solve the equation $\mathbf{F}(\mathbf{z})=\mathbf{0}$, where $\mathbf{F}: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ is a continuous function with continuous first partial derivatives and $\mathbf{z}=\left[z^{1}, z^{2}, \ldots, z^{D}\right]$ using the Newton-Raphson first we select a starting point $\mathbf{z}_{0}=\left[z_{0}^{1}, z_{0}^{2}, \ldots, z_{0}^{D}\right]$. Then, we use the following iterative formula:

$$
\begin{equation*}
\mathbf{z}_{n+1}=\mathbf{z}_{n}-\mathbf{J}^{-1}\left(\mathbf{z}_{n}\right) \mathbf{F}\left(\mathbf{z}_{\mathbf{n}}\right) \quad n=1,2, \ldots, \tag{5}
\end{equation*}
$$

where

$$
\mathbf{J}(\mathbf{z})=\left[\begin{array}{cccc}
\frac{\partial f_{1}}{\partial z_{1}}(\mathbf{z}) & \frac{\partial f_{1}}{\partial z_{2}}(\mathbf{z}) & \ldots & \frac{\partial f_{1}}{\partial z_{D}}(\mathbf{z})  \tag{6}\\
\frac{\partial f_{2}}{\partial z_{1}}(\mathbf{z}) & \frac{\partial f_{2}}{\partial z_{2}}(\mathbf{z}) & \ldots & \frac{\partial f_{2}}{\partial z_{D}}(\mathbf{z}) \\
\vdots & \vdots & \vdots & \vdots \\
\frac{\partial f_{D}}{\partial z_{1}}(\mathbf{z}) & \frac{\partial f_{D}}{\partial z_{2}}(\mathbf{z}) & \ldots & \frac{\partial f_{D}}{\partial z_{D}}(\mathbf{z})
\end{array}\right]
$$

is the Jacobian matrix of $\mathbf{F}$ and $\mathbf{J}^{-1}$ is its inverse.
Let $\mathbf{N}(\mathbf{z})=-\mathbf{J}^{-1}(\mathbf{z}) \mathbf{F}(\mathbf{z})$. Using $\mathbf{N}$ the Newton-Raphson method can be written in the following form:

$$
\begin{equation*}
\mathbf{z}_{n+1}=\mathbf{z}_{n}+\mathbf{N}\left(\mathbf{z}_{n}\right), \quad n=0,1,2, \ldots \tag{7}
\end{equation*}
$$

Basing on the idea of the PSO algorithm we can propose another method for solving (4). Let $\mathbf{z}_{0} \in \mathbb{R}^{D}$ be a starting position and $\mathbf{v}_{0}=[0,0, \ldots, 0]$ be a starting velocity. To find the roots of (4) we use the following iterative algorithm:

$$
\begin{equation*}
\mathbf{z}_{n+1}=\mathbf{z}_{n}+\mathbf{v}_{n+1}, \tag{8}
\end{equation*}
$$

where $\mathbf{v}_{n+1}$ is the current velocity of the particle $\left(\mathbf{v}_{n+1}=\left[v_{n+1}^{1}, v_{n+1}^{2}, \ldots, v_{n+1}^{D}\right]\right)$, $\mathbf{z}_{n}$ is the previous position of the particle $\left(\mathbf{z}_{n}=\left[z_{n}^{1}, z_{n}^{2}, \ldots, z_{n}^{D}\right]\right)$.

The algorithm determines the current position of the particle summing the previous position of particle $\mathbf{z}_{n}$ with its current velocity $\mathbf{v}_{n+1}$. Combining the Newton-Raphson method with the PSO approach the current velocity of the particle is determined by the inertia weight and the acceleration constant as follows:

$$
\begin{equation*}
\mathbf{v}_{n+1}=\omega \mathbf{v}_{n}+\eta \mathbf{N}\left(\mathbf{z}_{n}\right), \tag{9}
\end{equation*}
$$

where $\mathbf{v}_{n+1}$ - the current velocity of the particle, $\mathbf{v}_{n}$ - the previous velocity of the particle, $\omega \in[0,1)$ - inertia weight, $\eta \in(0,1]$ - acceleration constant.

The inertia weight $(\omega)$ and the acceleration constant $(\eta)$ influence the particle's behaviour. They can be changed depending on the algorithm's progress. The effect of changes of these parameters determines particle dynamics, and it will be visualized using the algorithm described in Sec. 5.

## 3. Applying mechanics of adaptation

The particle's dynamics is a function of inertia weight $(\omega)$ and the acceleration constant $(\eta)$. These parameters can be changed during the progress of the iteration process. The change can be made depending on the value of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$, because the lower the value of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$ the better the position of particle for the problem being analysed. It is possible to propose a modification of (9) by applying the adaptation functions $\omega, \eta: \mathbb{R} \rightarrow \mathbb{R}$. In order to simplify the definition of the adaptation function, a linear combination of membership functions $\mu_{1}, \mu_{2}, \mu_{3}$ and corresponding weights $\omega_{1}, \omega_{2}, \omega_{3}, \eta_{1}, \eta_{2}, \eta_{3}$ is proposed.

As membership functions we can use different functions that are used in fuzzy numbers theory. In this paper we propose the use of the following three


Figure 1: Membership functions for modelling the adaptation functions
membership functions:

$$
\begin{gather*}
\mu_{1}(x)= \begin{cases}1 & \text { if } x<A \\
\frac{B-x}{B-A} & \text { if } A \leq x \leq B \\
0 & \text { if } B<x\end{cases}  \tag{10}\\
\mu_{2}(x)= \begin{cases}\frac{x-A}{B-A} & \text { if } A \leq x<B \\
1 & \text { if } B \leq x<C \\
\frac{D-x}{D-C} & \text { if } C \leq x \leq D \\
0 & \text { if } x<A \vee D<x\end{cases}  \tag{11}\\
\mu_{3}(x)= \begin{cases}0 & \text { if } x<C \\
\frac{x-C}{D-C} & \text { if } C \leq x<D \\
1 & \text { if } D \leq x\end{cases} \tag{12}
\end{gather*}
$$

where $x, A, B, C, D \in \mathbb{R}$ and $A<B \leq C<D$. The graphs of $\mu_{1}, \mu_{2}, \mu_{3}$ are presented in Fig. 1.

Having membership functions $\mu_{1}, \mu_{2}, \mu_{3}$ we define the adaptation functions in the following way:

- the inertia adaptation function

$$
\begin{equation*}
\omega(x)=\omega_{1} \cdot \mu_{1}(x)+\omega_{2} \cdot \mu_{2}(x)+\omega_{3} \cdot \mu_{3}(x) \tag{13}
\end{equation*}
$$

where $x \in \mathbb{R}$ and $\omega_{1}, \omega_{2}, \omega_{3} \in[0,1)$,

- the acceleration adaptation function

$$
\begin{equation*}
\eta(x)=\eta_{1} \cdot \mu_{1}(x)+\eta_{2} \cdot \mu_{2}(x)+\eta_{3} \cdot \mu_{3}(x) \tag{14}
\end{equation*}
$$

where $x \in \mathbb{R}$ and $\mu_{1}, \mu_{2}, \mu_{3} \in(0,1]$.
Each of the adaptation functions is defined by seven parameters: $\omega_{1}, \omega_{2}, \omega_{2}, A$, $B, C, D$ for the $\omega$ function and $\eta_{1}, \eta_{2}, \eta_{3}, A, B, C, D$ for the $\eta$ function. Fig. 2 presents examples of adaptation functions. The parameters defining these two


Figure 2: Examples of adaptation functions
function were the following: (a) $\omega_{1}=0.7, \omega_{2}=0.5, \omega_{3}=0.3, A=0.6, B=2$, $C=3, D=4$, (b) $\eta_{1}=0.3, \eta_{2}=0.5, \eta_{3}=0.7, A=0, B=1, C=3, D=5$.

Using the inertia and acceleration adaptation functions we modify (9) in the following way:

$$
\begin{equation*}
\mathbf{v}_{n+1}=\omega\left(\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|\right) \mathbf{v}_{n}+\eta\left(\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|\right) \mathbf{N}\left(\mathbf{z}_{n}\right) \tag{15}
\end{equation*}
$$

This approach allows to control changes in particle dynamics depending on $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$.

## 4. Iteration processes

Iterative algorithms are widely used in many computational tasks, e.g., root finding [25], eigenvalue problem [27], solving of differential equations [26]. In these iterative methods usually the so-called Picard iteration is used, i.e., iteration of the following form:

$$
\begin{equation*}
\mathbf{z}_{n+1}=\mathbf{T}\left(\mathbf{z}_{n}\right), n=0,1,2, \ldots, \tag{16}
\end{equation*}
$$

where $\mathbf{T}$ is some mapping and $\mathbf{z}_{0}$ is a starting point.
The literature on the approximate finding of fixed points is full of other types of iteration processes. These processes are divided into two types: explicit and implicit. In this paper we focus on the explicit ones. Let us recall some of the most widely used iteration method of this type.

1. The Mann iteration [28]:

$$
\begin{equation*}
\mathbf{z}_{n+1}=\left(1-\alpha_{n}\right) \mathbf{z}_{n}+\alpha_{n} \mathbf{T}\left(\mathbf{z}_{n}\right), n=0,1,2, \ldots \tag{17}
\end{equation*}
$$

where $\alpha_{n} \in(0,1]$ for all $n \in \mathbb{N}$.
2. The Ishikawa iteration [29]:

$$
\begin{align*}
\mathbf{z}_{n+1} & =\left(1-\alpha_{n}\right) \mathbf{z}_{n}+\alpha_{n} \mathbf{T}\left(\mathbf{u}_{n}\right) \\
\mathbf{u}_{n} & =\left(1-\beta_{n}\right) \mathbf{z}_{n}+\beta_{n} \mathbf{T}\left(\mathbf{z}_{n}\right), n=0,1,2, \ldots, \tag{18}
\end{align*}
$$

where $\alpha_{n} \in(0,1]$ and $\beta_{n} \in[0,1]$ for all $n \in \mathbb{N}$.
3. The Agarwal iteration [30] ( $S$-iteration):

$$
\begin{align*}
\mathbf{z}_{n+1} & =\left(1-\alpha_{n}\right) \mathbf{T}\left(\mathbf{z}_{n}\right)+\alpha_{n} \mathbf{T}\left(\mathbf{u}_{n}\right), \\
\mathbf{u}_{n} & =\left(1-\beta_{n}\right) \mathbf{z}_{n}+\beta_{n} \mathbf{T}\left(\mathbf{z}_{n}\right), n=0,1,2, \ldots, \tag{19}
\end{align*}
$$

where $\alpha_{n} \in[0,1]$ and $\beta_{n} \in[0,1]$ for all $n \in \mathbb{N}$.
4. The Das-Debata iteration [31]:

$$
\begin{align*}
\mathbf{z}_{n+1} & =\left(1-\alpha_{n}\right) \mathbf{z}_{n}+\alpha_{n} \mathbf{T}^{I I}\left(\mathbf{u}_{n}\right) \\
\mathbf{u}_{n} & =\left(1-\beta_{n}\right) \mathbf{z}_{n}+\beta_{n} \mathbf{T}^{I}\left(\mathbf{z}_{n}\right), n=0,1,2, \ldots, \tag{20}
\end{align*}
$$

where $\alpha_{n} \in(0,1]$ and $\beta_{n} \in[0,1]$ for all $n \in \mathbb{N}$.
5. The Khan-Cho-Abbas iteration [32]:

$$
\begin{align*}
\mathbf{z}_{n+1} & =\left(1-\alpha_{n}\right) \mathbf{T}^{I}\left(\mathbf{z}_{n}\right)+\alpha_{n} \mathbf{T}^{I I}\left(\mathbf{u}_{n}\right), \\
\mathbf{u}_{n} & =\left(1-\beta_{n}\right) \mathbf{z}_{n}+\beta_{n} \mathbf{T}^{I}\left(\mathbf{z}_{n}\right), n=0,1,2, \ldots, \tag{21}
\end{align*}
$$

where $\alpha_{n} \in(0,1]$ and $\beta_{n} \in[0,1]$ for all $n \in \mathbb{N}$.
6. The generalized Agarwal iteration [32]:

$$
\begin{align*}
\mathbf{z}_{n+1} & =\left(1-\alpha_{n}\right) \mathbf{T}^{I I I}\left(\mathbf{z}_{n}\right)+\alpha_{n} \mathbf{T}^{I I}\left(\mathbf{u}_{n}\right) \\
\mathbf{u}_{n} & =\left(1-\beta_{n}\right) \mathbf{z}_{n}+\beta_{n} \mathbf{T}^{I}\left(\mathbf{z}_{n}\right), n=0,1,2, \ldots, \tag{22}
\end{align*}
$$

where $\alpha_{n} \in(0,1]$ and $\beta_{n} \in[0,1]$ for all $n \in \mathbb{N}$.
The Picard, Mann, Ishikawa and the Agarwal iterations are used in finding fixed points of a single mapping T, whereas the Das-Debata, Khan-Cho-Abbas and the generalized Agarwal iterations are used in finding common fixed points of two $\left(\mathbf{T}^{I}, \mathbf{T}^{I I}\right)$ or three $\left(\mathbf{T}^{I}, \mathbf{T}^{I I}, \mathbf{T}^{I I I}\right)$ mappings. Moreover, let us notice that some of the iterations reduce to other, e.g., the Mann iteration reduces to the Picard iteration when $\alpha_{n}=1$ for all $n \in \mathbb{N}$. The possible conversions between the introduced iterations are presented in Tab. 1. The iteration in the column converts to the iteration in a row; " -" means that there is no possible conversion. More iteration processes for finding fixed points of a single mapping and their dependencies can be found in [33].

When we look at (8) we see that this algorithm uses the Picard iteration, where the mapping $\mathbf{T}$ is given by the following formula:

$$
\begin{equation*}
\mathbf{T}\left(\mathbf{z}_{n}\right)=\mathbf{z}_{n}+\mathbf{v}_{n+1} . \tag{23}
\end{equation*}
$$

Mapping $\mathbf{T}$ is defined by three parameters: the function $\mathbf{F}$, the inertia adaptation function $\omega$ given by (13), and the acceleration adaptation function $\eta$ given by (14).

In the algorithm we can replace the Picard iteration by the other presented iterations. In the case of several mappings we use the same function $\mathbf{F}$, but different inertia and acceleration adaptation functions to define the mappings.

Some of the iterations use an additional sample point $\mathbf{u}_{n}$ (reference point). In those cases, two steps are performed: the reference point $\mathbf{u}_{n}$ (a sample) is determined in the first step, and then a new position of the particle $\mathbf{z}_{n+1}$ is calculated. This allows to better control the particle's movement.

Table 1: Conversions of iterations (iteration in the column converts to the iteration in a row; " -" - no possible conversion)


## 5. Visualization of the dynamics

The visualization of the dynamics of the proposed methods relays on the ideas used in polynomiography [34]. First, we select one of the iteration methods presented in Sec. 4. Depending on the selected iteration method we set the appropriate number of inertia and acceleration adaptation functions, i.e., $\omega, \eta$ for a single transformation $\mathbf{T}$, and from $\omega^{I}, \eta^{I}, \omega^{I I}, \eta^{I I}$ up to $\omega^{I I I}, \eta^{I I I}$ depending on the chosen iteration method - for transformations $\mathbf{T}^{I}, \mathbf{T}^{I I}, \mathbf{T}^{I I I}$. Each of the functions is given by seven parameters: $\omega_{1}, \omega_{2}, \omega_{3}, A_{\omega}, B_{\omega}, C_{\omega}$, $D_{\omega}$, for the $\omega$ function, and $\eta_{1}, \eta_{2}, \eta_{3}, A_{\eta}, B_{\eta}, C_{\eta}, D_{\eta}$ for the $\eta$ function. Moreover, we set the maximum number of iterations $m$, which the algorithm should perform, the accuracy of the computations $\varepsilon>0$, and we also select a colouring function $C: \mathbb{N} \rightarrow\{0,1, \ldots, 255\}^{3}$ and the area of interest $\mathbf{A}$. Then, for each $\mathbf{z}_{0}$ in $\mathbf{A}$ we use the algorithm. The computations are proceed till the convergence criterion is not satisfied:

$$
\begin{equation*}
\left\|\mathbf{z}_{n+1}-\mathbf{z}_{n}\right\|<\epsilon \tag{24}
\end{equation*}
$$

or the maximum number of iterations is not reached. Finally, using the colouring function $C$ we assign colour to $\mathbf{z}_{0}$ using the number of iterations that the algorithm has performed.

The pseudocode of the visualization algorithm is presented in Algorithm 1. The $I_{q}$ in the algorithm is the selected iteration method and $q$ is its vector of parameters. For simplicity we use the following notation $A_{\{\omega \mid \eta\}}^{\{I|I I| I I I\}}$, where we give the number of the transformation in the superscript, the name of the function which this parameter defines in the subscript, and $\mid$ denotes alternative.

The solution space $\mathbf{A}$ is defined in a $D$-dimensional space, thus the algorithm returns polynomiograph in this space. For $D=2$, a single image is obtained. When $D>2$ cross sections of $\mathbf{A}$ with a two-dimensional plane for visualization can be made.

## 6. Discussion on the research results

In this section we present the results of conducted research. In the research we visualized - using the method introduced in Sec. 5 - the dynamics of the algorithm from Sec. 2 with the adaptation functions described in Sec. 3 and various iteration processes from Sec. 4. Using the visualizations we analyse the behaviour of the algorithm depending on its different parameters.

A standard function used in the literature on root finding methods is the cubic complex polynomial $c^{3}-1$. We can transform this complex function into system of two real equations with two variables in the following way. Let $c=x+i y$ where $i=\sqrt{-1}$ and $x, y \in \mathbb{R}$. Moreover, let $p(c)=c^{3}-1$. To solve the following non-linear equation

$$
\begin{equation*}
p(c)=0 \tag{25}
\end{equation*}
$$

```
Algorithm 1: Visualization of the dynamics
    Input: \(\mathbf{F}\) - function, \(\mathbf{A} \subset \mathbb{R}^{D}\) - solution space, \(m\) - the maximum
            number of iterations, \(I_{q}\) - iteration method, \(q \in[0,1]^{N}-\)
            parameters of the iteration \(I_{q}, \omega_{\{1|2| 3\}}^{\{I|I| I I\}}, \eta_{\{1|2| 3\}}^{\{I|I I| I I\}}\),
            \(A_{\{\omega \mid \eta\}}^{\{I|I I| I I I\}}, B_{\{\omega \mid \eta\}}^{\{I|I| \mid I I\}}, C_{\{\omega \mid \eta\}}^{\{I|I| \mid I I\}}, D_{\{\omega \mid \eta\}}^{\{I|I I| I I I\}}\),- parameters
            defining functions \(T^{\{I|I| \mid I I I\}}, C\) - colouring function, \(\epsilon-\)
            accuracy
    Output: visualization of the dynamics
    foreach \(\mathbf{z}_{0} \in \mathbf{A}\) do
        \(i=0\)
        \(\mathbf{v}_{0}=[0,0, \ldots, 0]\)
        while \(i \leq m\) do
            \(\mathbf{z}_{n+1}=I_{q}\left(\mathbf{z}_{n}\right)\)
            if \(\left\|\mathbf{z}_{n+1}-\mathbf{z}_{n}\right\|<\epsilon\) then
                break
            \(i=i+1\)
        colour \(\mathbf{z}_{0}\) with \(C(i)\)
```



Figure 3: Colour map used in the experiments.
this equation can be written as follows:

$$
\begin{equation*}
0=c^{3}-1=(x+i y)^{3}-1=x^{3}-3 x y^{2}-1+\left(3 x^{2} y-y^{3}\right) i . \tag{26}
\end{equation*}
$$

In this case, equation (26) can be transformed into system of two equations with two variables:

$$
\mathbf{F}(x, y)=\left[\begin{array}{l}
f_{1}(x, y)  \tag{27}\\
f_{2}(x, y)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]=\mathbf{0}
$$

where $f_{1}(x, y)=x^{3}-3 x y^{2}-1$ and $f_{2}(x, y)=3 x^{2} y-y^{3}$. Of course, the set of solutions of this system has three elements which are the following: $[1,0]$, [ $-0.5,-0.866025],[-0.5,0.866025]$.

To solve (27) we used the method introduced in Sec. 2. The same colour map (Fig. 3) was used to colour all of the obtained polynomiographs. Furthermore, in every experiment we used the following common parameters: $\mathbf{A}=$ $[-2.0,2.0]^{2}\left([-0.5,0.5]^{2}\right.$ is used for the magnification of the centre parts of polynomiographs), $m=128, r=1.0 e-2$, image resolution $800 \times 800$ pixels.

Because we need to give values of many parameters, so for simplicity we introduce the following convention for the description of the parameters of the adaptation functions. The shape of an adaptation function results directly from this description. All the parameters values must be specified for the correct
description of the adaptation function. We set the default value of 0.0 for all the parameters - it means that $\{\omega \mid \eta\}_{\{1|2| 3\}}^{\{-|I| I I \mid I I I\}}=0.0$ and $\{A|B| C \mid D\}_{\{\omega \mid \eta\}}^{\{-|I| I| | I I I\}}=$ 0.0 (" -" means that superscript is omitted for a single transformation $\mathbf{T}$ ). Only values other than zero are given in the description of the parameters.

The algorithm used in the experiments was implemented in the $\mathrm{C}++$ programming language. The experiments were conducted on a computer with the Intel Core i5-2520M processor, 4 GB RAM, and Linux 3.16.7-42-desktop openSUSE 13.2 (Harlequin 64-bits, KDE Platform Version 4.14.9).

### 6.1. The Picard iteration

Fig. 4 presents polynomiographs obtained using the proposed method and the Picard iteration. The inertia adaptation function was modelled by using only the $\mu_{1}$ membership function. This example also clarifies the convention of parameters description. Continuing the analysis of the example shown in Fig. 4, parameters $A$ and $B$ are required to determine the function $\mu_{1}$. In the description of the example from Fig. 4 a the value of $A_{\omega}$ (which is omitted in the description) is equal to 0.0 (by default) and $B_{\omega}$ is equal to 10.0 , and parameter $\omega_{1}$ (whose value is greater than zero and determines the use of $\mu_{1}$ ) is equal to 0.7. These parameters indicate that the slope of the function $\mu_{1}$ varies linearly from 0.7 to 0.0 in the range from $A_{\omega}=0.0$ to $B_{\omega}=10.0$ and the function $\mu_{1}$ outside of this range is equal to 0.0 . Because $\omega_{2}=\omega_{3}=0$ the inertia function is determined only by using the membership function $\mu_{1}$. By continuing, the parameters $\eta_{1}=\eta_{2}=0$ (by default) so the acceleration function is determined only by the $\mu_{3}$ membership function. Parameters $C_{\eta}$ and $D_{\eta}$ are equal to 0.0 (by default) and $\eta_{3}$ has value equal to 0.7 - these settings indicate that the acceleration function assumes a constant value equal to 0.7 in the whole range. In the example illustrated in Fig. 4b, the value of $A_{\omega}=3.0$ is given in the description of the image and the remaining parameters are the same as in the example shown in Fig. 4a. It means that the inertia function returns a value equal to 0.7 in the range from 0.0 to $A_{\omega}=3.0$, while the slope of the function $\mu_{1}$ changes linearly from 0.7 to 0.0 in the range from $A_{\omega}=3.0$ to $B_{\omega}=10$, and outside of these ranges $\mu_{1}$ takes the value equal to 0.0 . The acceleration function is defined as in the example from Fig. 4a. The used convention of parameters specification greatly simplifies the description without affecting its quality. The parameter $t$ in the image description denotes the average number of iterations required to create one point of polynomiograph.

In Fig. 4 a and b we can observe the effect of changing the $A_{\omega}$ parameter in the function $\mu_{1}$, and in Fig. 4 c and d the effect of changing the $B_{\omega}$ parameter. Modelling of particle's dynamics by the $\omega$ function is realized for small values of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$. It results in visible changes in the central part of the polynomiographs.

The effect of modelling the $\omega$ function, in which only the membership function $\mu_{2}$ is used, i.e., $\omega_{1}=\omega_{3}=0.0$ is shown in Fig. 5. The acceleration adaptation function $\eta$ is the same as in the previous example. As it can be observed the $\mu_{2}$ function significantly influences the polynomiographs smoothing. Areas


Figure 4: Polynomiographs of the Picard iteration for $\omega_{1}=0.7, \eta_{3}=0.7$ and varying $A_{\omega}$ and $B_{\omega}$.


Figure 5: Polynomiographs of the Picard iteration for $\omega_{2}=0.7, \eta_{3}=0.7$ and varying $A_{\omega}$, $B_{\omega}, C_{\omega}, D_{\omega}$.
with high dynamics (areas presenting a wide range of changes) are not subject to numerous changes in comparison to the previous drawings.

In Fig. 6 the effect of modelling the $\omega$ function using only the $\mu_{3}$ function $\left(\omega_{1}=\omega_{2}=0.0\right)$ is presented. As in the previous cases the same acceleration adaptation function $\eta$ was used to obtain the polynomiographs. Modelling of particle's dynamics by the inertia adaptation function $\omega$ is within the range of high values of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$. We see that also in this case the use of different $\mu_{3}$ membership functions significantly influences the smoothing of polynomiographs.

Modelling of dynamics by the acceleration adaptation function is special because the adaptation function should not have a value of 0 (it causes particle immobility) - the minimum and maximum values of the $\mu_{1}, \mu_{2}, \mu_{3}$ membership functions are determined by the appropriate selection of coefficients. The membership functions $\mu_{1}$ and $\mu_{3}$ are used because of the specific selection of parameters for modelling acceleration adaptation function in the example presented in the Fig. 7 (this parameter description is consistent with the used convention, $\eta_{2}$ is equal to 0.0 ). Because the value of $\eta_{1}$ is higher than the value of $\eta_{3}$, so the $\mu_{1}$ membership function has a greater impact on the dynamics shown in


Figure 6: Polynomiographs of the Picard iteration for $\omega_{3}=0.7, \eta_{3}=0.7$ and varying $C_{\omega}$ and $D_{\omega}$.


Figure 7: Polynomiographs of the Picard iteration for $\omega_{3}=0.5, \eta_{1}=0.7, \eta_{3}=0.1$ and varying $A_{\eta}, B_{\eta}, C_{\eta}, D_{\eta}$.

Fig. 7. The inertia adaptation function returns constant value equal to 0.5 . For the images in Fig. 7a and b the parameter $A_{\eta}$ changes, whereas for the images in Fig. 7c and d the parameter $B_{\eta}$ is changing. The use of the $\eta$ adaptation function causes a high acceleration of the particle for small values of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$.

The next example shows the modelling of acceleration adaptation function with the dominating influence of the $\mu_{2}$ membership function (the shape of $\mu_{2}$ is modelled by changing $A_{\eta}, B_{\eta}, C_{\eta}, D_{\eta}$ parameters). For the examples presented in Fig. 8a and b, high acceleration values are obtained in the range of small and medium values of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$ (membership function $\mu_{1}$ is omitted and $\eta_{3}$ has a small value) and in images in Fig. 8c and d in the medium range ( $\eta_{1}$ and $\eta_{3}$ both have a small value equal to 0.1 ). The images of particle dynamics in Fig. 8c and d are more smoothed in comparison to drawings in Fig. 8a and b. All these images show interesting patterns.

The modelling of acceleration adaptation function with the dominant influence of the $\mu_{3}$ membership function because $\eta_{1}$ is equal to 0.1 and $\eta_{3}$ is equal to 0.7 (the $\mu_{2}$ membership function is omitted) is shown in the next example. High values of particle acceleration shown in Fig. 9 are obtained for the high values

(a) $B_{\eta}=2.0, C_{\eta}=8.0, D_{\eta}=(\mathrm{b}) B_{\eta}=4.0, C_{\eta}=6.0, D_{\eta}=$ $10.0, t=13.07$ $10.0, t=21.44$

(c) $\eta_{1}=0.1, A_{\eta}=0.2, B_{\eta}=(\mathrm{d}) \eta_{1}=0.1, A_{\eta}=0.5, B_{\eta}=$ $4.0, C_{\eta}=6.0, D_{\eta}=8.0, t=5.0, C_{\eta}=6.0, D_{\eta}=8.0, t=$ 12.76 13.18

Figure 8: Polynomiographs of the Picard iteration for $\omega_{3}=0.5, \eta_{2}=0.7, \eta_{3}=0.1$ and varying $A_{\eta}, B_{\eta}, C_{\eta}, D_{\eta}$.


Figure 9: Polynomiographs of the Picard iteration for $\omega_{3}=0.5, \eta_{1}=0.1, \eta_{3}=0.7$ and varying $A_{\eta}, B_{\eta}, C_{\eta}, D_{\eta}$.
of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$. Modelling of particle dynamics presented on the polynomiographs in Figs. 9c and d is performed for higher values of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$ than for the images in Fig. 9a and b. All these pictures show interesting graphic designs.

The most interesting images are obtained by combining dynamics modelling by the $\omega$ and $\eta$ adaptation functions. Polynomiographs in Fig. 10 present various images for different modelling parameters. They represent artistic designs.

The central areas of the polynomiographs (areas of high dynamics) also create interesting mosaics. Magnification of the central parts of selected polynomiographs are shown in Fig. 11.

### 6.2. The Mann iteration

The Mann Iteration introduces the $\alpha$ parameter, which reduces the dynamics of the particle. The Picard iteration is obtained when $\alpha=1$, and for the value equal to 0.0 the particle is in immobility. Fig. 12 shows images for the varying values of $\alpha$, the remaining parameters are set as in the the example presented in Fig. 10a - it means that for $\alpha=1$ we obtain the same image. Looking at the obtained images we see that the differences in particle dynamics


Figure 10: Polynomiographs of the Picard iteration for varying several parameters (parameters of examples presented in images: (a) $\omega_{2}=0.7, B_{\omega}=0.5, C_{\omega}=3.0, D_{\omega}=10.0, \eta_{3}=0.7$, $D_{\eta}=10.0$; (b) $\omega_{2}=0.5, B_{\omega}=0.5, C_{\omega}=3.0, D_{\omega}=10.0, \eta_{3}=0.6, D_{\eta}=10.0$; (c) $\omega_{2}=0.7$, $A_{\omega}=0.2, B_{\omega}=4.0, C_{\omega}=6.0, D_{\omega}=8.0, \eta_{2}=0.7, \eta_{3}=0.1, B_{\eta}=2.0, C_{\eta}=8.0, D_{\eta}=10.0$; (d) $\omega_{1}=0.7, \omega_{2}=0.5, \omega_{3}=0.3, A_{\omega}=0.6, B_{\omega}=2.0, C_{\omega}=3.0, D_{\omega}=4.0, \eta_{1}=0.3$, $\left.\eta_{2}=0.5, \eta_{3}=0.7, B_{\eta}=1.0, C_{\eta}=3.0, D_{\eta}=5.0\right)$.


Figure 11: Magnification of the central part of selected polynomiographs of the Picard iteration.


Figure 12: Polynomiographs of the Mann iteration for $\omega_{1}=0.7, A_{\omega}=1.0, B_{\omega}=3.0, \eta_{2}=0.7$, $\eta_{3}=0.1, B_{\eta}=4.0, C_{\eta}=6.0, D_{\eta}=10.0$ and varying $\alpha$.
are significant. Limiting the particle's dynamics increases the average number of iterations needed to create the polynomiographs. Moreover, comparing the images with the one obtained for the Picard iteration we see that the patterns differ in a significant way. The change in the shape is visible in all areas of the images.

Similar observations are made for the images in Fig. 13, but for other adaptation functions. In the previous example, the inertia adaptation function returned 0.7 in the range from 0.0 to $A_{\omega}=1.0$ and then it decreased linearly to 0.0 for $B_{\omega}=3.0$. Whereas the acceleration adaptation function grew linearly from 0.0 (for $A_{\eta}=0.0$ ) to 0.7 (for $B_{\eta}=4.0$ ), then (for $C_{\eta}=6.0$ ) it decreased linearly to 0.1 (for $D_{\eta}=10.0$ ), and for the arguments greater than $D_{\eta}$ it returned 0.1. In the example from Fig. 13 the inertia adaptation function decreases from 0.7 to 0.3 (in the ranges defined by the values of $A_{\omega}, B_{\omega}, C_{\omega}$ and $D_{\omega}$ ), whereas the acceleration adaptation function increases from 0.3 to 0.7 (in the ranges defined by $A_{\eta}, B_{\eta}, C_{\eta}$ and $D_{\eta}$ ), so the parameters used in this example were the same as those used for the Picard iteration in Fig. 10d. It is not difficult to notice, by comparing the polynomiographs, that these adaptation functions cause different particle dynamics. Also for these images, with the decreasing value of $\alpha$ we notice a decrease in particle dynamics - it also results in the increase in the


Figure 13: Polynomiographs of the Mann iteration for $\omega_{1}=0.7, \omega_{2}=0.5, \omega_{3}=0.3, A_{\omega}=0.6$, $B_{\omega}=2.0, C_{\omega}=3.0, D_{\omega}=4.0, \eta_{1}=0.3, \eta_{2}=0.5, \eta_{3}=0.7, B_{\eta}=1.0, C_{\eta}=3.0, D_{\eta}=5.0$ and varying $\alpha$.
average number of iterations needed to create the image.
For the Mann iteration it is not difficult to see that, similarly to the case of Picard iteration, the particle dynamics paints attractive patterns. The magnification of the central parts of selected images is shown in Fig. 14. The obtained patterns are intriguing and have a high aesthetic value.

### 6.3. The Ishikawa and the Das-Debata iterations

The Ishikawa iteration is a two step iteration. In the first step, a reference point is created using the Mann iteration. The $\beta$ parameter is responsible for the dynamics of this point. In the second step, a new particle position is determined as the linear combination of the particle's position from the previous iteration and the processed reference point. The $\alpha$ parameter influences the particle dynamics. The Ishikawa iteration uses the same mappings during processing of the particle and the reference point - it also means that we have the same set of $\omega$ and $\eta$ adaptation functions. The Das-Debata iteration is a generalization of the Ishikawa iteration by introducing two different mappings - it gives much wider range of possibilities for controlling particle dynamics.


Figure 14: Magnification of the central part of selected polynomiographs of the Mann iteration.


Figure 15: Polynomiographs of the Das-Debata iteration for $\alpha=0.9, \omega_{1}^{I}=0.7, \omega_{2}^{I}=0.5$, $\omega_{3}^{I}=0.3, A_{\omega}^{I}=0.6, B_{\omega}^{I}=2.0, C_{\omega}^{I}=3.0, D_{\omega}^{I}=4.0, \eta_{1}^{I}=0.3, \eta_{2}^{I}=0.5, \eta_{3}^{I}=0.7, B_{\eta}^{I}=1.0$, $C_{\eta}^{I}=3.0, D_{\eta}^{I}=5.0, \omega_{1}^{I I}=0.7, A_{\omega}^{I I}=1.0, B_{\omega}^{I I}=3.0, \eta_{2}^{I I}=0.7, \eta_{3}^{I I}=0.1, B_{\eta}^{I I}=4.0$, $C_{\eta}^{I I}=6.0, D_{\eta}^{I I}=10.0$ and varying $\beta$.

Images in Fig. 15 show the change in polynomiographs for the Das-Debata iteration in dependence on the $\beta$ parameter. The parameters used for defining the $\mathbf{T}^{I}$ mapping are the same as in the example of the Picard iteration presented in Fig. 10a, and for the $\mathbf{T}^{I I}$ mapping the same as in the example presented in the Fig. 10d. Although some settings are repeated in the description of the drawings, they are always given to facilitate their interpretation. The increase in the value of $\beta$ increases the reference point dynamics. It results in decrease in the number of iterations needed to create the image.

Fig. 16 shows polynomiographs of the Das-Debata iteration for a varying $\alpha$. The parameters that define the $\mathbf{T}^{I}$ and $\mathbf{T}^{I I}$ transformations are the same as in the previous example. From the results we see that the decrease in particle dynamics by decreasing the value of the $\alpha$ parameter results in the increase in the average number of iterations needed to create the polynomiographs.

In the examples presented in Fig. 17 and 18 the parameters defining the $\mathbf{T}^{I}$ and $\mathbf{T}^{I I}$ mappings have been changed. In the previous example, the values returned by the inertia adaptation function decreased from 0.7 to 0.3 and the values of the acceleration adaptation function increased from 0.3 to 0.7 (the


Figure 16: Polynomiographs of the Das-Debata iteration for $\beta=0.9, \omega_{1}^{I}=0.7, \omega_{2}^{I}=0.5$, $\omega_{3}^{I}=0.3, A_{\omega}^{I}=0.6, B_{\omega}^{I}=2.0, C_{\omega}^{I}=3.0, D_{\omega}^{I}=4.0, \eta_{1}^{I}=0.3, \eta_{2}^{I}=0.5, \eta_{3}^{I}=0.7, B_{\eta}^{I}=1.0$, $C_{\eta}^{I}=3.0, D_{\eta}^{I}=5.0, \omega_{1}^{I I}=0.7, A_{\omega}^{I I}=1.0, B_{\omega}^{I I}=3.0, \eta_{2}^{I I}=0.7, \eta_{3}^{I I}=0.1, B_{\eta}^{I I}=4.0$, $C_{\eta}^{I I}=6.0, D_{\eta}^{I I}=10.0$, and varying $\alpha$.


Figure 17: Polynomiographs of the Das-Debata iteration for $\alpha=0.9, \omega_{1}^{I}=0.7, A_{\omega}^{I}=1.0$, $B_{\omega}^{I}=3.0, \eta_{2}^{I}=0.7, \eta_{3}^{I}=0.1, B_{\eta}^{I}=4.0, C_{\eta}^{I}=6.0, D_{\eta}^{I}=10.0, \omega_{1}^{I I}=0.7, \omega_{2}^{I I}=0.5$, $\omega_{3}^{I I}=0.3, A_{\omega}^{I I}=0.6, B_{\omega}^{I I}=2.0, C_{\omega}^{I I}=3.0, D_{\omega}^{I I}=4.0, \eta_{1}^{I I}=0.3, \eta_{2}^{I I}=0.5, \eta_{3}^{I I}=0.7$, $B_{\eta}^{I I}=1.0, C_{\eta}^{I I}=3.0, D_{\eta}^{I I}=5.0$ and varying $\beta$.
shapes of the functions result from the values of $A, B, C$ and $D$ parameters). In the given example, the particle inertia is high for the small values of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$ (it is due to the inertia adaptation function) and the particle acceleration is strongly stimulated for the medium values of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$ (it is due to the acceleration adaptation function). There is a noticeable difference between these examples showing the widening of the areas of high dynamics in the central part of polynomiographs. Fig. 17 shows lower dynamics for smaller values of $\beta$. It results in the increase in the average number of iterations. Similarly, the decrease in dynamics with decreasing values of $\alpha$ is observed in Fig. 17. In addition, it is possible to notice (by comparing the obtained polynomiographs) that the mixing of features of particle dynamic stimulation resulting from the shapes of $\omega$ and $\eta$ adaptation functions is visible on polynomiographs.

Selecting the appropriate parameters' values for the $\omega$ and $\eta$ adaptation functions in the Das-Debata iteration gives the possibility to control the dynamics of the particle practically in the whole area of the polynomoiograph as it is presented in images in Fig. 19. Moreover, despite the limitations imposed by the Ishikawa iteration, a wide range of dynamic controls has been obtained -


Figure 18: Polynomiographs of the Das-Debata iteration for $\beta=0.9, \omega_{1}^{I}=0.7, A_{\omega}^{I}=1.0$, $B_{\omega}^{I}=3.0, \eta_{2}^{I}=0.7, \eta_{3}^{I}=0.1, B_{\eta}^{I}=4.0, C_{\eta}^{I}=6.0, D_{\eta}^{I}=10.0, \omega_{1}^{I I}=0.7, \omega_{2}^{I I}=0.5$, $\omega_{3}^{I I}=0.3, A_{\omega}^{I I}=0.6, B_{\omega}^{I I}=2.0, C_{\omega}^{I I}=3.0, D_{\omega}^{I I}=4.0, \eta_{1}^{I I}=0.3, \eta_{2}^{I I}=0.5, \eta_{3}^{I I}=0.7$, $B_{\eta}^{I I}=1.0, C_{\eta}^{I I}=3.0, D_{\eta}^{I I}=5.0$ and varying $\alpha$.
it is shown in Fig. 20. Particle dynamics control gives the opportunity to create interesting graphic designs.

High particle dynamics contributes to creating very interesting patterns. Even fragments of polynomiographs can be an artistic inspiration. Fig. 21 shows the magnification of the central parts of some polynomiographs presented in the previous examples. We see that the patterns create interesting mosaics.

### 6.4. The Agarwal and the Khan-Cho-Abbas iterations

Compared to the Ishikawa iteration the Agarwal iteration extends the ability to control the particle dynamics by introducing additional transformation of $\mathbf{z}_{n}$ - see equation (19). In the following example (Fig. 22) the same parameters as in the example in Fig. 10 were used for defining mapping $\mathbf{T}$. This example illustrates the change in particle dynamics obtained by changing the dynamics of the reference point creation. The dynamics of creating a reference point depends on the $\beta$ parameter. The decrease in the value of the $\beta$ parameter reduces the dynamics of the reference point - it clearly affects the dynamics of the particle. The increase in the dynamics of the reference point creation decreases the average number of iterations required to create the polynomiograph (see Fig. 22).

The next example - presented in Fig. 23 - shows the effect of changing the $\alpha$ parameter on particle dynamics for the same settings as in the previous example. As in the cases discussed above, reducing the particle dynamics by decreasing the value of $\alpha$ results in an increase in the average number of iterations needed to create the polynomiograph - as it is shown in Fig. 23. It is possible to note that $\alpha$ affects the linear combination of the processed particle position and the processed reference point position. Moreover, we can observe a remarkable resemblance between polynomiographs resulting from the shapes of the adaptation functions. The inertia adaptation function returns high values for small values of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$, and the acceleration adaptation function returns high values for medium values of $\left\|\mathbf{F}\left(\mathbf{z}_{n}\right)\right\|$. The polynomiographs shown in Figs. 22 and 23 are particularly similar in the area of extremes.

The Khan-Cho-Abbas iteration introduces two different mappings, which in comparison to the Agarwal iteration extends the ability of controlling the particle dynamics. In the example the parameters for the mappings $\mathbf{T}^{I}, \mathbf{T}^{I I I}$ were the same as in the case of the image presented in Fig. 10a, and for the $\mathbf{T}^{I I}$ mapping the same as in Fig. 20a. Looking at the parameters used to generate the images in Fig. 24 we can observe that the increase in value of $\beta$ reduces the average number of iterations needed for image creation. The obtained polynomiographs confirm that the introduction of two different mappings gives a wide range of possibilities to control the dynamics of the particle motion. It can be said that in this case particle dynamics paint images like a brush.

Images in Fig. 25 show the change of particle dynamics due to the value's change of the $\alpha$ parameter. In general, the decrease in the $\alpha$ value causes the increase in the average number of iterations required for the image creation, but for Fig. 25d, this value has decreased in relation to Fig. 25c. It can be concluded


Figure 19: Polynomiographs of the Das-Debata iteration for varying several parameters (parameters of examples presented in images: (a) $\alpha=0.9, \beta=0.8, \omega_{1}^{I}=0.7, \omega_{2}^{I}=0.5, \omega_{3}^{I}=0.9$, $A_{\omega}^{I}=0.5, B_{\omega}^{I}=2.0, C_{\omega}^{I}=3.0, D_{\omega}^{I}=40.0, \eta_{1}^{I}=0.3, \eta_{2}^{I}=0.5, \eta_{3}^{I}=0.9, A_{\eta}^{I}=0.1, B_{\eta}^{I}=1.0$, $C_{\eta}^{I}=3.0, D_{\eta}^{I}=5.0, \omega_{1}^{I I}=0.9, \omega_{2}^{I I}=0.7, \omega_{3}^{I I}=0.5, A_{\omega}^{I I}=1.0, B_{\omega}^{I I}=3.0, C_{\omega}^{I I}=5.0$, $D_{\omega}^{I I}=10.0, \eta_{1}^{I I}=0.5, \eta_{2}^{I I}=0.9, \eta_{3}^{I I}=0.2, A_{\eta}^{I I}=1.0, B_{\eta}^{I I}=2.0, C_{\eta}^{I I}=5.0, D_{\eta}^{I I}=100.0$; (b) $\alpha=0.9, \beta=0.8, \omega_{2}^{I}=0.7, B_{\omega}^{I}=0.5, C_{\omega}^{I}=3.0, D_{\omega}^{I}=10.0, \eta_{1}^{I}=0.5, \eta_{2}^{I}=0.9, \eta_{3}^{I}=0.2$, $A_{\eta}^{I}=1.0, B_{\eta}^{I}=2.0, C_{\eta}^{I}=5.0, D_{\eta}^{I}=100.0, \omega_{1}^{I I}=0.9, \omega_{2}^{I I}=0.7, \omega_{3}^{I I}=0.5, A_{\omega}^{I I}=1.0$, $B_{\omega}^{I I}=3.0, C_{\omega}^{I I}=5.0, D_{\omega}^{I I}=10.0, \eta_{3}^{I I}=0.7, D_{\eta}^{I I}=10.0 ; ~(c) \alpha=0.9, \beta=0.9, \omega_{1}^{I}=0.7$, $\omega_{2}^{I}=0.8, \omega_{3}^{I}=0.9, A_{\omega}^{I}=1.0, B_{\omega}^{I}=3.0, C_{\omega}^{I}=8.0, D_{\omega}^{I}=40.0, \eta_{1}^{I}=0.5, \eta_{2}^{I}=0.7, \eta_{3}^{I}=0.1$, $A_{\eta}^{I}=0.1, B_{\eta}^{I}=4.0, C_{\eta}^{I}=6.0, D_{\eta}^{I}=10.0, \omega_{1}^{I I}=0.7, \omega_{2}^{I I}=0.5, \omega_{3}^{I I}=0.3, A_{\omega}^{I I}=0.6$, $B_{\omega}^{I I}=2.0, C_{\omega}^{I I}=3.0, D_{\omega}^{I I}=4.0, \eta_{1}^{I I}=0.8, \eta_{2}^{I I}=0.5, \eta_{3}^{I I}=0.8, B_{\eta}^{I I}=1.0, C_{\eta}^{I I}=3.0$, $D_{\eta}^{I I}=5.0 ;(\mathrm{d}) \alpha=0.9, \beta=0.9, \omega_{1}^{I}=0.7, \omega_{3}^{I}=0.7, B_{\omega}^{I}=1.0, C_{\omega}^{I}=1.0, D_{\omega}^{I}=3.0, \eta_{2}^{I}=0.7$, $\eta_{3}^{I}=0.1, B_{\eta}^{I}=4.0, C_{\eta}^{I}=6.0, D_{\eta}^{I}=10.0, \omega_{1}^{I I}=0.7, \omega_{2}^{I I}=0.5, \omega_{3}^{I I}=0.3, A_{\omega}^{I I}=0.6$, $\left.B_{\omega}^{I I}=2.0, C_{\omega}^{I I}=3.0, D_{\omega}^{I I}=4.0, \eta_{3}^{I I}=0.5, D_{\eta}^{I I}=8.0\right)$.


Figure 20: Polynomiographs of the Ishikawa iteration for $\alpha=0.9, \beta=0.9$ and varying several parameters (parameters of examples presented in images: (a) $\omega_{1}=0.9, \omega_{2}=0.7, \omega_{3}=0.8$, $A_{\omega}=1.0, B_{\omega}=3.0, C_{\omega}=5.0, D_{\omega}=10.0, \eta_{1}=0.2, \eta_{2}=0.1, \eta_{3}=0.5, A_{\eta}=0.5, B_{\eta}=1.0$, $C_{\eta}=5.0, D_{\eta}=10.0$; (b) $\omega_{1}=0.7, \omega_{2}=0.3, \omega_{3}=0.5, A_{\omega}=0.6, B_{\omega}=1.0, C_{\omega}=2.0$, $D_{\omega}=3.0, \eta_{2}=0.7, \eta_{3}=0.1, B_{\eta}=4.0, C_{\eta}=5.0, D_{\eta}=6.0 ;$ (c) $\omega_{2}=0.7, B_{\omega}=0.5$, $\left.C_{\omega}=3.0, D_{\omega}=10.0, \eta_{3}=0.7, D_{\eta}=10.0 ;(\mathrm{d}) \omega_{3}=0.7, D_{\omega}=10.0, \eta_{3}=0.7, D_{\eta}=10.0\right)$.


Figure 21: Magnification of the central part of selected polynomiographs of the Das-Debata iteration.


Figure 22: Polynomiographs of the Agarwal iteration for $\alpha=0.5, \omega_{1}=0.7, A_{\omega}=1.0$, $B_{\omega}=3.0, \eta_{2}=0.7, \eta_{3}=0.1, B_{\eta}=4.0, C_{\eta}=6.0, D_{\eta}=10.0$ and varying $\beta$.


Figure 23: Polynomiographs of the Agarwal iteration for $\beta=0.5, \omega_{1}=0.7, A_{\omega}=1.0$, $B_{\omega}=3.0, \eta_{2}=0.7, \eta_{3}=0.1, B_{\eta}=4.0, C_{\eta}=6.0, D_{\eta}=10.0$ and varying $\alpha$.


Figure 24: Polynomiographs of the Khan-Cho-Abbas iteration for $\alpha=0.5, \omega_{2}^{\{I \mid I I I\}}=0.7$, $B_{\omega}^{\{I \mid I I I\}}=0.5, C_{\omega}^{\{I \mid I I I\}}=3.0, D_{\omega}^{\{I \mid I I I\}}=10.0, \eta_{3}^{\{I \mid I I I\}}=0.7, D_{\eta}^{\{I \mid I I I\}}=10.0, \omega_{1}^{I I}=0.9$, $\omega_{2}^{I I}=0.7, \omega_{3}^{I I}=0.8, A_{\omega}^{I I}=1.0, B_{\omega}^{I I}=3.0, C_{\omega}^{I I}=5.0, D_{\omega}^{I I}=10.0, \eta_{1}^{I I}=0.2, \eta_{2}^{I I}=0.1$, $\eta_{3}^{I I}=0.5, A_{\eta}^{I I}=0.5, B_{\eta}^{I I}=1.0, C_{\eta}^{I I}=5.0, D_{\eta}^{I I}=10.0$ and varying $\beta$.


Figure 25: Polynomiographs of the Khan-Cho-Abbas iteration for $\beta=0.5, \omega_{2}^{\{I \mid I I I\}}=0.7$, $B_{\omega}^{\{I \mid I I I\}}=0.5, C_{\omega}^{\{I \mid I I I\}}=3.0, D_{\omega}^{\{I \mid I I I\}}=10.0, \eta_{3}^{\{I \mid I I I\}}=0.7, D_{\eta}^{\{I \mid I I I\}}=10.0, \omega_{1}^{I I}=0.9$, $\omega_{2}^{I I}=0.7, \omega_{3}^{I I}=0.8, A_{\omega}^{I I}=1.0, B_{\omega}^{I I}=3.0, C_{\omega}^{I I}=5.0, D_{\omega}^{I I}=10.0, \eta_{1}^{I I}=0.2, \eta_{2}^{I I}=0.1$, $\eta_{3}^{I I}=0.5, A_{\eta}^{I I}=0.5, B_{\eta}^{I I}=1.0, C_{\eta}^{I I}=5.0, D_{\eta}^{I I}=10.0$ and varying $\alpha$.
that the dependencies influencing the particle dynamics become more complex due to the different settings of parameters of the adaptation functions.

As in the examples for the Agarwal iteration, in both cases of dynamics modelling by changing $\beta$ and $\alpha$ parameters the common features of the obtained images are shown. All these images can be an artistic inspiration.

The generalized Agarwal iteration in comparison to the Khan-Cho-Abbas iteration extends the ability to control the particle by introducing a third mapping. In the following example the parameters used to define the three mappings were the following. For the $\mathbf{T}^{I}$ transformation they were the same as in the case of Fig. 10d, for the $\mathbf{T}^{I I}$ transformation the $\omega, \eta$ adaptation functions were defined as in Fig. 10d and 12, respectively, and for the $\mathbf{T}^{I I I}$ transformation the parameters were the same as in the case of Fig. 20a. The obtained polynomiographs are presented in Fig. 26 and 27. As in the previous examples, the decrease in the value of $\beta$ and $\alpha$ causes the increase in the average number of iterations needed for creating the polynomiograph. Due to the different mappings, the common features of the images are blurred. Polynomiographs created with high particle dynamics look like they were painted.


Figure 26: Polynomiographs of the generalized Agarwal iteration for $\alpha=0.5, \omega_{1}^{I}=0.7$, $\omega_{2}^{I}=0.5, \omega_{3}^{I}=0.3, A_{\omega}^{I}=0.6, B_{\omega}^{I}=2.0, C_{\omega}^{I}=3.0, D_{\omega}^{I}=4.0, \eta_{1}^{I}=0.3, \eta_{2}^{I}=0.5, \eta_{3}^{I}=0.7$, $B_{\eta}^{I}=1.0, \stackrel{C}{C}_{\eta}^{I}=3.0, D_{\eta}^{I}=5.0, \omega_{1}^{I I}=0.7, \omega_{2}^{I I}=0.5, \omega_{3}^{I I}=0.3, A_{\omega}^{I I}=0.6, B_{\omega}^{I I}=2.0$, $C_{\omega}^{I I}=3.0, D_{\omega}^{I I}=4.0, \eta_{2}^{I I}=0.7, \eta_{3}^{I I}=0.1, B_{\eta}^{I I}=4.0, C_{\eta}^{I I}=6.0, D_{\eta}^{I I}=10.0, \omega_{1}^{I I I}=0.9$, $\omega_{2}^{I I I}=0.7, \omega_{3}^{I I I}=0.8, A_{\omega}^{I I I}=1.0, B_{\omega}^{I I I}=3.0, C_{\omega}^{I I I}=5.0, D_{\omega}^{I I I}=10.0, \eta_{1}^{I I I}=0.2$, $\eta_{2}^{I I I}=0.1, \eta_{3}^{I I I}=0.5, A_{\eta}^{I I I}=0.5, B_{\eta}^{I I I}=1.0, C_{\eta}^{I I I}=5.0, D_{\eta}^{I I I}=10.0$ and varying $\beta$.


Figure 27: Polynomiographs of the generalized Agarwal iteration for $\beta=0.5, \omega_{1}^{I}=0.7$, $\omega_{2}^{I}=0.5, \omega_{3}^{I}=0.3, A_{\omega}^{I}=0.6, B_{\omega}^{I}=2.0, C_{\omega}^{I}=3.0, D_{\omega}^{I}=4.0, \eta_{1}^{I}=0.3, \eta_{2}^{I}=0.5, \eta_{3}^{I}=0.7$, $B_{\eta}^{I}=1.0, C_{\eta}^{I}=3.0, D_{\eta}^{I}=5.0, \omega_{1}^{I I}=0.7, \omega_{2}^{I I}=0.5, \omega_{3}^{I I}=0.3, A_{\omega}^{I I}=0.6, B_{\omega}^{I I}=2.0$, $C_{\omega}^{I I}=3.0, D_{\omega}^{I I}=4.0, \eta_{2}^{I I}=0.7, \eta_{3}^{I I}=0.1, B_{\eta}^{I I}=4.0, C_{\eta}^{I I}=6.0, D_{\eta}^{I I}=10.0, \omega_{1}^{I I I}=0.9$, $\omega_{2}^{I I I}=0.7, \omega_{3}^{I I I}=0.8, A_{\omega}^{I I I}=1.0, B_{\omega}^{I I I}=3.0, C_{\omega}^{I I I}=5.0, D_{\omega}^{I I I}=10.0, \eta_{1}^{I I I}=0.2$, $\eta_{2}^{I I I}=0.1, \eta_{3}^{I I I}=0.5, A_{\eta}^{I I I}=0.5, B_{\eta}^{I I I}=1.0, C_{\eta}^{I I I}=5.0, D_{\eta}^{I I I}=10.0$ and varying $\alpha$.

To illustrate various visual effects resulting from the dynamic control capabilities by means of the $\omega$ and $\eta$ adaptation functions, in Fig. 28 the Ishikawa iteration, the Khan-Cho-Abbas iteration and the generalized Agarwal iteration are presented for varying several parameters. The obtained images confirm the possibility to create artistic patterns. The magnification of some selected polynomiographs (Fig. 29) also shows artistic mosaics.

## 7. Conclusions

In this paper we proposed an algorithm that is based on the Newton-Raphson root finding method and which uses an adaptation mechanics. The adaptation mechanics is based on a linear combination of some membership functions and allows a better control of algorithm's dynamics. The proposed approach allows to visualize the adaptation mechanics impact on the operation of the algorithm. Moreover, various iteration processes and their operation mechanics were discussed. The presented linear combination method is very simple. Its use shows how the dynamics of a particle can be controlled. Similar approaches are used in control systems [35]. It is possible to optimize the adaptation functions, e.g., by means of a genetic algorithm. The presented images are also of aesthetic importance. They can be used as art projects.
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