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Abstract

This paper is concerned with the well-posedness and dynamics of (delete) a delay impulsive
fractional stochastic evolution equations with time fractional differential operator α ∈ (0, 1). After
establishing the well-posedness of the problem, and a result ensuring the existence and uniqueness
of mild solutions globally defined in future, the existence of a minimal global attracting set is
investigated in the mean-square topology, under general assumptions not ensuing the uniqueness
of solutions. Furthermore, in the case of uniqueness, it is possible to provide more information
about the geometrical structure of such global attracting set. In particular, it is proved that the
minimal compact globally attracting set for the solutions of the problem becomes a singleton.
It is remarkable that the attraction property is proved in the usual forward sense, unlike the
pullback concept used in the context of random dynamical systems, but the main point is that
the model under study has not been proved to generate a random dynamical system.

Keywords: Impulsive fractional stochastic evolution equations; Infinite delay; Mild solutions;
Global forward attracting set; Singleton.

1 Introduction

There are numerous examples [5, 14, 15, 16, 24] of evolutionary systems that are subjected
to rapid changes at certain instants in time. The interest in describing such processes by appro-
priated mathematical models, which are so-called differential equations with impulsive effects,
mainly arose in recent years. In the simulations of such systems it is often convenient to neglect
the durations of the rapid changes and to assume that the changes are represented by state jumps,
see, e.g., [2, 7, 9, 13].

The study of fractional evolution equations involving impulses has been investigated to a
large extent recently. In [25] the authors established the existence of mild solutions for impulsive
∗Corresponding author.
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fractional partial differential equations by means of a fixed point theorem. In [7, 9] it is studied the
local and global existence of mild solutions for impulsive fractional integral-differential equation
(without) with infinite delay by using fractional solution operator theory. In [27] the authors
analyzed the impulsive fractional differential equations with weakly continuous nonlinearity by
using the Schauder fixed point theorem. Most of the previous research only concerns the well-
posedness and existence of (mild) solutions to different kinds of impulsive differential(-integral)
equations, but there has been little research regarding the asymptotic behavior of (mild) solutions
to these models.

Xu and Caraballo analyzed in [28] these previously mentioned issues for the following impulsive
fractional stochastic delay differential equation (see [28] for the details on the operators and noise)

Dα
t x(t) = Ax(t) + f(t, xt) + g(t, xt)

dB(t)
dt + h(t)

dBHQ (t)

dt , t ≥ 0,

t 6= tk,
1
2 < α < 1,

∆x(tk) = x(t+k )− x(t−k ) = Ik(x(t−k )), t = tk, k = 1, 2, · · · ,

x(t) = φ(t), t ∈ (−∞, 0].

(1.1)

The local and global existence and uniqueness of mild solutions to problem (1.1) were studied
by means of a fixed point theorem, and the properties of α-order fractional solution operator
Tα(t) and resolvent operator Sα(t). Moreover, the exponential decay to zero of the mild solutions
to problem (1.1) was also proved. However, the lack of compactness of the α-order resolvent
operator Sα(t) did not allow to establish the existence and structure of attracting sets, which is a
key concept for the understanding of the dynamical properties of the model. To this respect, in [5]
the authors already studied the existence of attractors for impulsive non-autonomous dynamical
systems when α = 1, since the operator that generates the infinitesimal generator A is a semigroup
(see [18, 20] for more details). Fortunately, to overcome this difficulty in our fractional situation,
we can take advantage of the compactness of α-order fractional solution operator Tα(t) which
has been proven in [23, 26], and this is one of our motivations to heuristically propose, in this
paper, the analysis of existence (and eventual uniqueness) of mild solutions and the global forward
attracting set of the following fractional stochastic impulsive differential equations with infinite
delay

Dα
t x(t) = Ax(t) + I1−α

t f(t, xt) + [I1−α
t g(t, xt)]

dB(t)
dt + [I1−α

t h(t)]
dBHQ (t)

dt , t ≥ 0,

t 6= tk, 0 < α < 1,

∆x(tk) = x(t+k )− x(t−k ) = Ik(x(t−k )), t = tk, k = 1, 2, · · · ,

x(t) = φ(t), t ∈ (−∞, 0],

(1.2)

whereDα
t is the Caputo fractional derivative of order 0 < α < 1, I1−α

t is the (1−α)-order fractional
integral operator, x(·) takes the value in the separable Hilbert sapce H. A : D(A) ⊆ H→ H is the
infinitesimal generator of an α-order fractional compact and analytic operator Tα(t)(t ≥ 0) (the
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same as the operator Tα(t) in [28]). As usual, B(t) and BH
Q (t) denote, respectively, a K-valued

Q-cylindrical Brownian motion and fractional Brownian motion defined on a filtered complete
probability space (Ω,F , {Ft}t≥0,P). The nonlinear maps f : R+ × PC → H, g : R+ × PC →
L(K,H) and h : R+ → L(K,H) that satisfies hQ

1
2 is a Hilbert-Schmidt operator, are appropriate

functions which will be specified later. Moreover, the initial data φ belongs to PC (which is the
abstract phase space defined in Section 3), also for any x defined on (−∞,∞) and any t ∈ [0,∞),
we denote by xt the segment of solution which is a function defined on (−∞, 0] via the relation

xt(θ) = x(t+ θ), θ ∈ (−∞, 0].

Additionally, Ik ∈ C(H,H) for each k ∈ N+, x(t+k ) = limh→0 x(tk + h) and x(t−k ) = limh→0 x(tk −
h), represent the right and left-hand limits of x(t) at t = tk respectively, and the fixed times tk,
where the impulses take place, satisfy 0 = t0 < t1 < · · · < tk → +∞ as k →∞.

It is worth noticing that, the nonlinear terms of the right hand side of problem (1.2) have
higher regularity because of the integral operator I1−α

t . For this model, by a fractional variation
of constants formula (see Definition 3.1), the mild solution to problem (1.2) is only involving
the α-order fractional solution operator Tα(t) (t ≥ 0) which is compact, so that we are able to
answer the open problem given in [28] but for our new model (1.2). We emphasize that the main
advantage of our model is that we can extend the results obtained in [28] for the model (1.1) when
α ∈ (1

2 , 1) to our model (1.2) for α ∈ (0, 1). Also, thanks to the good properties of the α-order
fractional solution operator (see Lemma 2.11) we are able to prove the existence of attracting
sets and provide interesting information about the dynamics of the problem.

The content of our paper is as follows. Section 2 is devoted to introduce and recall some basic
notations, preliminaries and lemmas which will be helpful throughout this paper. Next, in Section
3 we state a set of assumptions and conditions to prove the well-posedness and the existence and
uniqueness of mild solutions to problem (1.1) by exploiting the properties of α-order fractional
solution operator Tα(t) (t ≥ 0). Finally, in the last section, we first present a general case in
which one can ensure the existence of a compact global attracting set to problem (1.2) under
continuity and linear growth conditions on the operators of the problem, which is not sufficient to
ensure uniqueness of solutions. However, when we impose some stronger assumptions, ensuring in
particular uniqueness of solutions, we can prove that the compact global attracting set becomes
a singleton which is determining the dynamics in mean square of the problem. In particular,
our results extend previous ones in the literature (see, e.g. [17] for a case without impulses and
without fractional noise).

2 Preliminaries

In this section, we present the basic definitions, notations and lemmas which will be used
further in this paper. Although the content of this section can be found in several published
works (see, e.g. [28]), we prefer to include it in our paper to make it more readable and as much
as self-contained as possible.
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2.1 (Fractional) Brownian motion

In this subsection, we introduce the Brownian motion as well as fractional Brownian motion,
and some lemmas are established that will be used the whole paper.

Throughout this paper, let H and K be two separable Hilbert spaces and L(K,H) denote the
space of all bounded linear operators from K to H. When no confusion is possible we will use the
same notation ‖ · ‖ for the norm in different spaces (e.g. H, K, L(K,H)), and use (·, ·) to denote
the inner product of H and K. Let (Ω,F , {Ft}t≥0,P) be a complete filtered probability space
with a filtration {Ft}t≥0 satisfying the usual conditions (i.e., right continuous and F0 contains all
P-null sets of F).

Let B = (B(t))t≥0 and BH
Q = (BH

Q (t))t≥0 be a K-valued Q-cylindrical Brownian motion and a
fractional Brownian motion respectively, defined on (Ω,F , {Ft}t≥0,P) with TrQ < ∞, where Q
is a symmetric nonnegative trace class operator from K into itself. We assume that there exists
a complete orthonormal basis {ek}k≥1 in K, a bounded sequence of nonnegative real numbers λk
such that Qek = λkek, k = 1, 2, · · · . Then B(·) and BH

Q (·) admit the following expansions

B(t) =
∞∑
k=1

√
λkβk(t)ek, BH

Q (t) =
∞∑
k=1

√
λkβ

H
k (t)ek, t ≥ 0,

where {βk}k≥1 and {βHk }k≥1 are, respectively, a sequence of two-sided one-dimensional real valued
standard Brownian motions and a sequence of fractional Brownian motions mutually independent
on (Ω,F , {Ft}t≥0,P).

For ϕ, ψ ∈ L(K,H), we define (ϕ,ψ) = Tr[ϕQψ∗], where ψ∗ is the adjoint operator of ψ.
Thus, for each ϕ ∈ L(K,H),

‖ϕ‖2Q = Tr[ϕQϕ∗] =
∞∑
k=1

‖
√
λkϕek‖2.

An element ϕ ∈ L(K,H) is said to be a Q-Hilbert-Schmidt operator if ‖ϕ‖2Q < ∞. For a more
detailed description we refer the readers to [12, 19] and the references therein.

The following important results will be helpful throughout the paper.
Lemma 2.1 ([8]) Let T > 0 and denote

M(K,H) =
{

Φ(·, ·) : Φ is an L(K,H)-valued stochastic process on [0, T ]× Ω such that

Φ(t) is measurable relative to Ft for all t ∈ [0, T ],
∫ T

0
E‖Φ(t)‖2dt <∞

}
.

If Φ is an element of M(K,H), then

E

∥∥∥∥∫ T

0
Φ(s)dB(s)

∥∥∥∥2

≤ Tr(Q)
∫ T

0
E‖Φ(s)‖2ds. (2.1)
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Lemma 2.2 ([6, Lemma 2]) Let Φ : [0, T ] → L(K,H) be such that ΦQ
1
2 is a Hilbert-Schmidt

operator, and let H ∈ (1
2 , 1) be such that

∞∑
n=1

‖ΦQ
1
2 en‖L1/H([0,T ];H) <∞.

Then, for any α, β ∈ [0, T ] with α > β,

E

∣∣∣∣∫ α

β
Φ(s)dBH

Q (s)
∣∣∣∣2
H
≤ cH(2H − 1)(α− β)2H−1

∞∑
n=1

∫ α

β
|Φ(s)Q1/2en|2Hds,

where c = c(H).

If, in addition,
∞∑
n=1
|Φ(t)Q1/2en|H is uniformly convergent for t ∈ [0, T ], then

E

∣∣∣∣∫ α

β
Φ(s)dBH

Q (s)
∣∣∣∣2
H
≤ cH(2H − 1)(α− β)2H−1

∫ α

β
‖Φ(s)‖2Qds. (2.2)

For more details about fractional Brownian motions, the reader is referred to [6] and the
references therein.

2.2 Fractional setting

We now recall some facts about the theory of delete(the) fractional calculus.
For α > 0, we consider the function gα : R→ R defined by

gα(t) =

 1
Γ(α) t

α−1, t > 0,

0, t ≤ 0,

where Γ(α) is the Euler Gamma function. Now, assume that T > 0.
Definition 2.3 ([11],[21]) The fractional integral of order α > 0 with the lower limit 0 for a
function f is defined as

Iαt f(t) := gα(t) ∗ f(t) =
1

Γ(α)

t∫
0

(t− s)α−1f(s)ds, t ∈ [0, T ].

Thus, based on the definition of Riemann-Liouville fractional integral operator, we present
the Caputo fractional differential operator.

Definition 2.4 ([11],[21]) Let f : [0, T ]→ R be a function which possesses absolutely continuous
derivatives up to order n − 1 (n ∈ N) on [0, T ]. The Caputo fractional derivative of f of order
α > 0 with the lower limit 0 is defined as

Dα
t f(t) =

1
Γ(n− α)

t∫
0

(t− s)n−α−1f (n)(s)ds = In−αfn(t), for n− 1 < α < n, n ∈ N.
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Notice that the previous definitions can be extended to functions f from [0, T ] into an abstract
space Banach or Hilbert space H by considering the integrals in definitions 2.3 and 2.4 in the
Bochner sense. Recall that a measurable function u : [0,∞)→ H is Bochner integrable whenever
‖u‖ is Lebesgue integrable.

Now we introduce some properties of a kind of special functions. Denote by Eα,β the gener-
alized Mittag-Leffler special function defined by

Eα,β(z) :=
∞∑
k=0

zk

Γ(αk + β)
=

1
2πi

∫
C

tα−βet

tα − z
dt, α, β > 0, z ∈ C,

where C is a contour which starts and ends at −∞ and encircles the disc |t| ≤ |z|
1
α counterclock-

wise. For short, we denote Eα(z) = Eα,1(z) which is an entire function generalizing, in a simple
way, the exponential function E1(z) = ez. Moreover, this function plays a crucial role in the field
of fractional differential equations. It is worth highlighting that some interesting properties of
the Mittag-Leffler functions are related to their Laplace integral,

∞∫
0

e−λttβ−1Eα,β(ωtα)dt =
λα−β

λα − ω
, Reλ > ω

1
α , ω > 0.

The reader can find more properties in the references [1, 17, 21].

2.3 Fractional solution operator

Let us recall the following definitions of sectorial operator and α-order fractional solution
operator which will be essential to solve our problems.
Definition 2.5 ([25]) A linear closed densely defined operator A is said to be sectorial if there
are constants ω ∈ R, θ ∈ [π2 , π], M > 0, such that the following two conditions are satisfied:
(1) σ(A) ⊂

∑
ω,θ = {λ ∈ C, λ 6= ω, | arg(λ − ω)| < θ}, where σ(A) denotes the spectrum of

operator A.

(2) ‖R(λ;A)‖ ≤ M
|λ−ω| , λ ∈

∑
ω,θ, where R(λ;A) denotes the resolvent operator associated to A.

Definition 2.6 ([3]) A function Tα : R+ → L(H) is said to be an α-order fractional solution
operator generated by operator A if:
(1) Tα(t) is strongly continuous for t ≥ 0 and Tα(0) = I;

(2) Tα(t)D(A) ⊆ D(A) and ATα(t)x = Tα(t)Ax for all x ∈ D(A) and t ≥ 0;

(3) For all x ∈ D(A) and t ≥ 0, Tα(t)x is a solution of (delete)the following equation

z(t) = x+
1

Γ(α)

t∫
0

(t− s)α−1Az(s)ds.
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Definition 2.7 ([10], [22]) An α-order fractional solution operator Tα(t) (t ≥ 0) is called analytic
if Tα(t) possesses an analytic extension to a sector

∑
θ0

:= {λ ∈ C\{0} : | arg λ| < θ0} for some
θ0 ∈ (0, π2 ]. An analytic α-order fractional solution operator Tα(t), generated by A, is said to be
of analyticity type (ω0, θ0) if for each θ < θ0 and ω > ω0 (ω0 ∈ R), there exists M = M(ω, θ) > 0
such that ‖Tα(ζ)‖ ≤MeωRe(ζ), ζ ∈

∑
θ.

In particular, we will denote by Aα(ω0, θ0) the set of operators A which generate analytic
α-order fractional solution operators Tα of analyticity type (ω0, θ0).

Definition 2.8 ([26]) An α-order fractional solution operator Tα(t) (t ≥ 0) is said to be compact,
if Tα(t) is a compact operator for all t > 0.

Lemma 2.9 ([26, Lemma 3.1]), If the resolvent R(λ;A) is compact for every λ > 0, then Tα(t)
is compact for every t > 0, and therefore Tα(·) is compact.

Thanks to the arguments in the proof of Lemma 3.8 in [10], one can prove the continuity of
the α-order fractional solution operator Tα(t) in the uniform operator topology for t > 0.

Lemma 2.10 Assume A ∈ Aα(ω0,θ0), and the α-order fractional solution operator Tα(t) (t > 0)
is compact. Then the following properties are fulfilled:
(i) lim

h→0
‖Tα(t+ h)− Tα(t)‖ = 0 and (ii) lim

h→0+
‖Tα(t)− Tα(h)Tα(t− h)‖ = 0 for t > 0.

Lemma 2.11 ([25],[10]) Let α ∈ (0, 1) and A ∈ Aα(ω0,θ0). Then ‖Tα(t)‖ ≤ Meωt for all t > 0
and ω > ω0 (ω0 ∈ R+). Furthermore,

‖Tα(t)‖ ≤MT , where MT := sup
0≤t≤T

‖Tα(t)‖. (2.3)

3 Well-posedness of the problem and existence of mild solutions

We discuss in this section the well-posedness of problem (1.2) and the existence and uniqueness
of mild solutions.

To start off, we first present the abstract phase space PC. Let L2(Ω; H) denote the Hilbert
space of all strongly-measurable, square-integrable H-valued random variable equipped with the
norm ‖u(·)‖2L2 = E‖u(·)‖2, where the expectation E is defined by Eu =

∫
Ω u(·)dP. The abstract

phase space PC is defined by

PC =
{
ξ : (−∞, 0]→ L2(Ω; H) is F0-adapted and continuous except in at most a

countable number of points {θk}, at which there exist ξ(θ+
k ) and ξ(θ−k )

with ξ(θk) = ξ(θ−k ), and sup
θ∈(−∞,0]

eγθE‖ξ(θ)‖2 <∞
}
,
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for some fixed parameter γ > 0. If PC is endowed with the norm

‖ξ‖PC =
(

sup
θ∈(−∞,0]

eγθE‖ξ(θ)‖2
) 1

2

, ξ ∈ PC,

then, (PC, ‖ · ‖PC) is a Banach space.
Let us now enumerate the following conditions which will be assumed throughout the paper.

(H1) f : [0,∞)×PC → H, g : [0,∞)×PC → L(K,H) are continuous and there exist two positive
constants l1, l2 such that

E‖f(t, x)− f(t, y)‖2 ≤ l1‖x− y‖2PC , E‖g(t, x)− g(t, y)‖2 ≤ l2‖x− y‖2PC ,

for every x, y ∈ PC, and almost every t > 0. Moreover, g(t, ·) is measurable relative to Ft
for all t ∈ [0,∞) satisfying

∫∞
0 E‖g(t, x)‖2dt <∞.

(H2) h : [0,∞) → L(K,H) satisfying hQ
1
2 is a Hilbert-Schmidt operator, and there exists a

constant Λ > 0, such that for every t ∈ [0,∞), there holds∫ t

0
‖h(s)‖2Qds < Λ.

(H3) The functions Ik : L2(Ω; H) → L2(Ω; H) are linear and continuous for each k ∈ N+, and
there exists Nk > 0 with

∑∞
k=1Nk < +∞, such that

E‖Ik(x)‖2 ≤ NkE‖x‖2, for all x ∈ L2(Ω; H).

Notice that these assumptions imply that Nk → 0 as k → +∞, and there exists a positive
constant N such that

E‖Ik(x)‖2 ≤ NE‖x‖2, for all x ∈ L2(Ω; H).

(H4) β = inf
k∈N+

{tk − tk−1} > 0, η = sup
k∈N+

{tk − tk−1} <∞.

Next we state the definition of mild solution to problem (1.2). Namely it is a fractional
variation of constants formula which involves the Mittag-Leffler families. More details can be
found in [17, 25] and the references therein.

Definition 3.1 Let Ft = F0 for all t ∈ (−∞, 0], and let φ ∈ PC be an initial value. An Ft-
adapted stochastic process x : (−∞, T ] → H is said to be a mild solution of the equation (1.2) if

8



x(t) = φ(t) for t ∈ (−∞, 0], and for t ∈ [0, T ], x(t) satisfies the integral equation

x(t) =



Tα(t)φ(0) +
∫ t

0
Tα(t− s)f(s, xs)ds+

∫ t

0
Tα(t− s)g(s, xs)dB(s)

+
∫ t

0
Tα(t− s)h(s)dBH

Q (s), t ∈ [0, t1],

Tα(t− t1)(x(t−1 ) + I1(x(t−1 ))) +
∫ t

t1

Tα(t− s)f(s, xs)ds

+
∫ t

t1

Tα(t− s)g(s, xs)dB(s) +
∫ t

t1

Tα(t− s)h(s)dBH
Q (s), t ∈ (t1, t2],

· · · ,

Tα(t− tm)(x(t−m) + Im(x(t−m))) +
∫ t

tm

Tα(t− s)f(s, xs)ds

+
∫ t

tm

Tα(t− s)g(s, xs)dB(s) +
∫ t

tm

Tα(t− s)h(s)dBH
Q (s), t ∈ (tm, T ],

(3.1)

where tm = max{tk, tk < T, k = 0, 1, 2, · · · }, and we recall that

Tα(t) = Eα,1(Atα) =
1

2πi

∫
C
eλt

λα−1

λα −A
dλ.

After having presented the required estimates and properties of the Wiener integral and α-
order fractional solution operator, we can now state and prove the main results of this section.

Theorem 3.2 Let α ∈ (0, 1), A ∈ Aα(ω0, θ0) with θ0 ∈ (0,π2 ] and ω0 ∈ R+. Assume (H1)-(H4)
hold, and the α-order fractional solution operator Tα(t) (t ≥ 0) is compact. Then, for every initial
data φ ∈ PC and every T > 0, the problem (1.2) has a unique mild solution defined on (−∞, T ].

Proof. We only include a sketch of this proof since the similar result is proved in ([28, Theorem
12]) but for a different kernels. The main idea is to use a Picard iteration scheme. To do this, we
first define two proper abstract phase spaces PCT and PCTφ which are the same as in the proof of
Theorem 12 of [28]. Then, we construct a sequence {xn(t)}∞n=0 as follows, for a fixed but arbitrary
ψ ∈ PCTφ ,

x0(t) = ψ(t),

xn(t) = χ(−∞,0](t)ψ(t) +
∑
k

χ(tk,tk+1](t)
{
Tα(t− tk)(xn−1(t−k ) + Ik(xn−1(t−k )))

+
∫ t

tk

Tα(t− s)f(s, xn−1
s )ds+

∫ t

tk

Tα(t− s)g(s, xn−1
s )dB(s)

+
∫ t

tk

Tα(t− s)h(s)dBH
Q (s)

}
, t ∈ (−∞, T ], k = 0, 1, 2 · · · ,

(3.2)

where I0 = 0, tk < T and χ denotes the characteristic function.
By slightly modifying the proof of Theorem 12 in [28], we can first prove that xn(·) ∈ PCTφ

for all n ≥ 1. Then, one can prove that it is a Cauchy sequence in PCTφ and its limit is a solution
to our problem. The uniqueness follows from the next result below. �
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The next result ensures the continuous dependence of mild solutions with respect the initial
data, and can be proved by using similar arguments to those used in [28, Theorem 14]. We omit
the detailed proof here.

Theorem 3.3 Assume the hypotheses of Theorem 3.2. Then, the mild solution to problem (1.2)
is continuous with respect to the initial value φ. That is, if x(t), y(t) are the corresponding mild
solutions to the initial data φ and ϕ on [0, T ], we have

‖xt − yt‖2PC ≤ (3M2
T + 1)‖φ− ϕ‖2PCe

“
A1+

lnA2
β

”
t
, ∀t ∈ [0, T ], (3.3)

where A1 = 3M2
T (l1η + l2Tr(Q)) and A2 = 6M2

T (N + 1) + eA1η.

4 Asymptotic behavior of global mild solutions

Now we can study the long time behavior of the global mild solutions to our problem. First
we enumerate some assumptions which will be imposed in our further analysis.
(C1) A : D(A) ⊂ H → H is the infinitesimal generator of an α-order fractional compact and

analytic solution operator Tα(t) (t ≥ 0) on a separable Hilbert space H with

‖Tα(t)‖ ≤Me−µt, ∀t ≥ 0, M ≥ 1, µ ∈ R+.

(C2) There exist two nonnegative continuous functions k1(t), k2(t) ∈ L1(R+), such that the
continuous function f : R+ × PC → H satisfies

E‖f(t, x)‖2 ≤ k1(t) + k2(t)‖x‖2PC ,

for t ∈ [0,∞) and every x ∈ PC.

(C3) There exist two nonnegative continuous functions k3(t), k4(t) ∈ L1(R+), such that the
continuous function g : R+ × PC → L(K,H) satisfies

E‖g(t, x)‖2 ≤ k3(t) + k4(t)‖x‖2PC ,

for t ∈ [0,∞) and every x ∈ PC.

At this point some remarks are in order.

Remark 4.1 i) Notice that, under the Lipschitz condition (H1), we can obtain the local existence
and uniqueness of mild solution to problem (1.2) (see Theorem 3.2). However, in this section we
are interested in analyzing the asymptotic behavior of mild solutions to equation (1.2) no matter
how many solutions the problem may have for each initial condition. Therefore, our analysis can
be carried out without imposing (H1). Instead, in order to guarantee that we have mild solutions
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globally defined in time, it is enough to assume conditions (C2) and (C3) as above. A well-known
conclusion is that conditions (C2) and (C3) hold automatically once we assume condition (H1)
holds true. Henceforth, throughout this paper, we will assume either condition (H1) (when we
need uniqueness of solution) or (C2)-(C3).

ii) Due to the fact that the continuous functions ki(s) ∈ L1(R+) appearing in conditions (C2)
and (C3) are nonnegative, we will denote in the sequel∫ ∞

0
ki(s)ds := Ki <∞, i = 1, 2, 3, 4,

where Ki are positive constants.

Throughout the paper, the symbol C will denote a generic constant whose value may change
from one line to another and even in the same line.

4.1 Global existence and estimates of mild solutions

This subsection is first concerned with a theorem ensuring the global existence and uniqueness
of mild solution to problem (1.2).
Theorem 4.2 Assume hypotheses of Theorem 3.2 and (C1) hold. Then for every initial value
φ ∈ PC, the initial value problem (1.2) has a unique solution defined on [0,∞) in the sense of
Definition 3.1.

Proof. Thanks to assumption (C1), the estimates which are necessary to prove Theorem 3.2 are
independent of T . This implies that the solution is defined in (−∞, T ] for all T > 0. More details
for a similar problem can be found in [28, Theorem 15]. �

In what follows, we shall obtain the estimate of solutions which will imply that the solutions
are bounded uniformly with respect to bounded sets of initial conditions and positive values of
time. This also implies the existence of an absorbing set for the solutions which is also a property
on the ultimate boundedness of solutions.

Theorem 4.3 Assume (H2)-(H4), (C1)-(C3), and

γ > 2µ, (4.1)

also, let

2µ− lnK1

β
> 0, (4.2)

where

K1 = 8M2(N + 1)(1 + L3), L3 = 4M2(ηK2 + Tr(Q)K4) exp
(
4M2(ηK2 + Tr(Q)K4)

)
.

Then every solution x(·) of problem (1.2) with x0 = φ ∈ PC, defined globally in time, verifies

‖xt‖2PC ≤ C‖φ‖2PCe
−

“
2µ− lnK1

β

”
t + C, ∀t ≥ 0.

11



Proof. For the sake of convenience, we split the proof into three steps.
Step 1. By (2.1), (2.2), (2.3), Definition 3.1, the Cauchy-Schwarz inequality, (H2)-(H4) and

(C1)-(C3), we obtain that for t ∈ [0, t1],

E‖x(t)‖2 ≤ 4E‖Tα(t)φ(0)‖2 + 4η
∫ t

0
‖Tα(t− s)‖2E‖f(s, xs)‖2ds

+ 4Tr(Q)
∫ t

0
‖Tα(t− s)‖2E‖g(s, xs)‖2ds

+ 4cH(2H − 1)t2H−1

∫ t

0
‖Tα(t− s)‖2‖h(s)‖2Qds

≤ 4M2e−2µtE‖φ(0)‖2 + 4M2η

∫ t

0
e−2µ(t−s) (k1(s) + k2(s)‖xs‖2PC

)
ds

+ 4M2Tr(Q)
∫ t

0
e−2µ(t−s) (k3(s) + k4(s)‖xs‖2PC

)
ds

+ 4cH(2H − 1)t2H−1

∫ t

0
‖Tα(t− s)‖2‖h(s)‖2Qds

≤ 4M2e−2µt‖φ‖2PC + 4M2(ηK1 + Tr(Q)K3) + L1

+ 4M2

∫ t

0
(ηk2(s) + Tr(Q)k4(s)) e−2µ(t−s)‖xs‖2PCds,

(4.3)

where we have used the notation

L1 = 4M2cH(2H − 1)η2H−1

∫ η

0
‖h(s)‖2Qds ≤ 4M2cH(2H − 1)η2H−1Λ.

By assumption (4.1), we have 2µ < γ, then e−(2µ−γ)θ ≤ 1 holds immediately for any θ ≤ 0.
Multiplying (4.3) by eγθ and replacing t by t+ θ, it follows

sup
θ∈(−t,0]

eγθE‖x(t+ θ)‖2 ≤ 4M2e−2µ(t+θ)eγθ‖φ‖2PC + 4M2(ηK1 + Tr(Q)K3)eγθ + L1e
γθ

+ 4M2

∫ t+θ

0
(ηk2(s) + Tr(Q)k4(s)) e−2µ(t+θ−s)eγθ‖xs‖2PCds

≤ 4M2e−2µt‖φ‖2PC + 4M2(ηK1 + Tr(Q)K3) + L1

+ 4M2

∫ t

0
(ηk2(s) + Tr(Q)k4(s)) e−2µ(t−s)‖xs‖2PCds.

Note that

eγθE‖x(t+ θ)‖2 = e−γteγ(t+θ)E‖x(t+ θ)‖2 ≤ e−γt‖φ‖2PC ≤ e−2µt‖φ‖2PC , ∀θ ∈ (−∞,−t].

Therefore,

e2µt‖xt‖2PC ≤ 4M2‖φ‖2PC + 4M2 (ηK1 + Tr(Q)K3) e2µt + L1e
2µt

+ 4M2

∫ t

0
(ηk2(s) + Tr(Q)k4(s)) e2µs‖xs‖2PCds.
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Applying the Gronwall inequality, we have for t ∈ [0, t1] that

‖xt‖2PC ≤ 4M2‖φ‖2PC(1 + L3)e−2µt + L2 + L2L3, (4.4)

where we used the notation

L2 = 4M2(ηK1 + Tr(Q)K3) + L1, L3 = 4M2(ηK2 + Tr(Q)K4) exp
(
4M2(ηK2 + Tr(Q)K4)

)
.

In particular,
E‖x(t1)‖2 ≤ 4M2‖φ‖2PC(1 + L3)e−2µt1 + L2 + L3L3 := D∗1. (4.5)

Step 2: Similar to (4.3) and in view of (H3), we obtain for t ∈ (t1, t2],

E‖x(t)‖2 ≤ 4E‖Tα(t− t1)(x(t−1 ) + I1(x(t−1 )))‖2 + 4η
∫ t

t1

‖Tα(t− s)‖2E‖f(s, xs)‖2ds

+ 4Tr(Q)
∫ t

t1

‖Tα(t− s)‖2E‖g(s, xs)‖2ds

+ 4cH(2H − 1)(t− t1)2H−1

∫ t

t1

‖Tα(t− s)‖2‖h(s)‖2Qds

≤ 8M2e−2µ(t−t1)(N + 1)E‖x(t−1 )‖2 + 4M2(ηK1 + Tr(Q)K3)

+ 4M2

∫ t

t1

(ηk2(s) + Tr(Q)k4(s)) e−2µ(t−s)‖xs‖2PCds+ L1.

Arguing as in Step 1, we derive for t+ θ > t1 (where θ ∈ (−∞, 0]) that

sup
θ∈(t1−t,0]

eγθE‖x(t+ θ)‖2

≤ 8M2e−2µ(t+θ−t1)eγθ(N + 1)E‖x(t−1 )‖2 + 4M2(ηK1 + Tr(Q)K3)eγθ + L1e
γθ

+ 4M2

∫ t+θ

t1

(ηk2(s) + Tr(Q)k4(s)) e−2µ(t+θ−s)eγθ‖xs‖2PCds

≤ 8M2e−2µ(t−t1)(N + 1)E‖x(t−1 )‖2 + 4M2(ηK1 + Tr(Q)K3) + L1

+ 4M2

∫ t

t1

(ηk2(s) + Tr(Q)k4(s)) e−2µ(t−s)‖xs‖2PCds.

It follows from (4.4) and (4.5) that for t ∈ (t1, t2] such that t+ θ < t1,

eγθE‖x(t+ θ)‖2 ≤ 4M2‖φ‖2PC(1 + L3)e−2µt1e−2µ(t+θ−t1) + L2 + L2L3

≤ (4M2‖φ‖2PC(1 + L3)e−2µt1 + L2 + L2L3)e−2µ(t+θ−t1)

= D∗1e
−2µ(t+θ−t1).
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Hence,

e2µ(t−t1)‖xt‖2PC ≤ 8M2(N + 1)D∗1 + 4M2(ηK1 + Tr(Q)K3)e2µ(t−t1)

+ L1e
2µ(t−t1) + 4M2

∫ t

t1

(ηk2(s) + Tr(Q)k4(s)) e2µ(s−t1)‖xs‖2PCds.

Thanks to the Gronwall inequality, we deduce for t ∈ (t1, t2]

‖xt‖2PC ≤ 8M2(N + 1)D∗1(1 + L3)e−2µ(t−t1) + L2 + L2L3, (4.6)

and, consequently,

E‖x(t2)‖2 ≤ 8M2(N + 1)D∗1(1 + L3)e−2µ(t2−t1) + L2 + L2L3 := D∗2. (4.7)

Step 3: In a similar way, for t ∈ (tk, tk+1] with k ≥ 2, we have

‖xt‖2PC ≤ 8M2(N + 1)D∗k(1 + L3)e−2µ(t−tk) + L2 + L2L3, (4.8)

and
E‖x(tk+1)‖2 ≤ 8M2(N + 1)D∗k(1 + L3)e−2µ(tk+1−tk) + L2 + L2L3 := D∗k+1. (4.9)

For convenience, let K1 = 8M2(N+1)(1+L3), K2 = L2+L2L3. Then, by using the mathematical
induction method, we obtain for k ≥ 2 that

D∗k = K1D
∗
k−1e

−2µ(tk−tk−1) +K2

≤ Kk−1
1 D∗1e

−2µ(tk−t1) +K2

k−2∑
j=0

Kk1e−2µ(tk−tk−j).
(4.10)

Noticing that (H4) implies that k − 1 ≤ tk−t1
β and k ≤ tk−tk−j

β , it then follows from (4.2) and
(4.10) that

D∗k ≤ K
tk−t1
β

1 e−2µ(tk−t1)D∗1 +K2

k−2∑
j=0

C

tk−tk−j
β

1 e−2µ(tk−tk−j)

= e
tk−t1
β

lnK1e−2µ(tk−t1)D∗1 +K2

k−2∑
j=0

e
tk−tk−j

β
lnK1e−2µ(tk−tk−j)

≤ e−
“

2µ− lnK1
β

”
(tk−t1)

D∗1 +K2

k−2∑
j=0

e
−

“
2µ− lnK1

β

”
(tk−tk−j)

≤ e−
“

2µ− lnK1
β

”
(tk−t1)

D∗1 +K2
e

“
2µ− lnK1

β

”
β

e

“
2µ− lnK1

β

”
β − 1

.

(4.11)
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Therefore, by (4.5), (4.8) and (4.11), we deduce that for all t ∈ (tk, tk+1] with k ≥ 2,

‖xt‖2PC ≤ K1e
−2µ(t−tk)D∗k +K2

≤ K1e
−

“
2µ− lnK1

β

”
(t−t1)

D∗1 +K1K2
e(2µβ−lnK1)

e(2µβ−lnK1) − 1
+K2

≤ K2
1e
−

“
2µ− lnK1

β

”
(t−t1)

e−2µt1‖φ‖2PC + C

≤ K2
1e
−

“
2µ− lnK1

β

”
t‖φ‖2PC + C

:= C‖φ‖2PCe
−

“
2µ− lnK1

β

”
t + C,

(4.12)

which, on account of (4.4) and (4.6), implies

‖xt‖2PC ≤ C‖φ‖2PCe
−

“
2µ− lnK1

β

”
t + C, for all t ≥ 0.

The proof is finished. �

Remark 4.4 We emphasize that under assumptions (C2)-(C3) (instead of Lipschitz condition
(H1)), we may only have a general result ensuring that there exists at least one mild solution to
problem (1.2), i.e., as Theorem 3.3 may not hold, the uniqueness of solutions in Theorem 3.2 is
not ensured. Hence, in Theorem 4.3 we have proved that for any solution corresponding to the
initial value φ ∈ PC, this a priori estimate holds true.

4.2 Existence of global attracting sets: General case

A general result concerning the existence of a minimal compact set in PC which is globally
attracting for the solutions of our problem will be proved in this subsection. To that end we first
need the following compactness conclusion.
Lemma 4.5 Assume the conditions of Theorem 4.3. Then for any bounded subset D of PC, any
sequence {τn} with τn →∞ (n→∞), {φn} with φn ∈ D, and any sequence of solutions {xn(·)}
of problem (1.2) with xn0 = φn ∈ D, the sequence {xnτn} is relatively compact in PC.

Proof. Without loss of generality, we assume that ‖φ‖PC ≤ d for all φ ∈ D. For any φn ∈ D, we
define unτn(·) : (−∞, 0]→ H by

un(τn + θ) =


φn(τn + θ), τn + θ ∈ (−∞, 0],

Tα(τn + θ)φ(0), τn + θ ∈ [0, t1],

Tα(τn + θ − tk)(un(t−k ) + Ik(un(t−k ))), τn + θ ∈ (tk, tk+1], k = 1, 2, · · · .

Let us do estimates likewise as in the proof of Theorem 16 in [28], by (C1) and (H3) we find that

‖unτn‖PC ≤ Ce
−µτn‖φ‖PC . (4.13)
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Next we define the function znτn(·) : (−∞, 0]→ H by

zn(τn + θ) =



0, τn + θ ∈ (−∞, 0],∫ τn+θ

0
Tα(τn + θ − s)f(s, xns )ds+

∫ τn+θ

0
Tα(τn + θ − s)g(s, xns )dB(s)

+
∫ τn+θ

0
Tα(τn + θ − s)h(s)dBH

Q (s), τn + θ ∈ [0, t1],

Tα(τn + θ − tk)(zn(t−k ) + Ik(zn(t−k ))) +
∫ τn+θ

tk

Tα(τn + θ − s)f(s, xns )ds

+
∫ τn+θ

tk

Tα(τn + θ − s)g(s, xns )dB(s)

+
∫ τn+θ

tk

Tα(τn + θ − s)h(s)dBH
Q (s), τn + θ ∈ (tk, tk+1], k = 1, 2, · · · .

(4.14)

It is important to observe that if xnτn(·) satisfies (3.1), then xnτn = unτn + znτn for τn ∈ [0,∞) since
the impulse functions Ik (k ∈ N+) are linear. In order to prove that {xnτn} is relatively compact
in PC, by the decomposition of xnτn and (4.13), it is enough to state {znτn} is compact in PC as
τn →∞.

Initially, we show that {zn(τn + ·)}∞n=0 is equicontinuous on [−T ∗, 0] for any fixed T ∗ > 0.
For such T ∗ fixed, there exists n0 ∈ N such that for all n ≥ n0 the points τn + θ > r for all
θ ∈ [−T ∗, 0], for some r > 0. Then, to prove the equicontinuity in the interval [−T ∗, 0], it is
sufficient to assume that for each n ≥ n0, and θ1, θ2 ∈ [−T ∗, 0] with θ1 < θ2 (with θ2 − θ1

sufficiently small), we have that τn + θ1, τn + θ2 ∈ (tk, tk+1]∩ [r,+∞), for some k ∈ N and r > 0.
Once we have proved the equicontinuity for this case, the possibility that the points τn+θ,τn+θ2

may belong to different intervals can be handled by comparing with the values of the solution in
the impulse time tk, by using Theorem 4.3, estimate (4.13) and the properties of the impulsive
linear function Ik, in particular the fact that Nk → 0 as k → ∞. Consequently, given ε > 0, we
assume that τn + θ2 ∈ (tk, tk+1] ∩ [r,+∞) for all θ1 < θ2 in the interval [−T ∗, 0], with θ2 − θ1
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sufficiently small as we will determine below. From (4.14) we can deduce, for all n ≥ n0,

E‖zn(τn + θ2)− zn(τn + θ1)‖2

≤ 7‖Tα(τn + θ2 − tk)− Tα(τn + θ1 − tk)‖2E‖zn(t−k ) + Ik(zn(t−k ))‖2

+ 7E
∥∥∥∥∫ τn+θ1

tk

(Tα(τn + θ2 − s)− Tα(τn + θ1 − s))f(s, xns )ds
∥∥∥∥2

+ 7E
∥∥∥∥∫ τn+θ2

τn+θ1

Tα(τn + θ2 − s)f(s, xns )ds
∥∥∥∥2

+ 7E
∥∥∥∥∫ τn+θ1

tk

(Tα(τn + θ2 − s)− Tα(τn + θ1 − s))g(s, xns )dB(s)
∥∥∥∥2

+ 7E
∥∥∥∥∫ τn+θ2

τn+θ1

Tα(τn + θ2 − s)g(s, xns )dB(s)
∥∥∥∥2

+ 7E
∥∥∥∥∫ τn+θ1

tk

(Tα(τn + θ2 − s)− Tα(τn + θ1 − s))h(s)dBH
Q (s)

∥∥∥∥2

+ 7E
∥∥∥∥∫ τn+θ2

τn+θ1

Tα(τn + θ2 − s)h(s)dBH
Q (s)

∥∥∥∥2

:= I1 + I2 + I3 + I4 + I5 + I6 + I7.

(4.15)

Hereafter, we assume that k ≥ 1, since the proof of the case k = 0 is similar.
Since φn ∈ D, by Theorem 4.3 we find that for all s ≥ 0 and n ∈ N,

‖xns ‖2PC ≤ C‖φ‖2PCe
−

“
2µ− lnK1

β

”
s + C ≤ C

(
1 + e

−
“

2µ− lnK1
β

”
s
)
. (4.16)

For every 0 < ε < 1, in view of (H2) and Remark 4.1 ii), we obtain from the absolute continuity
of the integral that there exists 0 < σ < ε such that

sup
t≥0

∫ t+σ

t
ki(s)ds < ε, i = 1, 2, 3, 4, and sup

t≥0

∫ t+σ

t
‖h(s)‖2Qds < ε. (4.17)

Moreover, by Lemma 2.10 (i) and (C1), we deduce that Tα(s) is uniformly continuous for s ∈
[σ,∞), i.e., there exists 0 < δ < σ such that for all s1, s2 ∈ [σ,∞) with |s1 − s2| < δ, we have

‖Tα(s2)− Tα(s1)‖ < ε. (4.18)

Hence, by (4.15)-(4.17) and the fact that xnτn = unτn + znτn , for all |θ1 − θ2| < δ and n > n0

such that τn + θ1, τn + θ2 ∈ (tk, tk+1] ∩ [σ,∞) (we choose r = σ here), it follows that

I1 ≤ C‖Tα(τn + θ2 − tk)− Tα(τn + θ1 − tk)‖2e
−

“
2µ− lnK1

β

”
tk ≤ Cε. (4.19)

For the term I2, by (H4), (C1)-(C2), (4.16)-(4.18), and the Cauchy-Schwarz inequality, we have
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for all n ≥ n0 and |θ2 − θ1| < δ,

I2 ≤ Cη
∫ τn+θ1−σ

tk

‖Tα(τn + θ2 − s)− Tα(τn + θ1 − s)‖2
(
k1(s) + k2(s)‖xns ‖2PC

)
ds

+ Cσ

∫ τn+θ1

τn+θ1−σ

(
e−2µ(τn+θ2−s) + e−2µ(τn+θ1−s)

) (
k1(s) + k2(s)‖xns ‖2PC

)
ds

≤ C
∫ τn+θ1−σ

tk

‖Tα(τn + θ2 − s)− Tα(τn + θ1 − s)‖2
(
k1(s) + Ck2(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

+ Cσ

∫ τn+θ1

τn+θ1−σ
(k1(s) + k2(s))ds ≤ Cε.

(4.20)

Now, for I3, thanks to (C1)-(C2), (4.16), and the Cauchy-Schwarz inequality, we find that for all
n ≥ n0 and |θ1 − θ2| < δ,

I3 ≤ C(θ2 − θ1)
∫ τn+θ2

τn+θ1

‖Tα(τn + θ2 − s)‖2E‖f(s, xns )‖2ds

≤ C(θ2 − θ1)
∫ τn+θ2

τn+θ1

e−2µ(τn+θ2−s)
(
k1(s) + Ck2(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds ≤ Cε.
(4.21)

Analogously, (C1), (C3), (2.1), (4.16)-(4.18) and the Cauchy-Schwarz inequality imply, for all
n ≥ n0 and |θ2 − θ1| < δ,

I4 ≤ CTr(Q)
∫ τn+θ1−σ

tk

‖Tα(τn + θ2 − s)− Tα(τn + θ1 − s)‖2(k3(s) + k4(s)‖xns ‖2PC)ds

+ CTr(Q)
∫ τn+θ1

τn+θ1−σ

(
e−2µ(τn+θ1−s) + e−2µ(τn+θ2−s)

) (
k3(s) + k4(s)‖xns ‖2PC

)
ds

≤ C
∫ τn+θ1−σ

tk

‖Tα(τn + θ2 − s)− Tα(τn + θ1 − s)‖2
(
k3(s) + Ck4(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

+ C

∫ τn+θ1

τn+θ1−σ
(k3(s) + k4(s)) ≤ Cε.

(4.22)

Using the same arguments as for I3, by (2.1), (C1), (C3) and (4.15) we find that, for all n ≥ n0

and |θ2 − θ1| < δ,

I5 ≤ CTr(Q)
∫ τn+θ2

τn+θ1

‖Tα(τn + θ2 − s)‖2
(
k3(s) + Ck4(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

≤ C
∫ τn+θ2

τn+θ1

e−2µ(τn+θ2−s)(k3(s) + k4(s))ds ≤ Cε.
(4.23)

To estimate I6, we can see that (2.2), (H4), (C1), (4.17)-(4.18) imply that, for all n ≥ n0 and
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|θ2 − θ1| < δ,

I6 ≤ Cη
∫ τn+θ1−σ

tk

‖Tα(τn + θ2 − s)− Tα(τn + θ1 − s)‖2‖h(s)‖2Qds

+ Cσ2H−1

∫ τn+θ1

τn+θ1−σ
‖Tα(τn + θ2 − s)− Tα(τn + θ1 − s)‖2‖h(s)‖2Qds

≤ C
∫ τn+θ1−σ

tk

‖Tα(τn + θ2 − s)− Tα(τn + θ1 − s)‖2‖h(s)‖2Qds

+ Cσ2H−1

∫ τn+θ1

τn+θ1−σ

(
e−2µ(τn+θ1−s) + e−2µ(τn+θ2−s)

)
‖h(s)‖2Qds

≤ C
∫ τn+θ1−σ

tk

‖Tα(τn + θ2 − s)− Tα(τn + θ1 − s)‖2‖h(s)‖2Qds

+ Cσ2H−1

∫ τn+θ1

τn+θ1−σ
‖h(s)‖2Qds ≤ Cε.

(4.24)

As for the last term I7, by (2.2), (4.17) and (C1), we obtain that, for all n ≥ n0 and |θ2− θ1| < δ,

I7 ≤ C(θ2 − θ1)2H−1

∫ τn+θ2

τn+θ1

‖Tα(τn + θ2 − s)‖2‖h(s)‖2Qds

≤ C(θ2 − θ1)2H−1

∫ τn+θ2

τn+θ1

e−2µ(τn+θ2−s)‖h(s)‖2Qds ≤ Cε.
(4.25)

Therefore, (4.19)-(4.25) show the sequence {zn(τn + ·) : n ∈ N} is equicontinous on [−T ∗, 0].
Next, we state that the sequence {zn(τn + θ)}∞n=1 is relatively compact in L2(Ω; H) for each

fixed θ ∈ [−T ∗, 0]. Then, for such fixed θ ∈ [−T ∗, 0], there exists n0 ∈ N such that for each n ≥ n0

0 < λ < τn+θ. Now, for a fixed n ≥ n0 there exists k ∈ N such taht τn+θ−λ ∈ (tk, tk+1]∩ [σ,∞),
and we can define

znλ(τn + θ) = Tα(λ)
(
Tα(τn + θ − λ− tk)(zn(t−k ) + Ik(zn(t−k )))

)
+ Tα(λ)

(∫ τn+θ−λ

tk

Tα(τn + θ − λ− s)f(s, xns )ds

+
∫ τn+θ−λ

tk

Tα(τn + θ − λ− s)g(s, xns )dB(s)

+
∫ τn+θ−λ

tk

Tα(τn + θ − λ− s)h(s)dBH
Q (s)

)
:= Tα(λ)Zn1 (τn + θ − λ) + Tα(λ)Zn2 (τn + θ − λ).

On the one hand, if tk = 0, then this implies zn(0) = 0 and Zn1 = 0. On the other hand, if tk > 0,
then by (H4), (C1) and (4.16), we deduce

E‖Zn1 (τn + θ − λ)‖2 ≤ ‖Tα(τn + θ − λ− tk)‖2E‖zn(t−k ) + Ik(zn(t−k ))‖2

≤ CM2e−2µ(τn+θ−λ−tk)

(
1 + e

−
“

2µ− lnK1
β

”
tk

)
≤ C,
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and by (2.1)-(2.2), (H2), (H4), (C1)-(C3), (4.16) and the Cauchy-Schwarz inequality,

E‖Zn2 (τn + θ − λ)‖2 ≤ 3η
∫ τn+θ−λ

tk

‖Tα(τn + θ − λ− s)‖2E‖f(s, xns )‖2ds

+ 3Tr(Q)
∫ τn+θ−λ

tk

‖Tα(τn + θ − λ− s)‖2E‖g(s, xns )‖2ds

+ 3cH(2H − 1)η2H−1

∫ τn+θ−λ

tk

‖Tα(τn + θ − λ− s)‖2‖h(s)‖2Qds

≤ CM2

∫ τn+θ−λ

tk

e−2µ(τn+θ−λ−s)
(
k1(s) + Ck2(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

+ CM2

∫ τn+θ−λ

tk

e−2µ(τn+θ−λ−s)
(
k3(s) + Ck4(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

+ CM2

∫ τn+θ−λ

tk

e−2µ(τn+θ−λ−s)‖h(s)‖2Qds

≤ C
∫ τn+θ−λ

tk

(
k1(s) + k2(s) + k3(s) + k4(s) + ‖h(s)‖2Q

)
ds ≤ C.

By assumption, Tα(t) is compact for every t > 0, the set {znλ(τn + θ)}∞n=1 is relatively compact in
L2(Ω; H) for every 0 < λ < τn + θ. Moreover, for all n ≥ n0, there exists a constant λ > 0 such
that τn + θ, τn + θ − λ ∈ (tk, tk+1] ∩ [σ,∞) (k ∈ N), thus we have

E‖znλ(τn + θ)− zn(τn + θ)‖2 ≤ 2E‖Tα(λ)Zn1 (τn + θ − λ)−Zn1 (τn + θ)‖2

+ 2E‖Tα(λ)Zn2 (τn + θ − λ)−Zn2 (τn + θ)‖2 := G1 + G2.
(4.26)

Using the same argument as for (4.17), by Lemma 2.10 (ii), (4.18) and (C1), we find that there
exists 0 < δ∗ < δ such that for all 0 ≤ λ < δ∗, we have

sup
t∈[σ,∞)

‖Tα(λ)Tα(t− λ)− Tα(t)‖ < Cε, (4.27)

where σ and δ are given in (4.17) and (4.18). When τn + θ ∈ [0, t1], it is obvious that Zn1 (τn +
θ − λ) = Zn1 (τn + θ) = 0 and G1 = 0. When τn + θ, τn + θ − λ ∈ (tk, tk+1] ∩ [σ,∞) (k ≥ 1), by
(4.16) and (4.27), for all n ≥ n0 and 0 < λ < δ∗, we have

G1 ≤ C‖Tα(λ)Tα(τn + θ − λ− tk)− Tα(τn + θ − tk)‖2E‖zn(t−k ) + Ik(zn(t−k ))‖2

≤ C‖Tα(λ)Tα(τn + θ − λ− tk)− Tα(τn + θ − tk)‖2
(

1 + e
−

“
2µ− lnK1

β

”
tk

)
≤ Cε,

(4.28)
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and

G2 ≤ 6E
∥∥∥∥Tα(λ)

∫ τn+θ−λ

tk

Tα(τn + θ − λ− s)f(s, xns )ds−
∫ τn+θ

tk

Tα(τn + θ − s)f(s, xns )ds
∥∥∥∥2

+ 6E
∥∥∥∥Tα(λ)

∫ τn+θ−λ

tk

Tα(τn + θ − λ− s)g(s, xns )dB(s)−
∫ τn+θ

tk

Tα(τn + θ − s)g(s, xns )dB(s)
∥∥∥∥2

+ 6E
∥∥∥∥Tα(λ)

∫ τn+θ−λ

tk

Tα(τn + θ − λ− s)h(s)dBH
Q (s)−

∫ τn+θ

tk

Tα(τn + θ − s)h(s)dBH
Q (s)

∥∥∥∥2

:= G21 + G22 + G23.

(4.29)

In what follows, we will do estimates for (4.29) one by one. By (4.16), (4.27), (H4), (C1)-(C2)
and the Cauchy-Schwarz inequality, we obtain for all n ≥ n0 and 0 < λ < δ∗,

G21 ≤ Cη
∫ τn+θ−σ

tk

‖Tα(λ)Tα(τn + θ − λ− s)− Tα(τn + θ − s)‖2E‖f(s, xns )‖2ds

+ C(σ − λ)
∫ τn+θ−λ

τn+θ−σ
‖Tα(λ)Tα(τn + θ − λ− s)− Tα(τn + θ − s)‖2E‖f(s, xns )‖2ds

+ Cλ

∫ τn+θ

τn+θ−λ
‖Tα(τn + θ − s)‖2E‖f(s, xns )‖2ds

≤ C
(∫ τn+θ−σ

tk

‖Tα(λ)Tα(τn + θ − λ− s)− Tα(τn + θ − s)‖2 + (σ − λ)
∫ τn+θ−λ

τn+θ−σ(
e−2µλe−2µ(τn+θ−λ−s) + e−2µ(τn+θ−s)

))
×
(
k1(s) + Ck2(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

+ Cλ

∫ τn+θ

τn+θ−λ
e−2µ(τn+θ−s)

(
k1(s) + Ck2(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

≤ Cε+ C(σ − λ)
∫ τn+θ−λ

τn+θ−σ
(k1(s) + k2(s))ds+ Cλ

∫ τn+θ

τn+θ−λ
(k1(s) + k2(s))ds ≤ Cε.

(4.30)

For G22, in a similar way, by (2.1), (4.16), (4.27), (C1) and (C3), we find that, for all n ≥ n0 and
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0 < λ < δ∗,

G22 ≤ CTr(Q)
∫ τn+θ−σ

tk

‖Tα(λ)Tα(τn + θ − λ− s)− Tα(τn + θ − s)‖2

×
(
k3(s) + Ck4(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

+ CTr(Q)
∫ τn+θ−λ

τn+θ−σ

(
e−2µλe−2µ(τn+θ−λ−s) + e−2µ(τn+θ−s)

)
×
(
k3(s) + Ck4(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

+ CTr(Q)
∫ τn+θ

τn+θ−λ
e−2µ(τn+θ−s)

(
k3(s) + Ck4(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

≤ Cε+ C

∫ τn+θ−λ

τn+θ−σ
(k3(s) + k4(s))ds+ C

∫ τn+θ

τn+θ−λ
(k3(s) + k4(s))ds ≤ Cε.

(4.31)

For the last term G23, it follows from (2.2), (4.27), (H2), (H4) and (C1) that, for all n ≥ n0 and
0 < λ < δ∗,

G23 ≤ Cη2H−1

∫ τn+θ−σ

tk

‖Tα(λ)Tα(τn + θ − λ− s)− Tα(τn + θ − s)‖2‖h(s)‖2Qds

+ C(σ − λ)2H−1

∫ τn+θ−λ

τn+θ−σ

(
e−2µλe−2µ(τn+θ−λ−s) + e−2µ(τn+θ−s)

)
‖h(s)‖2Qds

+ Cλ2H−1

∫ τn+θ

τn+θ−λ
e−2µ(τn+θ−s)‖h(s)‖2Qds

≤ Cε+ C(σ − λ)2H−1

∫ τn+θ−λ

τn+θ−σ
‖h(s)‖2Qds+ Cλ2H−1

∫ τn+θ

τn+θ−λ
‖h(s)‖2Qds ≤ Cε.

(4.32)

Thus, (4.28)-(4.32) imply
E‖znλ(τn + θ)− zn(τn + θ)‖2 → 0

as λ → 0, uniformly for n. Hence, {znτn(θ)}∞n=1 is precompact in L2(Ω; H) for any θ ∈ [−T ∗, 0].
By the Arzelà-Ascoli theorem there exists a subsequence {zn′τn′ (θ)}

∞
n=1 and a function ξ : R− →

L2(Ω; H) which is the uniform limit of {zn′τn′ (·)} on every interval [−T ∗, 0].
Eventually, let us show that xn

′
τn′

(·) converges to ξ in L2(Ω; H). To do so, we choose some
n ≥ n0 such that τn + θ ∈ (tk, tk+1] ∩ [σ,∞). In view of (2.1)-(2.2), (H2)-(H4), (C1)-(C3), (4.16)
and the Cauchy-Schwarz inequality, together with the fact that xnτn = unτn + znτn , the following a
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priori estimate holds,

E‖zn(τn + θ)‖2 ≤ 4E‖Tα(τn + θ − tk)(zn(t−k ) + Ik(zn(t−k )))‖2

+ 4E
∥∥∥∥∫ τn+θ

tk

Tα(τn + θ − s)f(s, xns )ds
∥∥∥∥2

+ 4E
∥∥∥∥∫ τn+θ

tk

Tα(τn + θ − s)g(s, xns )dB(s)
∥∥∥∥2

+ 4E
∥∥∥∥∫ τn+θ

tk

Tα(τn + θ − s)h(s)dBH
Q (s)

∥∥∥∥2

≤ CM2(N + 1)
(

1 + e
−

“
2µ− lnK1

β

”
tk

)
+ CηM2

∫ τn+θ

tk

e−2µ(τn+θ−s)
(
k1(s) + Ck2(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

+ CTr(Q)M2

∫ τn+θ

tk

e−2µ(τn+θ−s)
(
k3(s) + Ck4(s)

(
1 + e

−
“

2µ− lnK1
β

”
s
))

ds

+ Cη2H−1M2

∫ τn+θ

tk

e−2µ(τn+θ−s)‖h(s)‖2Qds ≤ C, θ ≤ 0,

(4.33)

where we assumed that k ≥ 1, since the proof of the case k = 1 is similar. From (4.33), we know
that

sup
θ∈[−T ∗,0]

eγθE‖zn′τn′ (θ)‖
2 = sup

θ∈[−T ∗,0]
eγθE‖zn′(τn′ + θ)‖2 ≤ C,

and thus for every T ∗ > 0,

sup
θ∈[−T ∗,0]

eγθE‖ξ(θ)‖2 = lim
n′→∞

sup
θ∈[−T ∗,0]

eγθE‖zn′τn′ (θ)‖
2 ≤ C, (4.34)

which implies that ξ ∈ PC on [−T ∗, 0] and ‖ξ‖PC ≤ C.
What we want to prove is zn

′
τn′

(·) converges to ξ on (−∞, 0]. That is, we need to check that
for every ε > 0, there exists N(ε) such that

‖zn′τn′ − ξ‖
2
PC = sup

θ∈(−∞,0]
eγθE‖zn′τn′ (θ)− ξ(θ)‖

2 ≤ ε, n′ > N(ε). (4.35)

Thanks to (4.34), we have that zn
′

τn′
(·) converges to ξ on [−T ∗, 0] for arbitrarily fixed T ∗ > 0.

Therefore, we choose T ∗ ≥ τn′ , where n′ > N(ε) defined in (4.35). Obviously in order to prove
(4.35), it only remains to show that

sup
θ∈(−∞,−T ∗]

eγθE‖zn′τn′ (θ)− ξ(θ)‖
2 ≤ ε, n′ > N(ε), T ∗ ≥ τn′ . (4.36)
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Observe that for n′ > N(ε), T ∗ ≥ τn′ , combining with (4.33)-(4.34), we have

sup
θ∈(−∞,−T ∗]

eγθE‖zn′τn′ (θ)− ξ(θ)‖
2 ≤ sup

θ∈(−∞,−T ∗]
eγθE‖zn′τn′ (θ)‖

2 + sup
θ∈(−∞,−T ∗]

eγθE‖ξ(θ)‖2

≤ Ce−γT ∗ + lim
n′→∞

sup
θ∈(−∞,−T ∗]

eγθE‖zn′τn′ (θ)‖
2 ≤ Cε.

(4.37)

On account of (4.35) and (4.37), the convergence of {zn′τn′ (·)} to ξ in PC follows immediately.
Recall that the previous decomposition shows xnτn = unτn + znτn . Moreover, (4.13) implies that

lim
τn→∞

‖unτn‖PC = 0,

since φn ∈ D. Thus we have found the convergence of xn
′
τn′

to ξ in PC, and the proof of this
lemma is finished. �

Now we analyze the properties of the omega limit sets for our problem.

Theorem 4.6 Assume the conditions of Theorem 4.3. Then for any bounded subset D of PC,
the set

ω(D) ={x : ∃τn →∞, φn ∈ D and a sequence of solutions xn(·) of problem (1.2)

with xn0 = φn ∈ D such that xnτn → x in PC}

is nonempty, compact and attracts D. (Note that we use the same letter ω because it is a standard
notation but no confusion is possible with the events of the probability space).

Proof. The definition of omega limit set and Lemma 4.5 imply that ω(D) is nonempty and
compact immediately. Now we show that ω(D) attracts D. We argue by contradiction, then it
the result were not true, there would exist ε > 0 and sequences {τn} with τn → ∞ (n → ∞),
{φn} with φn ∈ D and solutions {xn(·)} of (1.2) with initial values xn0 = φn such that

dist(xnτn , ω(D)) > ε, ∀n ∈ N, (4.38)

where dist(·, ·) is the metric for the topology of PC. By Lemma 4.5, we can ensure that xnτn is
relatively compact and possesses at least one cluster point z ∈ PC. Obviously z ∈ ω(D), and this
contradicts (4.38). Thus this theorem is completed. �

We are now ready to state the following key result.

Theorem 4.7 Assume the conditions in Theorem 4.3. Then the set

A =
⋃
{ω(D) : D ⊂ PC, D bounded}

is compact in PC, and, moreover, is the minimal closed set that attracts all bounded subsets of
PC in the topology of PC. In other words, for any bounded set D ⊂ PC and any ε > 0, there
exists t(D, ε) > 0 such that for any φ ∈ D and any solution x(·) of (1.2) with initial value φ, it
holds

dist(xt, A) ≤ ε, for all t ≥ t(D, ε).
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Proof. Let us denote
Ã = {ω(D) : D ⊂ PC, D bounded},

and let us first prove that Ã is relatively compact, which will imply the compactness of A.
Indeed, let {ξn}∞n=1 be a sequence in Ã with ξn ∈ ω(Dn), and ‖Dn‖PC = supφn∈Dn ‖φn‖PC ≤

dn. Thanks to the definition of ω(D), there exist sequences {τn} with τn → +∞ and

max
{

dn
e2µτn

,
d2
n

e(2µ−lnK1/β)τn

}
→ 0 as n→ +∞, (4.39)

and {φn} with φn ∈ Dn whose solutions {xn(·)} of problem (1.2) corresponding to the initial
datum xn0 = φn ∈ Dn satisfy, for all n ∈ N,

‖xnτn − ξ
n‖PC <

1
n
. (4.40)

Arguing as in the proof of Lemma 4.5, taking into account (4.39), one can prove that {xnτn}
∞
n=0

is relatively compact in PC. Therefore, this result and (4.40) imply that {ξn}∞n=1 is relatively
compact in PC, and thus A is compact in PC.

Finally we show that A is the minimal closed set attracting any bounded set D ⊂ PC. To
prove this, notice that if A′ is another closed subset which attracts any bounded set D ⊂ PC, then
by the definition of ω(D), we have that ω(D) ⊂ A′, and thus

⋃
{ω(D) : D ⊂ PC, D bounded}

belongs to A′. Since A′ is closed,

A =
⋃
{ω(B) : B ⊂ PC, B bounded} ⊆ A′,

and the proof is complete. �

4.3 Existence of the singleton global attracting set in the case of uniqueness

of solutions

In general, we cannot obtain much more information about the attracting set just proved to
exist in the previous section. In fact, such attracting sets may have a complex structure, even
of fractal nature as the vast literature on the theory of global attractors has shown over the
last decades. However, in the case of uniqueness of solutions, we can provide more details of
the geometrical structure of this set. In fact, we will be able to prove in this subsection that it
becomes a singleton, which means the solutions are attracted by a single point in PC, which is
not in general an equilibrium point of the problem.

We start this section with the following a priori estimate.
Theorem 4.8 Let A ∈ Aα(ω0, θ0) with θ0 ∈ (0, π2 ]. Assume that (H1), (H3), (H4) and (C1)hold
and, in addition,

γ > 2µ > R+
lnw1

β
, (4.41)
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(C4) ∫ ∞
0

e2µsE‖f(s, 0)‖2ds <∞,
∫ ∞

0
e2µsE‖g(s, 0)‖2ds <∞,

∫ ∞
0

e2µs‖h(s)‖2Qds <∞.

Then, for every φ ∈ PC, there exists a unique mild solution to problem (1.2) fulfilling

‖xt‖2PC ≤ C(1 + ‖φ‖2PC)e
−

“
2µ−R− lnw1

β

”
t
,

where
R = 8M2(ηl1 + Tr(Q)l2), w1 = 8M2(1 +N) + eRη.

Proof. The proof of this theorem follows the lines of the corresponding one of Theorem 16 in
[28]. Thus we only sketch it. We split the proof into three steps.

Step 1: From Definition 3.1, (2.1), (2.2), (H1), (C1) and the Cauchy-Schwarz inequality, we
obtain for t ∈ [0, t1],

E‖x(t)‖2 ≤ 4M2e−2µt‖φ‖2PC + 8M2e−2µt(ηl1 + Tr(Q)l2)
∫ t

0
e2µs‖xs‖2PCds

+ 8M2e−2µt

∫ t

0
e2µs

(
ηE‖f(s, 0)‖2 + Tr(Q)E‖g(s, 0)‖2

)
ds

+ 4cH(2H − 1)η2H−1M2e−2µt

∫ t

0
e2µs‖h(s)‖2Qds,

(4.42)

and condition (C4) ensures that there exist three constants R1, R2 and R3 such that

cH(2H − 1)η2H−1

∫ t

0
e2µs‖h(s)‖2Qds ≤ R1,∫ t

0
e2µsE‖f(s, 0)‖2ds ≤ R2,

∫ t

0
e2µsE‖g(s, 0)‖2ds ≤ R3.

(4.43)

Replacing (4.43) into (4.42) implies, for t ∈ [0, t1],

E‖x(t)‖2 ≤ 4M2e−2µt‖φ‖2PC + 8M2e−2µtR4 + 8M2e−2µtR5

∫ t

0
e2µs‖xs‖2PCds,

where we have used the notation

R4 = (ηR2 + Tr(Q)R3) +
R1

2
, R5 = ηl1 + Tr(Q)l2.

An analogous argument to the one in Theorem 4.3 to deal with the infinite delay, together with
the Gronwall inequality, show that

‖xt‖2PC ≤ (4M2‖φ‖2PC + 8M2R4)e−(2µ−R)t,

and, consequently,

E‖x(t1)‖2 ≤ (4M2‖φ‖2PC + 8M2R4)e−(2µ−R)t1 := B∗1 . (4.44)
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Step 2: Similar to (4.32), in view of (H3), we find for t ∈ (t1, t2] that

E‖x(t)‖2 ≤ 8M2e−2µ(t−t1)(1 +N)E‖x(t−1 )‖2 + 8M2e−2µ(t−t1)R4e
−(2µ−R)t1

+ 8M2e−2µ(t−t1)R5

∫ t

t1

e2µ(s−t1)‖xs‖2PCds.

We proceed now as in the proof of Step 2 of Theorem 16 in [28], combined the Gronwall inequality.
It then follows, for t ∈ (t1, t2],

‖xt‖2PC ≤ (8M2(1 +N) + eRη)B∗1 + 8M2R4e
−(2µ−R)t1e−(2µ−R)(t−t1), (4.45)

and, therefore,

E‖x(t2)‖2 ≤ (8M2(1 +N) + eRη)B∗1 + 8M2R4e
−(2µ−R)t1e−(2µ−R)(t2−t1) := B∗2 . (4.46)

Step 3: The same reasoning as above implies that for t ∈ (tk, tk+1] with k ≥ 2,

‖xt‖2PC ≤ (8M2(1 +N) + eRη)B∗k + 8M2R4e
−(2µ−R)tke−(2µ−R)(t−tk), (4.47)

and

E‖x(tk)‖2 ≤ (8M2(1 +N) + eRη)B∗k + 8M2R4e
−(2µ−R)tke−(2µ−R)(tk+1−tk) := B∗k+1. (4.48)

For convenience, let w1 = 8M2(1 + N) + eRη. It is obvious that w1 > 2 so that
∑k−2

k=0w
j
1 ≤

wk−1
1

w1−w1
2

≤ 2wk−2
1 . In addition, condition (H4) implies that k − 1 ≤ tk−t1

β and kβ < tk. Then for
k ≥ 2, the mathematical induction method furnishes that

B∗k ≤ B∗1e
−

“
2µ−R− lnw1

β

”
(tk − t1) + 16M2R4e

−
“

2µ−R− lnw1
β

”
tk . (4.49)

Therefore, by (4.44), (4.47) and (4.49), we deduce that, for ∈ (tk, tk+1] with k ≥ 2,

‖xt‖2PC ≤ C(1 + ‖φ‖2PC)e
−

“
2µ−R− lnw1

β

”
t
,

which, thanks to (4.46) and (4.49), implies that, for all t > 0,

‖xt‖2PC ≤ C(1 + ‖φ‖2PC)e
−

“
2µ−R− lnw1

β

”
t
.

This completes the proof. �

In order to show that the global attracting set is a singleton set, we first establish the second
moment exponential stability of solutions to problem (1.2).

Lemma 4.9 Assume the conditions of Theorem 4.8. Then, for any two solutions x(t) and y(t)
of problem (1.2) corresponding to initial values ψ and φ in PC, we have

‖xt − yt‖2PC ≤ 3M2‖ψ − φ‖2PCe
−

“
2µ−R− lnw1

β

”
t
, ∀t ≥ 0,

where R and w1 are defined in Theorem 4.8.
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Proof. It is straightforward that we are able to obtain global existence (without uniqueness) of
mild solutions to problem (1.2) by the conditions of this lemma. An analogous argument to that
already applied in the proof of Theorem 14 in [28] proves the exponential asymptotic behavior
with condition (C4), so we omit the details here. �

Now we state and prove the main results of this subsection.

Theorem 4.10 Assume the conditions of Theorem 4.8. Then

(i) For any bounded subset D of PC, any sequence {τn} with τn → +∞ (n→ +∞), {φn} with
φn ∈ D, and any sequence of solution {xn(·)} of problem (1.2) with xn0 = φn ∈ D, this last
sequence {xnτn} is relatively compact in PC.

(ii) For any bounded subset D of PC, the set

ω(D) = {x : ∃τn →∞, φn ∈ D and a sequence of solutions xn(·)of problem (1.2)

with xn0 = φn ∈ D such that xnτn → x in PC}

is a singleton set and attracts D.

(iii) The set
A =

⋃
{ω(D) : D ⊂ PC, D bounded }

is a singleton set, and the minimal set that attracts all bounded subsets of PC.

Proof. (i) To prove {xnτn}
∞
n=1 is precompact in PC, we only need to state that {xnτn} is a Cauchy

sequence in PC. Thanks to Theorem 4.8 and Lemma 4.9, we deduce that

‖xnτn − x
m
τm‖

2
PC ≤ 3‖xnτn − x

m
τn‖

2
PC + 3‖xmτn‖

2
PC + 3‖xmτm‖

2
PC

≤ C‖φn − φm‖2PCe
−

“
2µ−R− lnw1

β

”
τn

+ C(1 + ‖φm‖2PC)
(
e
−

“
2µ−R− lnw1

β

”
τn + e

−
“

2µ−R− lnw1
β

”
τm

)
.

(4.50)

Furthermore, as D is a bounded subset of PC then

‖D‖PC := sup
φ∈D
‖φ‖PC ≤ d, (4.51)

and hence (4.50) and (4.51) imply that {xnτn}
∞
n=1 is a Cauchy sequence in PC as n, m→∞.

(ii) Now we need to prove that ω(D) is a singleton set. If this were not the case, then there
would exist x, y ∈ ω(D) such that x 6= y. By the definition of ω(D), we see there exist sequences
{τn} and {sm} with τn → (n → ∞) and sm → ∞ (m → ∞), {ψn} and {φm} with ψn, φm ∈ D,
the solutions {xn(·)} and {ym(·)} of problem (1.2) with xn0 = ψn and ym0 = φm such that

xnτn → x (n→∞) and ymsm → y (n→∞).
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Taking into account Theorem 4.8 and Lemma 4.9, we derive that

‖xnτn − y
m
sm‖

2
PC ≤ 3‖xnτn − y

m
τn‖

2
PC + 3‖ymτn‖

2
PC + 3‖ymsm‖

2
PC

≤ C‖ψn − φm‖2PCe
−

“
2µ−R− lnw1

β

”
τn

+ C(1 + ‖φm‖2PC)
(
e
−

“
2µ−R− lnw1

β

”
τn + e

−
“

2µ−R− lnw1
β

”
sm

)
,

which implies that
‖xnτn − y

m
sm‖

2
PC → 0 as n, m→∞.

Hence ‖x− y‖PC = 0, and this is a contradiction since x 6= y.
(iii) The set A is a bounded subset of PC thanks to Theorem 4.8. The assertion (ii) implies

that ω(B(0, ρ)) is a singleton for each ρ ∈ R+, where B(0, ρ) = {x ∈ PC : ‖x‖PC ≤ ρ}. From
the definition of omega limit set we have that ω(B(0, 1)) ⊂ ω(B(0, 2)) ⊂ · · · ⊂ ω(B(0, n)) · · · , and
as all of them are singleton sets, all of them must coincide, i.e., ω(B(0, 1)) = ω(B(0, 2)) = · · · =
ω(B(0, n)) = · · · . Consequently,

A =
⋃
{ω(D) : D ⊂ PC, D bounded} =

⋃
ρ∈N

{
ω(B(0, ρ))

}
is a singleton set. Therefore, A is the minimal set attracting any bounded set D ⊂ PC, and we
have completed the proof of Theorem 4.10. �
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