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ABSTRACT As further progress in the accurate and efficient computation of coupled partial dif-
ferential equations (PDEs) becomes increasingly difficult, it has become highly desired to develop new
methods for such computation. In deviation from conventional approaches, this short communication
paper explores a computational paradigm that couples numerical solutions of PDEs via machine-
learning (ML) based methods, together with a preliminary study on the paradigm. Particularly, it
solves PDEs in subdomains as in a conventional approach but develops and trains artificial neural
networks (ANN) to couple the PDEs’ solutions at their interfaces, leading to solutions to the PDEs
in the whole domains. The concepts and algorithms for the ML coupling are discussed using coupled
Poisson equations and coupled advection-diffusion equations. Preliminary numerical examples illus-
trate the feasibility and performance of the ML coupling. Although preliminary, the results of this
exploratory study indicate that the ML paradigm is promising and deserves further research.
Keywords: Machine learning, artificial neural network, coupled partial differential equations, domain
decomposition, interface zone, transmission condition

1. Introduction

The research on the coupling of partial differential equations (PDEs) can be traced back to
Schwarz’s idea of domain decomposition over a hundred years ago [1], and it attracts more and more
attention in the past few decades. For relatively simple PDEs such as advection-diffusion equations,
the past findings include slow convergence associate with a regular Dirichlet transmission condition
[2], a decrease in convergence speed with grid spacing [3, 4], and speedup of the convergence
by methods such as precondition in iteration matrices and optimization for interface conditions
[5, 6]. For systems of conservation laws, analysis indicates a convergence of numerical solutions to
weak solutions in the association of both conservative and non-conservative interface treatments
[7, 8]. In recent years, there is a trend to couple distinct, complex PDEs for simulation of real-
world multiscale and multiphysics problems [9, 10]. Examples are the computation of an acoustic
fluid-structure interaction problem by a monolithic balancing domain decomposition method [11],
simulation of ocean flows by the integration of the Naver-Stokes equations and their hydrostatic
versions [12, 13, 14], and many more.
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Despite the fact that substantial research has been made, progress in theoretical and applied
research is limited because of the complexity in coupling PDEs, especially different types of PDEs.
The theoretical analysis has mostly been restricted to model/simplified problems, e.g., [15], while
the applied research deals with realistic problems, but its rigorous foundation is unclear, e.g.,
[14]. Actually, difficulties are encountered in the computation of various problems. For instance,
in the computation of hyperbolic systems of conservation laws, numerical oscillations, nonphysical
solutions, and multiple solutions may take place [16, 17, 18]. In simulations of ocean flows, especially
highly transient flows, problems include artifacts (e.g., numerical oscillations) at the interfaces
between PDEs, numerical instability, and slow convergence of the computation [12, 19, 20]. As a
result, our modeling capabilities are impaired and cannot meet the needs of many problems.

Further progress in coupling PDEs, especially distinct PDEs, via existing approaches becomes
increasingly difficult. The difficulties stem from the fact that the coupling is a heterogeneous
domain decomposition problem; it involves different PDEs, numerical methods, and computational
meshes. The difficulties are hard to overcome in a conventional coupling approach, which directly
exchanges PDEs’ solutions at their interfaces according to certain interface conditions. Frequently,
such interface conditions are complicated, e.g., between distinct PDEs, and, if available, they lack
a rigorous foundation in mathematics. As a result, the overall coupled problems’ well-posedness is
often unclear or even not in presence. When coupling distinct PDEs via a conventional approach,
usually application of advanced techniques, e.g., a conservative interface treatment and the Newton-
Krylov-Schwarz method [21, 22], are neither straightforward nor effective.

Now we see the rapid progress of machine learning (ML) in methods and also applications in a
wide range of problem domains, including speech recognition, image classification, and superhuman
performance on games previously thought intractable such as Go [23, 24]. More recently, such
progress is taking place also in PDE-based learning of fluid flows [25, 26]. A particular exciting
achievement is that, based on status at a current time, deep learning is capable of predicting flow
fields at a later time [27, 28]. Analysis indicates the convergence of a deep learning solution to that
of the PDE in terms of the numbers of neurons [29]. Now, many powerful, open-source ML tools are
available for the public to use, such as Matlab, Pytorch, and Tensorflow [30, 31, 32]. Interestingly,
ML has been utilized to integrate micro-macro fluid flows very recently [33].

How about coupling PDEs via machine learning? This is a natural idea given the bottleneck
difficulties encountered in conventional approaches and inspiration from machine learning’s success.
If successful, coupling PDEs via ML methods may help us overcome these difficulties and lead
to a new avenue to accurate simulation of real-world multiscale multiphysics problems. We have
started to explore such an idea since last year, and this short communication paper reports partial
investigation and results obtained since then (e.g., [34]). Particularly, it presents the concepts and
methods of ML-based coupling of Poisson equations as well as of advection-diffusion equations, and
it illustrates its feasibility and performance via numerical examples. Although preliminary, it is
expected that this short communication could be interesting to the community and will attract its
attention to ML coupling of PDEs.

2. Poisson equation

Consider the boundary value problem of the Poisson equation as follows:

Au=f, x€Q, (1)
u =g, x € 01,



where u, f,g € C°. u is the unknown function, and f and g are prescribed functions.

Let domain 2 be divided into two overlapping subdomains 2; and 5, which are bounded by
091 and 09, respectively, as shown in Fig. 1. In the figure, I'y and I'y are interface of subdomain
Q4 and €5, respectively, and they are artificial boundaries for the two subdoamins. An ML Schwarz
iteration algorithm to solve problem (1) is presented as follows (m =0, 1,2, ...):

Aut = xeQ, Au™ = f x €y,

utt =M x ey, uy Tt =" x €Ty, (2)
1 1

u"t =g, x € 004 /T, uftl =g, x € 00 /Ty,

where s is an ML solution, and it computes the trans- 30 30

. . . o 1 2
mission conditions, or interface conditions, on I'; and I'y
to facilitate the computation. When the interface con-
ditions are replaced by u"™! = uf* and uft = uPH,
algorithm (1) becomes the original alternative Schwarz

iteration [1, 35].

Let S be an interface zone wrapping the interfaces
of the two subdomains and be bounded by 57, S2, and
001 NNy (Fig. 1). The ML solution, s, will be con- Q, ‘—’(—Q>
structed within this zone as a surrogate solution or an S 2
approximate solution to the Poisson equations. Let u be
the corresponding solution of the Poisson equation, and Figure 1: Domain partition. The dash
ug be its boundary condition. Then the problem of the lines enclose the interf.ace zone, and it con-
ML solution becomes a boundary value problem: Find tains I'y .and I'2, the interfaces of the two
M such that subdomains.

s = M(ug) = u, xelS (3)
S = Uug, xeSl,Sg,ﬁﬁlﬁ(’)QQ

M may be considered as an operator mimicking the Poisson equation.

As in a standard approach, the ML solution is constructed as

s = N(t,x,up, ) (4)

where N is a neural network function, and a denotes its parameters, including weights and biases.
In a more general approach, the ML solution may be constructed as a function of N [36, 37], for
instance, in a numerical example in the following section. Moreover, an ML solution with multi-
fidelity will be considered [38, 39].

Since an ML solution, s, is a neural network function, N, or, a function of N, a key to its
construction becomes to find the best weights and biases, c, within the network. In correspondence
to (4), this leads to a minimization problem:

()

Find a such that Loss(s) is minimized,
where Loss(s) = ||s — 5[5 g

in which Loss is the loss function, and § is data that approximates the solution of the Poisson
equation and trains the network. A main task in finding an ML solution is to efficiently solve



the minimization problems, e.g., (5), particularly to search for the best weights and biases in
it. Thanks to those researchers who made a breakthrough and developed open-source software
packages that can efficiently solve the minimization problem. Available packages include Matlab
made by MathWorks [30], Tensorflow by the Google Brain Team [32], and PyTorch primarily by
the Facebook’s AI Research lab [31]. Note that, instead of training via the data, it is possible to
train a network via deep learning based on the Poisson equation [36].

In order to illustrate the feasibility and performance of the ML-based coupling methods proposed
above, here a numerical example is made. Consider a boundary value problem, in which Q: 0 <
r<1,0<y<1, f=e%(x—2+y3+6y), g(0,y) = v>, 9(1,y) = (1+y3)e !, g(z,0) = xe™®, and
g(z,1) = e~*(z+1). The problem has an analytical solution [36]: Uczact = e~ %(z+y?). Let domain
Q be discretized by mesh (z;,y;), i =1,2,...,I, j =1,2,...,J. On this grid, let {1 be covered by
i=12..I' 7=12,...,J and Qy by i =1I'—-1,I',....I, j = 1,2,...,J, as shown in Fig. 2.
Moreover, suppose the interface zone is covered by i = I/ g1, I[p—g, ... [pvg, 7 =1,2,...,J, with
stencils of 2k + 2 (k is an integer) in the ¢ direction.

On the grid and by central difference, problem (2) is discretized as

Wit~ 2af gy f - ws s
sz + AyQ - f('ria y]))
1=2,.,0I'"—1,j=2,..,J—1; ulﬁj =N, g=1..,J ©
6
bt~ 2l el - 2wl
sz Ayz - f(xu y])a
i=T, . 0=, =2, J=1 wit =Np , j=1,.,J
1 g m—+1 m+1 . .
plus the boundary condition w1}, u2;" = g(xi, y;) .
on 01 N ONs. The discretized Poisson equation can also ) , ,
be computed via a classic Schwarz iteration algorithm in ] F-k-1 Ptk
association with interface conditions:
ul?}:gl = UQ?/LJ, u{[r}i—i’j = ul}’?_l)j, ] = 2, ceey J—1 (7)
For the training by (4) and (5), the data can be gen-
erated using numerical solutions. For instance, let the
iterated solutions on the bounaries of the interface zone
in the above classic Schwarz iteration and also the value
of g on the rest boundaries as the input, and the cor-
responding solutions on the interfaces to the discretized
Poisson equation as the output. Particularly, 1
Uo : UAYI_j_q s U2fiyp 0N S1,52 1 - b
g(zi,v1), g(zi,ys),  on 02 NN, (8) Figure 2: Schematic representation of the
5w ug on Tq,Ty mesh for computation (6). The red and
237 =15 ’

Let the grid be (I,J) = (21,21), and interfaces be at
I' —1 =20, I' = 21, with k¥ = 2, with a feedorward
neural network as the network and Sigamoid function as

blue lines are interfaces, and the shadow
area enclosed by the dash line is the inter-
face zone.

the activation function [36]. ML Schwarz iterative algorithm (2) is computed using MatLab, and
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Figure 3: Computation of coupled Poisson equations.

Table 1: Errors of computation for the Poisson equation. N; and N,, are respectively the number of layers

and neurons. || - || is infinite norms over S, and Loss is in mean square error.

Nl;Nn ||U*Ueract|| HU*EH ||<§*ue:cact|| Loss

1, 5 | 6.9765 x 1072 | 6.9797 x 1072 | 3.3 x107° | 4.28 x 10~10
1, 10 [ 6.9581 x 1072 [ 6.9613 x 1072 | 3.3x10°° [ 5.63x10"1°
1, 15 | 6.9524 x 1072 | 6.9557 x 10=2 | 3.3 x107° | 4.09 x 10~1°
1, 20 | 6.9848 x 1072 [ 6.9876 x 10~2 | 3.3 x10~° | 1.61 x 10~ 10
2, 10 [ 6.9516 x 1072 | 6.9548 x 1072 | 3.3 x 107" [ 3.14x 1010
3, 10 [ 6.9491 x 1072 | 6.9524 x 10=2 | 3.3 x107° | 1.04 x 1077

the solution, u (= u; Uwusg), is presented in Fig. 3. For comparison, the solution associated with
classic interface condition (7), referred to as a classic numerical solution, w,.m, is also computed.
It is seen that the solution obtained with the ML method matches the exact solution. Interestingly,
it is noticed that the ML solution may converge faster than the classic numerical solution. For
instance, when one hidden layer with 10 neurons is used, the ML method converges in just 18
iterations, while the classic numerical solution requires 121 iterations, with convergence criterion of
10719 in iteration residual.

Now let us examine the error of the ML solution against the exact solution. Since we know that
[t — tegact|| < |lu— 5| + (|5 — tesact|] (9)

the error can be estimated via two parts. The first part is the error of the ML solution against
the training data, and the second part is the error of the training data against the exact solution.
The former depends on how the ML solution’s structure and training method, i.e., (4) and (5),
and the latter depends on the accuracy order in the discretization of the Poisson equation. These
errors are shown in Table 1. Here, and hereafter, in view that an ML run produces results slightly
different from those of another, each case’s values result from the averages of three runs. The table
indicates that the latter is relatively small, and this implies that, in this example, the error of the
ML solution primarily comes from its error against the training data.

3. Advection-diffusion equations

Consider an initial value problem of two coupled advection-diffusion equations over subdomains



Q1 and Q5, which overlap with each other with interfaces I'y and I's, respectively. When marching
from time level n to n +1 (n = 0,1,2,..., N) within time interval [0,T], the coupled problem is
solved by an ML Schwarz waveform relaxation algorithm:

U1?+1 + a1V : U1n+1 = blAuln‘"l, t,X S (0, } X Ql
u "t =57, t,x € (0, 7] xT'y
ulozg, t,XE(t )XQl
(10)
UQ;H_I + CLQV . U2n+1 = blAU1n+1, t,X € (0, } X QQ
u2n+1 = 5”7 t,X € (0, } X FQ
u? = g, t,x € (t=0) x Qo

where g € CY, and s is an ML solution that provides transmission conditions. As an important
feature in this algorithm, Schwarz iteration between the two subdoamins is not necessary when
marching from time level n to n + 1, since the ML may predict the solution on the interfaces at
time level n + 1. But, if needed, Schwarz iteration may also be made, with n being replaced by m,
the index of iteration, in the above algorithm.

Similarly to the situation of the above Poisson equation, let us introduce an interface zone,
S, that encloses the interfaces (e.g., Fig. 1). Let s be the ML solution, u be the solution of
the corresponding classic initial value problem, and uy be prescribed initial condition. Then, the
problem of the ML solution becomes an initial and boundary problem: Find M such that

s = M(ug) = u, t,x € (to,t] x S (1)
S = Ug, t,X € (t = to) X S, S1 U Sy x (to,t],aﬂl N Oy X (to,t]

where tg is a prescribed value of time. Now M may be considered as an operator that mimics the
advection-diffusion equations.

In ML problem (11), ug is located in the interface
zone and at its boundaries. Three training approaches t
in terms of the place where ug resides are possible: i) S
global: Q x (¢t = 0), ii) regional: S x (0,T], S1 U Sy x

~“domain of "

(0,T], and iii) local: S x (t = tp). In the global approach, d d
the input data, ug, is actually the initial value of the ependence
physical problem itself, and the ML solution needs no t Uo

information from numerical solutions in the subdomains,
actually decoupling the numerical solutions completely. S S S
The local approach corresponds to a local initial value ! ?
problem over the interface zone. In the situation shown
in Fig. 4, the domain of dependence of s is the trapezoid
with the interface zone as its base (in red), where ug is
located. It is anticipated that, for the seek of stability, the
size of the interface zone should be wide enough so this domain contains the domain of dependence
of the solution to problem (10). But, the size is not necessarily very big since the solution far away
has little effects. When the local training approach in adopted, the numerical solutions in the two
subdomains are coupled in two way with the ML solution.

Figure 4: Schematic representation of the
local approach for the training data.

Now let us do numerical experiments on the ML-based coupling. First, consider two identical



one-dimensional equations in two subdomains. Particularly, a1,a2 = a = 1,b1,00 = b =0.1; g =
—sin(rz), -1 <z <1; u=0, x =—1, 1. The problem has an analytical solution [40]:

u = 167T2ab3e(w—ct/2)a/2b
—1)? 2 i —bp?73t
Neimn s 7 2p sintpra) e
2b" —P=9 g + 8(abm)?(p? + 1) 4+ 16(7b)*(p? — 1) (12)
tcosh( Ly oo (EDP @0+ 1) cos(2p+ 1)/ (2ma)) e Cre s
cosh(—
207 —P=0 g4 4 (abm)2(8p2 + 8p + 10) + (7b)4(4p? + 4p — 3)2
On grid =1, 29, ..., zr (x1 = =1, 22 = 1), let Q3 be 21 < x <z}, and Oy be 21 < x < xy,
with their interfaces at xy/_1, . Then problem (10) is discretized
U1?+1 — Uiy ‘a Ul?fll - Ul?jll _ uﬁfll + u1?'_:_11 - 2U1:-L+1
At YY" - Ax? ’
i=2,.,I' =1, j=2,...,0—1; wtt=Np
(13)
us] T — us? a usgi —upil b uafy +uafy — 2upf
At 2 20z e Ax? ’
i=1,., =1, j=2,...J—1; wpt =Np |
A corresponding classic Schwarz iteration algorithm uses the following interface conditions:
' = el uattt =y (14)

Let us train the network via (4), (5), and the global approach; the initial and boundary values of
the problem are the input, and above analytical solution is the output of the network. Particularly,

up :  sin(mx;), on (t=0) x Q,
—1,0r,1, on (0,1] x 09 (15)
5. ulth,zp_1),ult,xp), on (0,1] x 'y, (0,1] x T'y
in which [ = 1,2, ...L, with step At’. The ML solution is constructed as a function of N:
s=A(t,x) +t(1 —t)(z+ 1)(x — 1)N(¢,x, up, )
1-— 1
Alt) = (1= 1) (u(0,2) = — Tu(0,-1) — ;xu(t,O))

-z T 16
+t (u(l,x) ! —Lu(1,-1) - 1; u(1,1)) (16)
e+ HTxu(l,t)

which automatically satisfies the initial and boundary conditions. This reduces the original con-
strained optimization problem to an unconstrained one in training the network [36].

In computation, let (I, N,L) = (41,101,32), and use the network and activation function as
above. The computed and exact solutions, plus the error distribution, are shown in Fig. 5. The
errors are presented in Table 2. From the table, it is seen that, although not substantially, the
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Figure 5: computation of advection-diffusion equations with identical coefficients. 1) Computed and exact
solutions at different time. 2) Error distribution of u — tegact-

solution exhibits convergence with regard to numbers of neurons when one hidden layer is used,
which is consistent with an earlier analysis [29], while the training loss decreases dramatically. Note
that the training mesh is not the same as the mesh for the numerical solution, and thus the ML
solution does not simply repeat the analytical solution at the interfaces in the figure.

Table 2: Errors of computation for the advection-diffusion equations with identical coefficients. N; and
N, are respectively the number of layers and neurons. || - || is infinite norms over Q x [0, 7], and Loss is in
mean square error.

leNn Hu_uexactH Loss
1, 5 235x 1072 | 7.37 x 107!

1, 10 | 1.70 x 1072 | 9.04 x 1072
1, 15 | 1.65 x 1072 | 1.28 x 1072
1, 20 | 1.64x1072 | 3.36 x 103
2, 10 | 1.67x 1072 | 7.90 x 1077
3, 10 | 1.67x 1072 [ 9.04 x 1077

Second, consider a heterogeneous problem, that is, a situation of equations with distinct coeffi-
cients in the two subdomains: a; = 1, as = 0.1, by = 0.1, by = 1. In this situation, no analytical
solution is available, and the numerical solution obtained with the classic Schwarz iteration is used
to train the network. The local approach for the training is adopted, with the input and output as
follows:

. n n n n —
{ U s UL gy U gy U2 ugy,  on (E=0) xS, (7)

50wt untt on (t =At) x Ty, (t =At) x Ty

for all n = 1,2,....N. Note that the mesh for the training and that for the numerical solution
associated with the ML solution are the same as those above. The computed solutions are presented
in Fig. 6 and Table 3, from which it is seen that the ML numerical solution behaves similarly to
those with same coefficients as discussed above.

4. Discussion

In ML coupling frameworks (2) and (10), numerical solutions in subdomains are coupled via
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Figure 6: computation of advection-diffusion equations with different coefficients. 1) ML Computed and
classic numerical solutions at different time. 2) Error distribution of © — unum.

Table 3: Errors of computation for the advection-diffusion equations with different coefficients. || - || is
infinite norms over S x [0, 7], and Loss is in mean square error.

Ny, Ny | Ju — tnuml| Loss
1, 2 [6.90x1072 | 1.0l x 10~ 10
1, 4 [502x1072 [6.95x 1011
1, 8 [ 460x107% | 3.33x 10~ 11
1, 16 | 435 x 1072 [ 3.02 x 10~
2, 4 | 4.88x1072 [ 1.90 x 10~
3, 4 | 450x1072 | 1.71 x 107!

an ML solution in between. This is different from conventional coupling methods, in which the
numerical solutions are coupled directly with each other. It is expected that such a difference could
enable the ML-based methods to exhibit advantages over the conventional methods in the following
aspects:

Capability — An ML solution within the interface zone introduces a ‘buffer zone’ between solu-
tions of PDEs in subdoamins, and thus may relax the rigidity of well-posedness for their coupling,
which could be hard to achieve but is necessary for a conventional coupling approach. As long as
the ML solution assures that the PDE problems in individual sudomains are well-posed, which we
know more and is usually clear, the computation of the coupled PDEs tends to be good. As a
result, an ML approach may avoid difficulties/singularities encountered in a conventional approach,
e.g., non-physical solutions at interfaces.

Efficiency — An ML interface algorithm may be trained offline, and also it does not need
Schwarz iteration, which requires multiple times of computation of PDEs in each subdomain and
is time-consuming. These lead to the potential to reduce the computation time of coupled PDEs
significantly.

Universality — It is conjectured that an ML-based coupler can be ‘universal’: a coupler de-
veloped for one set of PDE solvers is applicable to coupling another set of solvers with the same
PDEs but different discretization and software. Traditional coupling methods heavily depend on
discretization and software and lack such ‘universality’.

The approach of coupling PDEs via ML is built on the capabilities of ML methods, which are



anticipated to bear solid foundation in mathematics. ML is not merely interpolation or data fitting,
and its performance in prediction has been proven promising, especially in the case of deep learning
built on PDEs [27, 28]. Such performance is being recognized and agreed upon in the communities.
For this reason, research has been initiated on the mathematical foundation and mechanism of ML
[41, 42]. Moreover, our preliminary results reported in this paper have shown that ML coupling
works as intended.

ML coupling of PDEs is basically an untapped topic, and it needs further exploration. This
study presents the ideas, concepts, and methods for ML-based coupling of PDEs, and, as first-
hand knowledge, it provides numerical examples of its feasibility and performance. This study is
exploratory and preliminary, and further research is necessary on the ML coupling to explore the
above listed potential advantages via systematic numerical and theoretical analyses. Nevertheless,
this short communication paper indicates that the ML coupling is promising, and, hopefully, it will
attract the community’s attention to the topic and its further study.
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