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ARTICLE INFO ABSTRACT

Keywords: Nonlinear grey system models, serving to time series forecasting, are extensively used
nonlinear grey system models in diverse areas of science and engineering. However, most research concerns improv-
cumulative sum operator ing classical models and developing novel models, relatively limited attention has been
integro-differential equation paid to the relationship among diverse models and the modelling mechanism. The cur-
integral matching rent paper proposes a unified framework and reconstructs the unified model from an
municipal sewage discharge integro-differential equation perspective. First, we propose a methodological frame-

work that subsumes various nonlinear grey system models as special cases, providing
a cumulative sum series-orientated modelling paradigm. Then, by introducing an inte-
gral operator, the unified model is reduced to an equivalent integro-differential equa-
tion; on this basis, the structural parameters and initial value are estimated simultane-
ously via the integral matching approach. The modelling procedure comparison fur-
ther indicates that the integral matching-based integro-differential equation provides a
direct modelling paradigm. Next, large-scale Monte Carlo simulations are conducted
to compare the finite sample performance, and the results show that the reduced model
has higher accuracy and robustness to noise. Applications of forecasting the municipal
sewage discharge and water consumption in the Yangtze River Delta of China further
illustrate the effectiveness of the reconstructed nonlinear grey models.

1. Introduction

State space models, a powerful framework for time series, are extensively used to fit the measurement
data and then forecast the evolution of dynamic systems. The main feature of state space models is that
depicts the underlying process describing dynamic law of the system in terms of states [17]. There exists a
diversity of state space models, such as transfer function [26], exponential smoothing [16], and dynamic lin-
ear regression [43]. In nature, grey system models proposed by Deng [6] belong to the state space systems.
One of the key issues of the grey system models is identifying the governing equations from measurement
data for physical understanding, forecasting and controlling. Over the past four decades, a range of grey
system models, including linear and nonlinear systems, have been emerging to solve a class of time se-
ries forecasting problems. It is worth noting that rather than fitting the original time series, however, grey
system models visualize and identify the pattern hidden in the original time series by utilizing cumula-
tive sum (Cusum) operator, distinguishing themselves from other classical state space models. Recently,
by employing the integral matching approach, we explained the mechanism of Cusum operator from the
perspectives of mathematical analysis and parameter estimations [36] . Then, on this basis, a unified mod-
elling paradigm for linear grey forecasting models is proposed to link grey system models with dynamic
data analysis [34, 35].

Nonlinear grey system models, aimed at describing more complex systems, have broader applicability
than linear ones, having attracted considerable attention in the grey system community. Up to now, most
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Unified framework for nonlinear grey model

research is focused on improving the classical models and developing novel ones, which enriches nonlinear
grey system model families. As an emerging method, however, there remain several challenges needed
to be addressed. First, there exist many nonlinear grey system models with different forms, making it
difficult for researchers to perform property analysis. Hence it is required to form a unified methodological
framework, fully illustrating the modelling paradigm. The distinguishing feature of nonlinear grey models
is fitting the Cusum series, but the reason why nonlinear grey systems models use the Cusum operator has
not been well explained. So, is it possible that fitting the original time series instead of Cusum one but
achieving the same forecasts? If so, the mechanism of nonlinear grey models will be revealed, making
the modelling results easier to understand and explain. Besides, both parameter estimation and initial
value selection affect the forecasting results. Current research tends to use a two-step method: estimating
the structural parameters and subsequently selecting the initial condition via a given strategy (see [34] for
the most used three strategies). The inconsistent objective functions in two separate stages may introduce
extra errors and degrade outcomes significantly [37], so it is necessary to develop a one-step parameter
estimation method.

Therefore, in this work, we seek a unified framework for nonlinear grey system models and reconstruct
the resultant unified form via an integro-differential equation. The principal contributions are summarized

as follows:

(1) We propose a new methodological framework for nonlinear grey system models, which not only
has the ability to unify the existing systems, but may also induce novel ones, providing the basis of
nonlinear grey modelling paradigm, i.e., the Cusum series-orientated nonlinear differential equation
models.

(2) By introducing an integral operator, we reduce the unified representation to an integro-differential
equation, allowing us to fit the original time series directly and analyse the mechanism of Cusum
operator from both mathematical analysis and parameter estimation perspectives.

(3) Based on the reduced integro-differential equation, a new one-step parameter estimation approach,
integral matching, is introduced to estimate structural parameters and initial value simultaneously.

The remaining parts are organized as follows. Section 2 reviews the existing nonlinear grey system
models from the original to the extended ones. Section 3 presents the unified framework for nonlinear
grey system models. Section 4 proposes the reduced reconstruction via an integro-differential equation.
Section 5 conducts Monte Carlo simulations to evaluate the finite sample performance. Section 6 provides
a real-world application and section 7 concludes the work.

2. Literature review

In this section, we review the existing nonlinear grey system models from two viewpoints: the basic

nonlinear grey model and the extended ones.

2.1. The basic grey Verhulst model

The grey Verhulst model (GVM(1,1)) [6], where the first "1" denotes the order of derivative and the
second "1" denotes the dimensional of variables, aims at fitting inverted U-shaped time series and lays the
foundation for the development of nonlinear grey system models.

Definition 1. [34] For a time series with n samples X(t) = {x(t1), x(t2),- -+, x(t,)}, the Cusum series is defined
as Y (t) = {y(t1), y(t2), -, y(tn)} for y(ty) = L5 x(ty), where by = 1 and hy = t — ty_q fork > 2.
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The grey Verhulst model consists of the differential equation

d

YO =ay(®) £ b (), t> 1 )

and the corresponding discrete-time equation
x(t) = a[Ay(ten) + (1= Ay (b)) +0 Ay(ter) + (1= Dy, k=23, n )

where A € [0, 1] is referred to as a background coefficient whose value is always set to 0.5.
The structural parameters can be easily estimated by the least squares criterion

[ 6] = argagunHY—B [ b]THE - (BTB)ABTY

where
[ y(t)+y(t) (y(t1)+y(tz)>2 1
: : ) x(t2)
y(t2)+y(ts) (y(tz)+y(t3)> x(t3)
B — 2 2 Y=
y(tn—1)+y(tn) (y(tn—l)+y(tﬂ))2 x(tn)
. 2 2 -

Let the initial value be y(t;) = 7y, the closed form solution of equation (1) is

_2 + e—ﬁ(t—to) . l + 2
a 77y a

then the desired forecasts X can be calculated by the inverse Cusum operator derived from Definition 1,
that is,

y(t) =

Il
=
&

2(t)
2(te) = o @) = 9(te1)), k=2,3,---, ntr

where r is the forecasting horizon.

Subsequently, a great deal of effort has been devoted to improve the accuracy and the existing research
can be divided into the following three types: (i) improving the structural parameter estimates via intel-
ligence algorithm [24, 31], weighted least squares [27], and parameter transformation [10], (ii) optimizing
the initial value selection strategy [3], and (iii) searching the optimal background coefficient [8].

2.2. Extended nonlinear grey system models

Following the similar ideas and modelling procedures, the extended models utilize other nonlinear
differential equations to fit Cusum series. A rough classification of the nonlinear grey system models
includes two categories: single-output and multi-output models, and we present the main extensions in
Table 1.

Table 1 shows that single-output models subsume single-variable and multi-variable models. Single-
variable models share a similar representation. For instance, when ¢ = 0, GRBM(1,1) can reduce to
NBGM(1,1) and, then, if v in NGBM(1,1) equals 2, then GVM(1,1) is obtained. For multi-variable exten-
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Table 1: The coupled equations of continuous-time nonlinear grey system models

Type Model Differential equation Difference equation Ref

single-output GVM(L1)  gy(t) = ay(b) + b (y(1))* x(t) = a (z(t)) + b (2(t))? [24]
GGVM(LY)  fiy(t) = ay(t) +b (y(1)* +c x(t) = a (2(t)) + b (2(t))* + ¢ [46]
GRM(1,1) d%y(t) =ay(t)+0b (y(t))2 +ek—1)T+d x(te) = az(ty) + b (z(k) 24c(k— 1) +d [12]
NGM(1,10)  fy(t) =a(y(t)" +b (k) = a(z(t))" +b [29]
NGBM(L1)  fy(t) = ay(t) +b (y(1))" x(t) = a (2(t)) + b (2(t))” 21
GRBM(LD)  fy(t) = ay()+b(y(1))" +c x(t) = a(2(k)) +b (z(k))* +c [41]
NGBMC(1n) Syi(rp+1t) =ayi(rp+1) + (i biyi(t) + u) (y1(rp+£))* o explicit from [44]

i=2
KRNGM(1,n) %yom(t) = aYour(t) + @ P(yin(t)) +u Yout (tr) = azZouwt (tr) + @' @ (yin(te)) +u [18]
_ 2
multi-output  GLVM(1,2) no explicit form () = mza () +b (@ () + em(t)z (k) [13]

xa(t) = mza(t) + b2 (22(t))* + c2z1 ()22 ()

Vzi(te) = wyi(te) + (1 — w)yi(te—1)

sions, in particular, KRNGM(1,n) uses kernel tricks to introduce other variables. Further ones lead to grey
output models, but to our knowledge, research of multi-output models is sparse and mainly focused on the
grey prey-predator system (GLVM(1,2)) concerning accuracy improvement [38, 19] and stability analysis
[13,32].

Another extension is hybrid models, including the grey time-delayed Verhulst model which employs a
time-delay differential equation [30], the F-NGBM(1,1) model which uses the Fourier series as residual cor-
rection tool [4], and the metabolic nonlinear grey—autoregressive integrated moving average model which
couples NGM(1,1,«4) and ARIMA models [28].

Similar to the research route of grey Verhulst model, a range of studies were implemented to optimize
the aforementioned models, that is, the structural parameter, initial value and background coefficient op-

timization for the single-variable cases [15, 45], the multi-variable cases [9], and the multi-output cases
[14].

3. Unified framework for nonlinear grey system models

In this section, we propose a unified framework for existing nonlinear grey system models. For a d-
dimensional state vector x(t), the observations are sampled at time points {t,fp,--- ,t,} and arranged
into the following matrix:

(x'(t1)]  [x(k) x(t) xg(t1) ]
x' (t) _ x1(t2)  x2(t2) x4(t2)
_thtn)_ | X1 ('tn) X2 (.tn) - xg (.tn)_

Then, the corresponding Cusum operator matrix is defined as

vy (1)) [vilk) va(t) oo yalt)
y' (t2) _ yi(t2) ya(t2) -+ ya(ta)
) L) walt) o valta)]
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where y(t;) = Zle hix(t;) forhy =land by =t — t_1, k > 2.
Nonlinear grey system models utilize first order nonlinear differential equations to describe the evolu-
tion of the Cusum variable. Consider a unified representation

Ty(t) = 0y () + ONN (1) + B, y(t) =y, £ > 1 ®

where y(t) € R? is the Cusum state, N (y(t)) : R? — R? is a p-dimensional nonlinear vector function, 1y
is the unknown initial value, 01, € R*4, NES R*P and B e R? are the unknown structural parameters.

Note that, here, we explicitly indicate that the dynamics (3) have both linear and nonlinear contributions
for the convenience of parameter estimation. Then, the two-step least squares is utilized to estimate the
structural parameters and initial value in succession. In the first step, using the implicit Midpoint method
gives the corresponding discrete-time equation

(tr) +y(te—1)

Ut ylhen) gy (LML) 4 g e @

Yt =y(te1) _ iy~ g, Y

b — fk—1

where e(k) is the model error and 3 (y(t) + y(t_1)) is referred to as background value in the grey system
terminology. By substituting k = 2,3,--- ,# into equation (4) and arranging the resulting n — 1 algebraic
equations into a matrix form, we have

X=0(y)Z+T ©)

where

ylty ) NT (y(tl);y(tz)> 1

or xT(i’2) . . €T(2)
o ot x' (t3) V) NT (s} T (3)
E=|0y|, X= : , O(y) = I
ﬁT thtTl) yT(t11—]):+yT(tn) T y(tni1)+y(tn) . e_r'(n)
——s— N (f) 1

This then allows for the formulation of a regression problem to estimate the structural parameters:

2
min £(8) = |X - 0(y)g||_ (6)
where || - || is the Frobenius norm. Note, problem (6) is a linear least squares problem due to the separable

parameters. Differentiating £(Z) with respect to E yields

2@ = 21 (X -0y [X-0y)a) = 20" (y)E +20" (y)o(y)=

= - 0=
where, setting the derivative to zero gives the least-squares estimates
) T 1aT
&= (e"wew) o wx.

In the second step, by substituting the estimated structural parameters into equation (3) and solving the
resultant differential equations, we have the solution (also termed as time response function) expressed as

[

y(t) = Fyy, =51) @)
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where §(t;) = 5y € R? is unknown initial condition. Note, the closed form solutions of equation (3)
are often not available due to the nonlinearity. We can alternatively calculate the numerical solutions via
numerical simulation scheme such as the Runge-Kutta algorithm [20]. It is obvious that #,, is crucial to the
solution (7), and three popular initial condition selection strategies are as follows:

(1) the fixing first point strategy: #j, is the solution to y(t1) = #1(t1) = F(ipy, &; t1);
(2) the fixing last point strategy: f, is the solution to y(t,) = #(tx) = F(11y, &; tn);

. . . : 2
(3) the residual error correction strategy: 4, = argmin, { " | F(y, Eti) — y ()] 2}.

n—+r

Finally, substituting time points {f;};_; into equation (7) gives the fitting and forecasting values #(t) of

Cusum series and subsequently, by applymg the inverse Cusum operator, the forecasts corresponding to

the original time series are given through

2(t) = {

To conclude, we present a unified representation for nonlinear grey system models and in the following,

7 k: 1,
(t) = G(t—1)) k=2,3,---,r.

‘»—\ <
—~

t1)
g

=

k

we further discuss the backwards compatibility of this unified, including the single-output and multi-

output grey nonlinear models.

Remark 1. Let the dimension of the system be d = 1. The unified model (3) yields multiple families of single-output
nonlinear grey system models with different N (y).

(1) Considering that N(y) consists of polynomial term, the differential equation and the corresponding discrete-

time equation can be written as

d p+1
() =ay(t) + ; b (y(t)' + B

and

p+1
*() _ Yt +y t) Zb ( y(be—1 2+y(fk)) LB ety).

(2) Considering that N(y) consists of power form, the differential equation and the corresponding discrete-time
equation can be written as

Ly(t) = ay(6) + b (y(6)) + B

and

x(ty) = ay(tkfl);‘ y(te) |y (y(tk1)2+ 1/(tk))7 L Btelty).

Remark 1 demonstrates that the unified model subsumes a number of nonlinear grey systems model
families, although we only give two scenarios here. Furthermore, the polynomial and power families cover
all the single-variable models in Table 1. In practice, particularly, the power model takes y as a hyper-
parameter which can be determined by optimization methods, such as particle swarm algorithm [7] and
line search [42].
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Remark 2. Let the dimension of the state vector be d > 2. Similar to the extensions in Remark 1, if N(y) con-

sists of polynomial term [y yP -..], the unified model yields a number of multi-output nonlinear grey mod-
els. Here, higher polynomials are denoted as y™, y's, etc., where y™ denotes the quadratic nonlinearities in y:
i v o v v3 oo il

Among them is the most simple form having the continuous- and corresponding discrete-time equation expressed
as

d
L (t) =i (t) <1111 + E biyi(t x1(tx) = z1(t) (‘111 + .;1 blizi(t))

)

Ly (t) = ya(t) (1121 + Z bay;i(t > x2(tx) = z2(t) (‘121 + % bZiZi(t))
)
2,-

i=1

' d
) = va(®) (an + E bawi0 valte) = 2a(t) (an + £ bam(0)

where z;(t) = 3yi(tk—1) + 3vi(k), i = 1,2,

Remark 2 shows that the unified model can yield the high-dimensional system that are employed to
describe interactions between species and, additionally, if d = 2, then the unified model is actually the
classical grey Lotka-Volterra model [13]. Furthermore, similar to the expansions in Remark 1, the unified

model could deduce some other novel multi-output models.

Remark 3. If there exist forcing terms, then the unified model can be extended to

Sy(0) = 0y(0) + 0NN (1)) + Opu(t) + B, y(11) = 1y ®

where u(t) € R’ is a known input vector which is independent of y(t), 1y is unknown initial value, 0 €
R¥*4, g\ € RY*P, OF € R4 and B e RY are structural parameters.
In light of equation (4), we obtain the corresponding discrete-time equation

*(t) ~ eLy(tk) +y(t—1) L OuN (y(fk) +y(tk1)> L eFu(fk) +u(t_1) + B+ e(k).

2 2 2

Remark 3 gives an extension principle of the unified nonlinear grey system model when introducing
forcing terms to nonlinear grey models. For instance, considering the single-output scenario, if #(t) consists
of other state variables, then we can obtain a number of multi-variable models, including the NGBMC(1,n)
and KRGBM(1,n) in Table 1.

Remarks 1-3 show that the unified model has the capacity to represent classical grey nonlinear models,
including but not limited to the existing single-output, and multi-output models. The extension of the
above parameter estimation procedures to equation (8) is straightforward and tedious. In order to be
focused, we only discuss the model (3) in the following.

4. Reconstruction of nonlinear grey models with an integro-differential equation

In this section, we simplify the unified nonlinear grey model into a reduced-order integro-differential
equation; then, by using the integral matching approach which consists of an integral operator and the

least squares [5], we estimate the structural parameters and initial conditions simultaneously; further, we

Lu Yang et al.: Preprint submitted to Elsevier Page 7 of 24



Unified framework for nonlinear grey model

compare the modelling procedures of nonlinear grey models with those of the integro-differential equation-

based ones.

4.1. Reduced-order integro-differential equation model
Theorem 1. Let

—ny+/ D)dT, t> h )

where 11, € R is a real vector, the aforementioned unified representation (3) is equivalent to an integro-differential
equation expressed as

%x(w = 0px(t) + Onx(t) <’1y + / > x(t) =1nx, t = h (10)

where 11y = 011y + ONN (1) + B
Proof. To begin with the necessity, that is, equation (3) can be reduced to equation (10). Substituting equa-

tion (9) into equation (3) gives

t
x(t) = Opx(t) + ONN (qy —i—/t x(r)dr) +B
1
where, differentiating both sides with respect to t and using the chain rule gives equation (10). Then, by
combining equations (3) and (9), the initial value can be obtained as
d
me = 2y(t)] = 0uy + 0NN () +B.

Conversely, integrating both sides of equation (10) with respect ¢, we have, in light of equation (9),

/tltdx(r) :eL/ x(t )dT+6N/ x(T <qy+/ )

Manipulating the second term at the right-hand side through the method of integration by substitution
yields

t d t t
[ axte) = oo [ ateron [ SN () dy(e) = oo [ a(e)dr o [ dN (y(r))
1 1 1
then, using the Newton-Leibniz formula leads to

x(t) = 0L (y(t) —1y) +On (N(y(t)) — N(1y)) + 11

(11)
= 0uy(t) + 6NN (y(t) + 1x — Oy — ONN (1)

where, particularly, the left-hand side is

x(t) = % (,,y + ~/t;tx(5)ds> = %y(t)

and substituting the initial condition #, = 01, + 6NN (1) + B into equation (11), we obtain the desired
equation (3). O

Theorem 1 shows that for a given nonlinear grey equation (3), we can always find an equivalent
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reduced-order integro-differential equation (10). Conversely, equation (10) can be integrated into the uni-
fied model (3) with the initial value #, satisfying #. = 8.1, + 6NN (1) + B. Note that the constant vector
B provides d degrees of freedom corresponding the initial value #,,. Let us illustrate it with an example.

Example 1. Supposing a single-output nonlinear grey model (the GGVM(1,1) model) is

Lyt) = ay(t) + b Y2, y(t) =gy, >0 12)

then the equivalent reduced-order integro-differential equation is

%x(t) = ax(t) + 2bx(t) (’7}/ + /t.tx(r)d*r> , x(f) =1y, t > 0. (13)

where the initial value satisfy 1, = any + by,>. It is easy to verify that their closed form solutions satisfy equation
(9), that is, the closed form solutions of equations (12) and (13) are

-1 emalt=t) (b 1
y(f) _ 72 +e—u(f—f1) . ( 1 + b):| and X(t) — { (“ ’7)

ny a b _ p—a(t—t) (54_%)}2/

respectively.

a

Specially, if 5, = 11, = 1, the traditional Cusum operator is the left rectangle approximation of equation
(9), which has been proved in the literature [35, 42]. In this sense, the integral operator can be regarded
as a continuous-time generalisation of the Cusum operator. In such a case, for a given integro-differential
equation (10), we can always find an equivalent nonlinear grey system model (3) with initial value y(t;) =

Hx-

4.2. Integral matching for estimating parameters and initial values simultaneously
The reduced-order integro-differential equation concerns the state variable rather than the Cusum state,

making the direct modelling possible. By using a state-space form, the reconstructed model can be ex-

pressed as
Observation equation x(fy) = s(tx) +e(k),k=1,2,---,n (14)
t
State equation %s(t) = Ops(t) + BNs(t)%N <§+/ s(r)d’r> ,s(h)=nt>H (15)
ty

where x(t;) is the observation, e(k) is the measurement noise, s(t) € R? is the state variable, N(-) : R —
IR” is a p-dimensional nonlinear vector function of the integral operator, 8 € R?*? is the unknown param-
eters of linear term, Oy € R9*? is unknown structural parameter of nonlinear term, { € R4 is an unknown
constant parameter, and 5 € R is the unknown initial condition.

It is obvious that equation (15) is nonlinear in {, so that this parameter estimation problem falls in
the general class of nonlinear least square problem (NLS). Recall that Theorem 1 supports the flexibility
selection of {. Therefore, for ease of calculation, we take { = #, leading to a new form

%s(t) —ous(t)+ (-)Ns(t)%N <;7 + /tlt s(T)dT) Cs(t) =1, > b (16)

In what will follow, the integral matching approach (also called the direct integral method), is utilized

to estimate the unknown structural parameters and initial value simultaneously.
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Integrating equation (16) with respect t over the interval [t1, #;], and combining Theorem 1, we have

s(t) = 9L/

by tk

s(T)dt + 0N [N (11+/ S(T)dT) - N(ﬂ):| +7 (17)

where, by using piecewise linear integration formula, the integral term fttlk s(7)dt is approximated as

N —
AMP\N

§(t) =~

1k
his(ti1) + 5 Y his(t;).
i=

=2

Due to the state variable s(t) is not available, we use the noisy observation x(t) instead, then

X(t) ~

N =
M»

1k
i 2hz’x(ti71)+§ghix(ti)- (18)

Correspondingly, the pseudo-nonlinear regression problem becomes
x(t) = OL%(f) + On [N (5 + 2(t)) — N()] + 17+ e(ty) (19)

where e(ty) is the sum of discretization error and measurement noise. Then, we utilize the change of basis
to show how to derive this nonlienar least squares problem to a linear version.

Lemma 1. Suppose that N (-) consists of polynomial terms. Depending on whether there exist interaction terms or
not we get the following alternatives.

1. Ifd=1and N(x) = [x%, 2%, -+, xP“}T, then

Orx(tx) + On [N+ %(ty)) — N(y)] +17 = (6L + 0Lp) X(tr) + (Ong) N(X(tx)) + 17 (20)
where
(D! G’
(pvl“l)qp (P;‘l)qpfl . (53)’70
2. Ifd >2and N(x) = [x%, X1X2, -+ ,X1X4, x%,~ -, xﬁ]T, then
0.%(tc) + 0N [N(n+ %(t)) — N(n)| + 5 = (6.1 + Onp) X(t) + ONN(£(tx)) + 7 (21)
where ¢ = [1,0; 1,0}71 e tpﬂ Tfor
0 -+ 0 27 0
0 --- 0 ) )
bai=|. . =01, d—1
0 -~ 0 0 i1
i columns d—i columns

Due to space limitations, we provide the technical proof in Appendix A. Lemma 1 shows that by manip-
ulating the nonlinear function vector, # can be separated, thereby transferring the nonlinear least squares
to a simple linear one. Lemma 1 holds for most of the nonlinear grey models, although only the case of
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quadratic nonlinearities is presented here. For higher order polynomials and other forms such as trigono-
metric, Lemma 1 provides a reference.

For simplicity of presentation, the transformed parameters at the right-hand side of equations (20) and
(21) are denoted as [d1, 9y #]. Sequentially, applying Lemma 1 to equation (19), we can obtain a pseudo-

linear regression
x(te) = BLE(t) + ONN (%(t)) + 11+ e(tx) (22)

then, similar to the manipulation in Section 2, one has matrix form

X = Q(x)II+E (23)
where

o7 JZI(tz) NI (’i(fz)) 1 ei(fz)

L X' (t3) N (x'(t3 1 e' (13

M= |8y, Qx) = () <()) | E= ()

" : : : :

#(ty) NT(27(ty) 1 e (tn)

Minimizing the least-squares objective function £(IT) = ||X — Q(x)I1||2 gives the simultaneous esti-

mates of structural parameters and initial value:
s T AT
1= (Q (x)Q(x)) Q7 (x)X. (24)

Then, according to equation (20) or (21), we can obtain the estimates [ Oy #] by inversely solving
algebraic equations. Finally, substituting the estimates into the integro-differential equation model (15)

gives the time response function

2(t) = f (7,60, 0n:1)
and then by substituting time points {tk}Zi 1, we can obtain the fitting and forecasting values of the original
time series {£(t;)}}2] directly.
It should be noticed that if N(-) includes a power term, then equations (20) and (21) do not hold any
more. In such a case, an alternative strategy to trade off the model accuracy and computation complexity,
is using x(t1) to replace # when discretizing N (11 + [, :1" S(T)dT) in equation (17), leading to

x(t) = OLE(fr) + ON [N (x(t1) + #(t)) — N(x(t1))] + 1+ e(ty)

and, by performing the linear least squares criterion, it is straightforward to obtained the structural param-

eters and initial value estimates; see [42] for a particular example.

4.3. Comparison between nonlinear grey models and integro-differential equation models

In order to analyse the relationship between nonlinear grey system model and its integro-differential
equation-based reconstruction, we summarise the modelling procedures of both models in Figure 1.

It can be seen in Figure 1 that the integral operator (or its numerical discretization-based Cusum oper-
ator) bridges two models, that is, both use the integral operator (Cusum operator) but in different manner.

In particular:
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Integral matching-based model Nonlinear grey system model
I}C_D_IEEUE __________________________ _i @ Input
|
L. XO={x(thy | X (1) ={x(t)},
@) Cusum operator
discretization r y(h) = x(1)+ Z:;zhix(ti)

(3 Dynamic modelling by a differential equation

By ()= 0y (1) + 0N (y(1)+ B, y(tr) =7

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
: |
i i N |
ci i discretization |
g ( v |
3i @ Parameter estimation |
[T
| Simultaneous structural parameters and initial value estimation i Structural parameters estimation :
| .
i Y(te1) +y(t) Yt ) +y (k) I
| x(00=0, [ x(r)ir + 0[N [y + [ x(r)ar | N : x(t) =0 YA Y0 g N Y Y g 1
: where the integral operator can be approximated as : Initial value selection :
I 2 R i i) :
AN STT ST T T === ====Y N
| @ Time response function {' ®) Time response function | :
e e L D S L L ____C [
I N A A A N A A A A
. R(t)= f(£:00,0n.7) : R(t)=F(t:6.,0n,8,7) :
> |
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~ |
R t), k=1
O |
(G(h)—Y(t-1)) /e, k> 2 I
(©output i @ Output :
| A a | S IS
| X(t)={x(t) 1 i X(t)={x(t) |

Figure 1: Modelling procedure comparison between nonlinear grey models and integro-differential equa-

tion

1)

)

®3)

4)

models.

The Cusum operator is the piecewise left-constant quadrature formula of the integral operator. Be-
sides, the existing variations of Cusum operators, such as the fractional cumulative sum operator [40]
and new information priority accumulation [39], can be regarded as different numerical discretization
forms of the integral operator.

The integro-differential equation can be converted to the nonlinear grey model via a simple integral
manipulation, indicating that the nature of the nonlinear grey model is an integro-differential equa-
tion model.

Itis clear that the modelling process of nonlinear grey models can be viewed as the reordered version
of the integral matching-based integro-differential equation models. However, the nonlinear grey
modelling requires the inverse cumulative sum step, likely compromising the modelling accuracy.
By applying the integral matching approach to integro-differential equation models, the structural
parameters and initial value are obtained simultaneously, whereas the nonlinear grey models need
an extra initial value selection strategy (see details in section 2).
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5. Simulations

In this section we conduct large-scale Monte Carlo experiments to evaluate the finite sample perfor-
mance of the nonlinear grey system model and it reconstructed one.

Considering the reduced integro-differential equation of the nonlinear grey Verhulst model withd =1,
the time series are generated from the state space equation:

t
State euqation %x(t) = ax(t) + bx(t) (11 —I—/ x(T)dT) ,x(t))=1n,t >0
fy
Observation equation x(t;) = s(t;) +e(k), e(k) ~ N(0,0?)

where the structural parameters are 4 = 1.2, b = —1 and the initial value is # = 0.4. According to Theorem

1, it is easy to show the corresponding grey Verhulst model is

Ty(t) = ay() + 2 (41, y(t) =7, >0
5.1. Experimental fashions and performance criterion
Since the finite sample performance is affected by the amount of data and measurement noise, they are
set to different values. On the one hand, by varying the data scale, we sample data at every time interval
of I in the range of t € [0, T], thereby generating n = [%} + 1 samples. On the other hand, we set different
magnitudes of Gaussian noise which are controlled by the noise level:

2

var(Noise) % 100% = —0— % 100%, i =1,2,--- ,d. (25)

Noise Level (%) = var(Signal) var[s]

Specifically, we consider 2 experimental set-ups. Let T = 4. In the first set-up, we set the noise level to
10% but change the time interval & = [0.40, 0.20, 0.08, 0.04], thereby generating n = [11, 21, 51, 101]
samples. In the second set-up, we fix the data scale n = 501 (h = 0.01) but change the noise level
[10%, 15%, 20%, 25%]. In each case 500 Monte Carlo realizations are repeated.

For ease of comparison, the parameter and initial value estimation performance are depicted by the
violin plot synergistically combining the boxplots and the density trace, where the boxplots shows centre,
spread, asymmetry and outliers, and the density trace shows the distributional characteristics of batches of
data [11]. In addition, the fitting performance is measured by the mean absolute percentage error criteria

RMSE|x] n—12 2(te) — x(t))%

In the following, the universal modelling framework of the nonlinear grey system is abbreviated as
nonlinear grey modelling, and the reconstructed modelling process is abbreviated as integral matching.
Note, the fixed point strategy is employed to select initial conditions for solving the original nonlinear grey
model.

5.2. Performance evaluation under varying data scales

The estimation of structural parameters and initial values, as well as the fitting errors obtained from
integral matching and nonlinear grey modelling are summarised in Figure 2.

Overall, based on the results, we can see that integral matching outperforms nonlinear grey modelling,
including parameter estimation accuracy and fitting accuracy. In terms of parameter estimation, with the
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Figure 2: Violin plots of estimated structural parameters, initial value and boxplot of fitting error. The true
parameters are a = 1.2, b = —1 and = 0.4, and the nonlinear grey modelling uses x (1) as initial value.

increasing of sample size, the estimates of both approaches go to the true a = 1.2, b = —1.0, suggesting the
asymptotic property of integral matching and nonlinear grey modelling. Apparently, @ and b of integral
matching tend to have symmetric violin plots, both centring around the true values 1.2 and —1.0 in all
cases, indicating the likely unbiased estimation of integral matching; whereas the nonlinear grey modelling
generates biased estimators even in the case of large data size (n = 101) combination. Meanwhile, when
encountered samples are small sized, n = 11, the variance (measured by the violin shape) of nonlinear
grey modelling is smaller than that of integral matching, suggesting the robustness of the former is slightly
better than that of the later. As n grows, the variance of both methods decreases, but the decrease of
nonlinear grey modelling has a smaller rate than integral matching. As for initial value estimation, the
estimates approaches the true value 7 = 0.4 as the increase of data scale, validating the efficiency of the
proposed estimation method. From the perspective of fitting performance, as the data size increases, the
fitting performance of both models ameliorates. Meanwhile, integral matching has lower RMSEs and less

outliers in all cases, indicating higher fitting accuracy than nonlinear grey modelling.

5.3. Performance evaluation under varying noise levels

The above results demonstrate that the large data scale performs best, thus to probe the effect of noise
level, we carry on the experiment in the case of n = 101. Figure 3 summarizes the distributions of estimated
structural parameters, initial values and fitting errors of integral matching versus nonlinear grey modelling.

As a whole, both integral matching and nonlinear grey modelling perform satisfactory robustness to
noise in all noise magnitudes, although the noise impacts the parameter estimation and fitting accuracy.
To be specific, from the perspective of parameter estimation accuracy, there only exist slight changes of
the medians for both method with the increase of noise level, whereas the distribution of the estimates
becomes scattered, indicating the high noise level leads to more outliers. Meanwhile, the two modelling
methods depict similar shapes of violin plots, indicating comparable performance of robustness to noise
without a substantial difference. Similarly, as for initial value distribution, the increasing noise magnitude
brings tiny effect on the median of violin plots for integral matching, while the variance increase obviously.
In addition, in the case of large noise level (25%), integral matching still remain higher fitting accuracy,
suggesting the efficiency of this kind of modelling method. However, nonlinear grey have some large
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Figure 3: Violin plots of estimated structural parameters, initial value and boxplot of fitting error. The true
parameters are a = 1.2, b = —1 and 7 = 0.4, and nonlinear grey modelling uses x(t;) as initial value.

outliers for the high noise magnitude.

5.4. Short discussion

In the single-output scenario, integral matching and nonlinear grey modelling shows several similar
results, mainly reflecting in robustness to noise and parameter estimation accuracy for large data size. This
is, however, not a general conclusion. In the high-dimensional systems, nonlinear grey modelling performs
distinctly worse than integral matching, in terms of parameter estimation accuracy, robustness to noise and
fitting accuracy. Take an multi-output system (d = 2) as an example, we summarize the modelling results
in Appendix B. Particularly, we find that using the first point of the noisy data for solving the original
nonlinear grey model leads to blow-up solutions, the reason of which is the loss of accuracy of the nu-
merical method [1], and thus it cannot deal with measurement noise. For illustrating experimental results
intuitively, we use the true values of the initial condition instead to solve the 2-dimensional nonlinear grey

model.

6. Real-world application

Water is vital for human health, industry, agriculture and energy production. Yet with the rapid expan-
sion of urbanization and growth of population, the overall demand for water and the quantity of wastewa-
ter produced are both continuously increasing worldwide, which brings formidable threats to the world’s
water systems [25]. The Yangtze River Delta (YRD) in China, consisting of Shanghai, Jiangsu, Zhejiang,
and Anhui Provinces, is one of the key regions for water shortage and pollution due to dense population,
fast economic development and high urbanization. Figure 4 shows that the municipal sewage discharge
and the total amount water use of the YRD are higher than other regions.

Over the past decades, urban sewage has begun to be comprehensively utilized as a potential water
resource, which may alleviate the pressure of the ecological environment and speed the development of
the regional economy [33]. Wastewater recovery becomes an efficient measure for water-saving economic
patterns. A scientific prediction of municipal sewage is the basis of urban drainage system design, op-
eration and management. Therefore, in this paper, by using the proposed reconstructed nonlinear grey
models, we predict the municipal sewage and the total amount of water use to probe the water resources
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development of the YRD. The data in the period from 2004 to 2018 is collected from China Statistic Yearbook

on Environment.
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(b) Total Amount of Water Use
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Figure 4: Municipal sewage discharge and total amount of water use of provinces (cities and districts) in
2018.

6.1. Results of integro-differential equation models

In order to evaluate the performance of the proposed models, we divide the time series into two parts:
2004-2014 data used to train the models and 2015-2018 data used for assessing the prediction performance.
Then, we proceed three-step ahead forecasting for the municipal sewage discharge and water consumption
from 2019-2021 to analyse the post-2018 behaviour and support our suggestions.

The models (i)-(iii) in Tables 2 and 3 are three reconstructed integro-differential equation models, almost
covering the existing single-output nonlinear grey models (shown as Table 1). And the three models are
correspondingly referred to as IGVM, INGM, and INGBM, respectively. INGM and INGBM model have an
unknown power term 7, in the following, we utilize line search [21] to select an appropriate one. Assuming
¥ € [a,b] on the basis of prior knowledge, there exists N = b%“ + 1 possible choice for 7y, where A is
the search step length and, here, seta = 0, b = 2 and A = 0.01. For each possibility, we perform the
parameter estimation procedures for the real data and choose the best one (measured by forecasting error).
Meanwhile, we use the alternative parameter estimation method for power model families mentioned in
subsection 4.2 to address the INGM and INGBM models.

The results obtained from the aforementioned methods are summarized in Tables 2 and 3. From Table 2,
we can see that the three integro-differential equation models have similar performance for fitting the mu-
nicipal sewage discharge data with 2.57%, 2.58% and 2.62% MAPEj,,i,s, respectively. While the forecasting
errors of INGM and INGBM are 0.56% and 0.87%, which is lower than the IGVM (MAPEest=2.63%), in-
dicating that models INGM and INGBM are superior to IGVM model. Besides, Table 3 shows that for the
total amount of water use scenario, similarly, there are only small differences in the fitting error among the
models (i)-(iii). IGVM has the smallest MAPE, i, for 0.75%, whereas the testing error is the largest one
(4.03%) among nonlinear grey models. Apparently, the INGBM shows better forecasting performance than
the IGVM and INGM models with MAPE;,,;, as low as 1.29%.

To sum up, INGBM performances best for both cases among models (i)-(iii). Therefore, it is probably
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the best one to use in this application. In what will follow, we detail the modelling procedures of INGBM
model.
Fitting this model on the time series gives the estimated parameters are 2 = 0.014, b = 0.014, v = 1and
1 = 77.33. The corresponding expression of the INGBM model is %x(t) = 0.028x(t) with x(t1) = 77.33.
Similarly, for the case of total amount of water use, the estimates are 2 = —0.06, b = 2.89, v =
0.63, 7 = 1001.65, and model expression is %x(t) = —0.06x(t) + 2.89x(t) (1001.65+ ffl x(t))_o'37 with
x(t1) = 1001.65.

Table 2: Training and testing results for municipal sewage discharge obztained from reconstructed nonlin-
ear grey models and comparison methods.

Year Tru8e Ve;lues IGVM! INGM INGBM! ARIMAY SVRY NNARY

(10" m) Values APE  Values APE  Values APE  Values APE Values APE Values APE
2004  83.00 78.85 5.00 77.92 6.12 77.33 6.84 - - - - - -
2005 85.58 80.46 5.98 79.83 6.72 79.54 7.06 84.93 0.76 - - - -
2006 77.89 82.22 5.56 81.90 5.14 81.81 5.03 87.50 12.34 90.26 15.89 87.28 12.06
2007  80.45 84.13 4.59 84.09 4.53 84.15 4.60 79.81 0.79 80.22 0.28 80.86 0.51
2008  87.27 86.23 1.19 86.40 0.99 86.55 0.82 82.37 5.61 87.05 0.24 82.07 5.96
2009 88.11 88.51 0.45 88.83 0.82 89.03 1.04 89.19 1.22 88.40 0.32 88.42 0.35
2010 92.53 90.99 1.66 91.38 1.25 91.57 1.04 90.04 2.70 92.35 0.20 90.09 2.64
2011 95.08 93.70 1.44 94.04 1.09 94.19 0.93 94.46 0.65 94.30 0.82 94.10 1.03
2012 97.88 96.65 1.25 96.81 1.09 96.88 1.02 97.00 0.89 97.33 0.55 96.93 0.96
2013 99.82 99.87 0.05 99.71 0.11 99.65 0.17 99.80 0.02 99.60 0.22 99.74 0.08
2014 102.24 103.38 1.11 102.72 0.47 102.50 0.25 101.74 0.49 101.62 0.60 101.83 0.40
MAPE;ain (%) 2.57 2.58 2.62 2.55 212 2.67
2015 106.27 107.21 0.88 105.86 0.39 105.43 0.80 104.17 1.98 103.731 2.39 104.23 1.92
2016 110.02 111.40 1.25 109.13 0.81 108.44 1.44 106.09 3.57 105.41 4.19 106.31 3.37
2017  111.40 115.98 411 112.53 1.01 111.54 0.12 108.01 3.04 107.06 3.90 108.41 2.69
2018 116.05 121.00 4.27 116.07 0.02 114.73 1.14 109.94 5.26 108.76 6.28 110.54 4.75
MAPEest (%) 2.63 0.56 0.87 347 4.79 3.60

Note that the model structures are (i) %x(t) = ax(t) + bx(t)y(t); (ii) %x(t) = bx(t)y""1(t); (iii) %x(t) = ax(t) + bx()y "1 (t);
(iv) the model order is arima(0,1,0); (v) the embedding dimension is 2 and the kernel type is polynomial; (vi) the model type is
feed-forward neural network with 2 lagged inputs, 3 neurons in the only hidden layer.

Table 3: Training and testing results for total amount of water use obtained reconstructed nonlinear grey
models and comparison methods.

Year Truge V:Silues IGVM! INGM* INGBM! ARIMAWY SVRY NNARY

(107 m?) Values APE  Values APE  Values APE  Values APE  Values APE  Values APE
2004  1061.25 1038.08  2.18 1040.04  2.00 1001.65 5.62 - - - - - -
2005  1058.94 107136 117 108230 221 1064.60 0.53 1073.66 117 - - - -
2006 1115.09 1101.01 1.26 1107.61 0.67 1106.32 0.79 1012.89 4.35 1114.31 0.07 1079.13 3.23
2007 1121.56 1126.53 0.44 1125.75 0.37 1135.37 1.23 1118.72 0.33 1134.27 1.13 1107.78 1.23
2008 1161.07 1147.49 117 1139.90 1.82 1155.52 0.48 1092.15 2.62 1145.29 1.36 1135.32 222
2009  1164.05 1163.51  0.05 1151.51 1.08 1168.91 0.42 1168.19 0.61 1157.22  0.59 1158.96 0.44
2010 1174.64 1174.31 0.03 1161.36 1.13 1176.93 0.20 1163.56 0.04 1178.68 0.34 1177.50 0.24
2011 1173.80 1179.69 0.50 1169.92 0.33 1180.56 0.58 1185.58 0.93 1178.47 0.40 1184.38 0.90
2012 1155.60 1179.54 2.07 1177.47 1.89 1180.54 2.16 1202.10 241 1190.61 3.03 1188.48 2.85
2013 1194.20 1173.88 1.70 1184.25 0.83 1177.45 1.40 1127.10 247 1204.65 0.88 1192.83 0.11
2014  1162.20 1162.79  0.05 1190.38 243 1171.73 0.82 1236.30 3.52 1180.00  1.53 1191.07 2.48
MAPEain (%) 0.75 1.24 091 1.62 1.04 152
2015 1153.10 1146.50 0.57 1195.99 3.72 1163.79 0.93 1172.30 0.87 1239.50 7.49 1237.28 7.30
2016 1154.00 1125.29 249 1201.16 4.09 1153.93 0.01 1182.39 2.54 1238.74 7.34 1216.65 543
2017 1165.90 1099.54 5.69 1205.94 343 1142.42 2.01 1192.49 3.34 1241.89 6.52 1259.58 8.03
2018  1155.00 1069.69  7.39 121040  4.80 1129.51 2.21 1202.58 3.15 1239.07 7.28 1251.82 8.38
MAPE;est (%) 4.03 4.01 1.29 2.47 7.05 7.29

Note that all the models in this table share same structures with those in Table 2.
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Figure 5: Training and testing results for the YRD yearly municipal sewage discharge of and total amount
of water use.

6.2. Comparison with other methods

In addition, the reconstructed nonlinear grey models are compared with time series analysis methods,
including autoregressive integrated moving average (ARIMA), support vector regression (SVR), and neural
network autoregression (NNAR). SVR and NNAR models are implemented by svm and neural_network
functions in sklearn package [22], and AIRMA by the arima_model function in statsmodels package [23] in
Python software.

Tables 2-3 and Figure 5 depict the comparison between integro-differential equation models and afore-
mentioned methods. The results show that, for both cases, the three comparison methods has satisfactory
performance on fitting data with 2.55%, 2.12% and 2.63% MAPEq,,j,s in the first case (1.62%, 1.04% and
0.77% MAPEg,i,s in the second case), which is almost the same as the proposed nonlinear grey models.
But their MAPE;sts vary a lot. Obviously, in the first case, SVR has the best performance in fitting data
with MAPE;,4i,=2.12%, whereas performs poorly in forecasting with MAPEes:=4.79%. In the case of water
consumption, the MAPE;,,;, and MAPE;st of SVR are 1.04% and 7.05% respectively, indicating high fit-
ting accuracy and worse forecasting accuracy. With regard to NNAR, this result occurs again, which may
be over-fitting due to the small data scale. ARIMA considers the autocorrelation, thereby having satisfac-
tory fitting and forecasting performance, although not the optimal one. Overall, the INGBM model can be
considered as the most appropriate one in the water resources of the YRD cases.

6.3. Short discussion

By employing the INGBM model, we calculate three-step ahead forecasting results of municipal sewage
discharge and water consumption as {118.01, 121.38, 124.85} and {1115.4, 1100.2, 1084.2}, respectively. The
results show that the total amount of water use in the YRD is expected to decline in the next few years,
which is in accordance with the national water control policy. However, with the development of indus-
trialization, the municipal sewage discharge will continue to grow from 2019-2021. Therefore, the govern-
ment should constantly enhance the municipal sewage treatment capacity from these aspects: (i) expand
the scale of sewage treatment plants to relieve the pressure of sewage treatment system, and improve
the standard of sewage treatment and reuse; (ii) constantly update the sewage treatment equipment and
sewage treatment technology to increase the efficiency of sewage treatment; (iii) further improve the su-
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pervision and management, pay attention to improve the management ability and strengthen the real-time
supervision ability.

7. Conclusions

In this paper, we revisit nonlinear grey system models with an integro-differential equation, including
unification, reconstruction, and application. We propose a unified nonlinear grey system model, which
covers but not limited to the existing single-variable, multi-variable variable and multi-output models,
making it easier for researchers to perform property analysis. It has shown that the unified framework can
be reconstructed to an equivalent integro-differential equation, and an integral operator bridges the two
models. It has shown that the structural parameters and initial values can be estimated simultaneously by
the integral matching approach. The unified framework and a reduced-order integro-differential equation-
based model both concern the dynamic modelling, where the former model the Cusum series implicit,
whereas the later provide a direct modelling paradigm. The large-scale simulations demonstrate that the
reconstructed model is superior to the original ones, from estimation accuracy to robustness to noise. In
the practical application, data sets of the municipal sewage discharge and the total amount of water use of
the YRD serve to validate the reconstructed models in forecasting for real data.

The present work opens up a new way for the development of nonlinear grey system models, and
there are several interesting directions expanding this work: The unified representation (3) is used on the
assumption with model structural is known in advance. Determination of model structural from time series
in the presence of measurement error is an interesting topic in the future. The modelling mechanism of
nonlinear grey models has been invaginated from the perspective of mathematics, however, the superiority
of which needs to be further probe in physical analysis and practical applications.

Appendix
A. Proof for Lemma 1

Proof. Our first destination is to show the case of d = 1. Denoting the parameter vector as [ | 61, | On | =
[71a|by - by], the left-hand side of equation (20) can be expressed as a algebraic form

p+1
7+ ax(t) + 3 bu [(7 +2(8))" — "] (26)
m=1
then, according to the binomial theorem, the polynomial term can be expanded into
"/ ) )
-+ 560)" = 1 (7§ )it
i=1
and thus the problem (26) can be manipulated to

2 2\ , P rp 41 1 ,
n+ax(t) +b Y <i);7 TRt) by Y < . )777"+ “IE ()
i=1

i—1 !
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which can be represented as a matrix form

1, 0 0 e o 171 1
0 1 ! 0 0 (¢

T i R A Uk

[aby - p,) | 00 ' @ %(t)?
o : |
T ; |
01 ({1 (P32 i’ | Lx()"
Dt G
Denoting ¢ = : ,and @ = : gives the equation (20).
"7y C3hmt2 - (T
Second, when d > 2, since N(-) consists of quadratic nonlinearities, it follows that p = w and, each

component of N(-) shares a same form
(i +x1) (n; + %)) — iy = mixj + % + %%, 1,j = 1,2, d.

Accordingly, the second term at the right-hand side in equation (19) is transformed into

N(y+x(t)) — N(n) = px(t) + N (x(t)) (27)
wherep =[] 9] ; - ] T for
0 - 0 2in 0
ai = 0 0 ’71‘:+2 Ni+1 im0 d1
d . 0 ’7.d 0 | Ni+1
i columns d—i columns
Substituting equation (27) into problem (19) gives equation (21). O

B. Modelling results for a multi-output model

This simulation example is designed to further evaluate the proposed method under a high-dimensional
setting. We adopt the reduced nonlinear grey Lotka-Volterra model:

%xl =ayx1 — by |x1 ()2 + ft: xo(T)dT) 4+ 30 (171 + fti x1(T)dt x(h) =m
%xz =apxy — by |x1 (12 + fttl xp(T)dT) +x0 (11 + fttl x1(T)dt " x(t) =12
Correspondingly, nonlinear grey Lotka-Volterra model is given by
Ly = ay; — biyays yi(t) =m
Lyy = axyn — bayay ya(t) =12
Here, we set the structural parameters to a; = 1.2, by = 0.3, a; = —1.0 and b, = —0.4, the initial value

toy; =5.0and 1 = %
Experiments are conducted in the following fashion. Initially, let T = 5 and & = 0.01, a number of

n = 501 samples are generated, following that the noise level [4%, 8%, 12%, 16%)] are considered. In
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turn, later, we conduct the experiment with a fixed noise magnitude 4% and varying sample size n =

[21, 51, 101, 501]. Simulation results are summarised Figures 6 and 7.

n | I T
[0 integral matching 0425 | | 45 8
[ nonlinear grey modelling L =~ 8
1.6 0.400f } 56 } i 418
=3 S
\ 0375} [ - T
\ .3 | = 5.4F | R=] .
~ - \ = 5 3
© 1.4 \ Q I N |5 | S I
ua ua 0.350 o) = |
@ \J 0 | § 52r | | g 251
2 ‘ Loz | | & | I ! . . o |
£12 / < 4| g ] | E / IR o S
&l / o 8
| = S 50l \/ 3 ? i T ¢
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Figure 6: Violin plots of estimated structural parameters, initial value and boxplot of fitting error. The true
parameters and initial value are a1 = 1.2, by = 0.3, ap = —1, bp = —04and 1 = 5, 172 = 2/3. Note,
nonlinear grey modelling uses the true values of the initial condition 77; = 5 and #, = 2/3 for solving the
time response function.
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Figure 7: Violin plots of estimated structural parameters, initial value and boxplot of fitting error. The true
parameters and initial value are a; = 1.2, by = 0.3, ap = —1, bp = —04, and 1 = 5, yp = 2/3. Note,
nonlinear grey modelling uses the true values of the initial condition 77; = 5 and #, = 2/3 for solving the
time response function.
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