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The formation and dynamics of full vortex gap solitons (FVGSs) is investigated in two-component
Bose-Einstein condensates with spin-orbit coupling (SOC), Zeeman splitting (ZS), and competing
cubic and quintic nonlinear terms, while the usual kinetic energy is neglected, assuming that it
is much smaller than the SOC and ZS terms. Unlike previous SOC system with the cubic-only
attractive nonlinearity, in which solely semi-vortices may be stable, with the vorticity carried by
a single component, the present system supports stable FVGS states, with the vorticity present in
both components (such states are called here “full vortex solitons”, to stress the difference from
the half-vortices). They populate the bandgap in the system’s linear spectrum. In the case of
the cubic self-attraction and quintic repulsion, stable FVGSs with a positive effective mass exist
near the top of the bandgap. On the contrary, the system with cubic self-repulsion and quintic
attraction produces stable FVGSs with a negative mass near the bottom of the bandgap. Mobility
and collisions of FVGSs with different topological charges are investigated too.
Key words: Full vortex gap solitons, cubic-quintic nonlinearity, soliton dynamics

I. INTRODUCTION

Since the Bose-Einstein condensates (BECs) have been created in ultracold gases of alkali metals [1–3], they have
become a universal platform to study many phenomena in superfluids, such as vortices [4, 5], solitons [6, 7] and many
other dynamical effects [8–10]. In their straightforward form, one-dimensional (1D) solitons stably exist in BECs
without external traps, while two- and three-dimensional (2D and 3D) solitons are made unstable by the presence of
the collapse, driven by the cubic self-attraction [11–15].
A significant direction in the work with atomic BEC is their use for emulation of various phenomena which are

known in a much more complex form in condensed-matter physics [16, 17]. In particular, synthetic spin-orbit coupling
(SOC), which simulates this fundamental effect well known in physics of semiconductors [18, 19], has been realized
in two-component BEC by using counterpropagating Raman laser beams to engineer the necessary coupling between
the two atomic states in the binary condensate [20–22]. SOC is a source of many remarkable findings in BECs,
including various extended patterns, vortices, and solitons [23–33]. A noteworthy fact is that SOC affects ground-
state properties and enhances stability of the system, suppressing the critical collapse in the two-dimensional BEC
with the self- and cross-attractive cubic nonlinearity, thus making it possible to predict absolutely stable 2D solitons
[34, 35]. In 3D, full suppression of the respective supercritical collapse is not possible, but SOC was predicted to
maintain metastable 3D solitons [36]. The 2D and 3D solitons created by SOC may be semi-vortices (SVs), built
of zero-vorticity and vortical components, or mixed modes (MMs), which combine zero-vorticity and vortex terms in
both components [34–37]. In the context of binary dipolar BECs, SOC may support stable anisotropic 2D composite
solitons [38].
Under the action of strong Zeeman splitting (ZS) added to the SOC system, the MM states are transformed into

stable SV gap solitons [39]. The same effect stabilizes 2D solitons, supported by long-range dipole-dipole interactions
between atoms carrying permanent magnetic moments, close to the edge of the ZS-induced bandgap [40]. However,
the dominant component of the 2D composite gap solitons, reported in Refs. [40] and [39], is a fundamental mode
without any phase structure. The creation of stable full-vortex gap solitons (FVGSs) in the SOC-affected BEC system,
which, unlike the SVs, would carry vorticity in both components, remains a challenging problem. In fact, such solitons
were considered, in the form of “excited states” of SVs and MMs, in the system which did not include the ZS terms
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[34]. However, they all were found to be completely unstable states.
To construct stable FVGSs in this work, we use competing cubic and quintic nonlinearities. This approach is

suggested by the prediction of robust 2D [41–44] and 3D [45] vortex states in quantum droplets, which are stabilized
by the Lee-Huang-Yang effect, i.e., additional quartic self-repulsive nonlinearity, induced by quantum fluctuations
around mean-field states. The stability is provided by the competition of the quartic self-repulsion with the cubic
mean-field attraction between components in the binary BEC [46–49]. A similar possibility is to consider higher-order
nonlinearities of the mean-field origin in BEC [50]. In that connection, it is relevant to mention that, in addition to
the common two-body (cubic) interaction, the three-body (quintic) term can be adjusted by means of the Feshbach
resonance [51–53]. In previous studies, it was demonstrated that competing cubic self-attraction and quintic repulsion
could provide the stability of vortex solitons in BECs (in the absence of SOC) [54–58].
In this work, we consider a possibility to use the interplay of the competing nonlinearities, SOC, and ZS to support

stable FVGSs in the two-component BEC system. We produce the density distribution and phase structure for
families of stationary vortex solitons with different topological charges, and identify their stability. Their mobility
and collisions are addressed too.
The paper is organized as follows. In Section 2, we introduce the model and FVGS states in it. In Section 3, we

study the dynamics, mobility and collisions of the FVGSs by means of systematic simulations. The paper is concluded
by Section 4.

II. THE MODEL AND STATIONARY SOLUTIONS

A. The coupled Gross-Pitaevskii equations

We consider the binary BEC which, in the mean-field approximation, is modelled by the system of 2D Gross-
Pitaevskii equations (GPEs) for wave functions ψ̃±(x̃, ỹ) of two components of the condensate. The equations include

the Rashba-type SOC [35, 59] with strength λ, ZS with chemical-potential difference 2Ω̃ (both λ and Ω̃ are defined to
be positive), and a combination of cubic and quintic terms, which represents two-body and three-body interactions,
respectively [58, 60–64]:

i~
∂

∂t̃
ψ̃± = − ~

2

2m
∇2

±ψ̃ ± λ

(

∂

∂x̃
∓ i

∂

∂ỹ

)

ψ̃∓ ∓ Ω̃ψ̃± + g1(|ψ̃±|2 + |ψ̃∓|2)ψ̃± + g2(|ψ̃±|2 + |ψ̃∓|2)2±ψ̃ (1)

(the tilde designates variables and coefficients which are replaced below by their scaled counterparts). The strength
of the two-body interaction,

g1 = 2
√
2π~2a/ (a⊥m) , (2)

is proportional to the s-wave scattering length a (a > 0 and a < 0 represent the repulsive and attractive interactions,
respectively), and inversely proportional to size a⊥ of the confinement in the transverse direction [65]. The ZS effect
can be induced by an artificial magnetic field in BECs, which breaks the symmetry between the two components of
the binary wave function and produces a bandgap in the energy spectrum of the system [20, 66, 67].
The nonlinearity in Eq. (1) is written in the Manakov’s form [68], i.e., with equal coefficients of the self- and cross-

interactions, which is a relevant approximation for mixtures of two different atomic states [69, 70]. The magnitude
and sign of a can be adjusted to necessary values in Eq. (2) by means of the Feshbach resonance [71]. Further, the
strength of the quintic nonlinearity is

g2 =
4
√
3~2a4

ma2⊥

[

d1 + d2 tan

(

s0 ln
|a|
|a0|

+
1

2

)]

, (3)

where a0 is the value of a at which a three-body bound state appears, d1,2 and s0 being coefficients given in Refs.
[60, 64]. It is known that g2 can be tuned to arbitrary positive or negative value. In this work, we focus on the
competition between the cubic and quintic nonlinearities with opposite signs, which implies g1g2 < 0. As mentioned
above, the s-wave scattering length a in Eq. (2) can be tuned to a desired value by means of the Feshbach-resonance
technique, therefore the value of g1 is also adjustable.
Following Refs. [38] and [39], we focus on the situation when the SOC energy is much larger than the kinetic energy,

which implies the consideration of configurations with sufficiently large characteristic length scales, l ≫ ~
2/ (mλ). In

this case, terms ∼ ∇2ψ± in Eq. (1) may be neglected. By means of scaling,

ψ̃± =
√

|g1/g2|ψ±, (x̃, ỹ) =
(

λ |g2| /g21
)

(x, y) , t̃ =
(

~ |g2| /g21
)

t, Ω̃ =
(

g21/ |g2|
)

Ω, (4)
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the so simplified GPE system is cast in the following form, in which the nonlinearity and SOC coefficients are set to
be 1:

i
∂

∂t
ψ+ =

(

∂

∂x
− i

∂

∂y

)

ψ− − Ωψ+ − (|ψ+|2 + |ψ−|2)ψ+ +
(

|ψ+|2 + |ψ−|2
)2
ψ+,

i
∂

∂t
ψ− = −

(

∂

∂x
+ i

∂

∂y

)

ψ+ +Ωψ− − (|ψ−|2 + |ψ+|2)ψ− +
(

|ψ−|2 + |ψ+|2
)2
ψ−, (5)

in the case of the competition between cubic attraction and quintic repulsion, or

i
∂

∂t
ψ+ =

(

∂

∂x
− i

∂

∂y

)

ψ− − Ωψ+ + (|ψ+|2 + |ψ−|2)ψ+ − (|ψ+|2 + |ψ−|2)2ψ+,

i
∂

∂t
ψ− = −

(

∂

∂x
+ i

∂

∂y

)

ψ+ +Ωψ− + (|ψ−|2 + |ψ+|2)ψ− − (|ψ+|2 + |ψ−|2)2ψ−, (6)

in the opposite case of the cubic repulsion and quintic attraction. The remaining ZS parameter Ω may be also fixed
by rescaling, but we keep it in the equations, as it is relevant to display some results for a fixed norm of the solution,
while varying Ω.
Actually, Eqs. (5) and (6) can be transformed into each other by simple substitution

ψ± → ψ∗
∓, (7)

where ∗ stands for the complex conjugate; however, this transformation does not apply to the full system of Eqs. (1).
The linearization of Eqs. (5) and (6) is carried out by substituting

ψ± = ϕ± exp (−iωt+ ipx+ iqy) (8)

with constant amplitudes ϕ±, which leads to the dispersion relation between the frequency ω and wave numbers p
and q [38]

ω2 = Ω2 + (p2 + q2), (9)

which is plotted in Fig. 1. Obviously, Eq. (9) with Ω 6= 0 gives rise to the bandgap of width 2Ω, which may be
populated by gap solitons.

FIG. 1: (Color online) Dispersion relation given by Eq. (9) with Ω = 10.

B. Stationary gap solitons existing at bottom and top edges of the bandgap.

Soliton solutions of Eqs. (5) and (6) with chemical potential µ are looked for as

ψ± = e−iµtφ±(x, y), (10)



4

where φ± are stationary wave functions. At the bottom and top edges of the bandgap, the chemical potential of the
soliton is defined as

µ =

{

Ω−∆µ, top of the bandgap,

−Ω+∆µ, bottom of the bandgap,
(11)

with

0 < ∆µ << Ω. (12)

The total norm of the two-component wave function, defined by

N = N+ +N− ≡
∫ ∫

[

|ψ+(x, y)|2 + |ψ−(x, y)|2
]

dxdy, (13)

is a dynamical invariant of the system. The value of the norm is a natural characteristic of the solitons.
Below, we analyze the existence of the gap solitons in the edge regions which are defined as per Eq. (11). The

analysis is presented here for Eq. (6), as, near the bottom and top edges of the bandgap Eq. (11), the transformation
provided by Eq. (7) automatically produces solutions for the stationary wave functions φ±, defined as per Eq. (10)
and Eq. (5):

φ
(top(stable);bottom(unstable))
∓ {Eq. (5)} =

[

φ
(bottom(stable);top(unstable))
± {Eq. (6)}

]∗

. (14)

The Lagrangian of Eq. (6) is

L =

∫ ∫

(

i

2

∑

+,−

ψ∗
±

∂ψ±

∂t
+ c.c.

)

dxdy −H, (15)

where c.c. stands for the complex-conjugate expression, and the Hamiltonian (another dynamical invariant of the
system) is

H =

∫ ∫
{[

1

2

(

ψ∗
+

∂ψ−

∂x
− iψ∗

+

∂ψ−

∂y

)

+ c.c.

]

+Ω
(

|ψ−|2 − |ψ+|2
)

+
1

2

(

|ψ+|2 + |ψ−|2
)2

− 1

3

(

|ψ+|2 + |ψ−|2
)3
}

dxdy. (16)

The application of the Noether’s theorem [72] to Eq. (15) produces the conserved momentum in the same form as in
Schrödinger equations, namely,

P = i

∫ ∫

[∇(ψ∗
+)ψ+ +∇(ψ∗

−)ψ−]dxdy. (17)

On the other hand, the angular momentum, which may be conveniently written in terms of polar coordinates (r, θ)
as

Λ = i

∫ ∞

0

rdr

∫ 2π

0

dθ
∑

+,−

∂ψ∗
±

∂θ
ψ±, (18)

is not conserved in the framework of the SOC system. Indeed, rewriting Eq. (6) in terms of (r, θ),

i
∂

∂t
ψ+ = e−iθ

(

∂

∂r
− i

r

∂

∂θ

)

ψ− − Ωψ+ + (|ψ+|2 + |ψ−|2)ψ+ − (|ψ+|2 + |ψ−|2)2ψ+,

i
∂

∂t
ψ− = −eiθ

(

∂

∂r
+
i

r

∂

∂θ

)

ψ+ +Ωψ− + (|ψ−|2 + |ψ+|2)ψ− − (|ψ+|2 + |ψ−|2)2ψ−, (19)

one obtains

dΛ

dt
= 2

∫ ∞

0

rdr

∫ 2π

0

dθ Im

(

eiθψ+
∂ψ∗

−

∂r

)

. (20)
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Substituting Eq. (10) into Eq. (6) yields the following equations:

µφ+ =

(

∂

∂x
− i

∂

∂y

)

φ− − Ωφ+ + (|φ+|2 + |φ−|2)φ+ −
(

|φ+|2 + |φ−|2
)2
φ+,

µφ− = −
(

∂

∂x
+ i

∂

∂y

)

φ+ +Ωφ− + (|φ−|2 + |φ+|2)φ− −
(

|φ−|2 + |φ+|2
)2
φ−. (21)

In particular, near the bottom edge of the bandgap, which is defined as per the bottom line of Eq. (11), the first
equation of Eq. (21) amounts, in the lowest approximation, to a linear relation (cf. Ref. [35]),

φ− ≈ (2Ω)
−1

(

∂

∂x
+ i

∂

∂y

)

φ+. (22)

Substituting this in the first equation of Eq. (21), one obtains

−∆µ · φ+ = − (2Ω)−1

(

∂2

∂x2
+

∂2

∂y2

)

φ+ − |φ+|2φ+ + |φ+|4φ+. (23)

This equation, which combines the effective cubic self-attraction and quintic repulsion, has a chance to produce stable
2D solitons [73, 74]. It is well known that such solitons, with all values of the embedded vorticity (winding number),
exist in interval [74–76]

0 < ∆µ < 3/16, (24)

with the respective values of the norm

N(∆µ → 0) → 0, N (∆µ→ 3/16) → ∞. (25)

Near the top edge of the bandgap, defined as per the top line of Eq. (11), approximate relation (22) is replaced by
one following from the second equation of Eq. (21):

φ+ ≈ 1

2Ω

(

∂

∂x
− i

∂

∂y

)

φ−. (26)

Substituting it into the second equation of Eq. (21), one obtains

−∆µ · φ− = − 1

2Ω

(

∂2

∂x2
+

∂2

∂y2

)

φ− + |φ−|2φ− − |φ−|4φ−, (27)

cf. Eq. (23). It is obvious that this equation, which combines the nonlinear terms with the signs opposite to those in
Eq. (23), i.e., cubic self-repulsion and quintic attraction, may produce only unstable 2D solitons, which are subject
to the destructive effect of the supercritical collapse.

III. NUMERICAL RESULTS

A. Stationary solutions for the vortex gap solitons

The analysis presented in the previous section indicates that stable stationary solutions for gap solitons may exist
near the bottom edge of the bandgap produced by Eq. (6) or, according to Eqs. (7) and (14), near the top edge in the
case of Eq. (5). The initial guess for solutions of stationary Eq. (21) was obtained by means of the imaginary-time
method, applied to the time-dependent version of Eq. (23). Then, iterating the initial solution in the framework of
the power-conserved squared-operator method [77], stationary solutions were produced in the numerically accurate
form. Lastly, stability of the soliton solutions was tested by real-time simulations of Eq. (6), running from t = 0 to
1000. Actually, this is a very long time, which corresponds, roughly, to ∼ 1000 solitons’ relaxation time, thus making
conclusions about the stability of the stationary states fully reliable.
Note that the topological charges (winding numbers) of two components of the stationary solitons are subject to a

simple relation [34] [the same relation follows from Eq. (26)],

S+ = S− − 1. (28)
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FIG. 2: (Color online) Density patterns, |φ+ (x, y)) |2 and |φ− (x, y) |2 (the first and second columns, respectively), and phase
distributions in φ+ (x, y) and φ− (x, y) (the third and fourth columns, respectively) for the two components of stable solitons
located near the bottom edge of the bandgap, see Eq. (11), as produced by the numerical solution of Eq. (21). Values of the
winding numbers of the components, from top to bottom, are: (S+, S−) = (−2,−1), (−1, 0), (0, 1), (1, 2), and (2, 3). In all the
panels, we fix the total norm as N = 50 (see Eq. (13), and the ZS strength is Ω = 5.

Typical examples of the numerically constructed stable stationary solution for the solitons, located close to the
bottom edge of the bandgap, with (S+, S−) = (−2,−1), (−1, 0), (0, 1), (1, 2) and (2, 3), are displayed in Fig. 2. In
particular, all the two-component modes in which both S± are different from zero represent FVGSs. Thus, these
composite modes may indeed be stable, unlike their completely unstable counterparts in the form of “excited states”,
in the usual SOC system with the cubic self-attraction [34]. Further, Fig. 2 shows that component φ+ gives a dominant
contribution to norm Eq.(13), while φ− plays a subordinate role (i.e., N− ≪ N+, ), being mainly distributed along
the inner rim of φ+ in the case of |S+| > |S−|, or along the outer rim in the opposite case, |S+| < |S−|. For the FVGS
modes located near the top edge of the bandgap, Eq. (26) indicates that φ− plays a dominant role, while φ+ is a
subordinate component N− ≫ N+, which is mainly distributed along the inner or outer rim of φ− for |S+| < |S−| or
|S+| > |S−|, respectively.
Characteristics of these soliton families are summarized in Fig. 3, in which we plot the shift of the chemical

potential, ∆µ, defined as per the bottom line of Eq. (11), and the effective area of the soliton’s dominant component
(φd),

A ≡
(∫ ∫

|φd (x, y) |2dxdy
)2

∫ ∫

|φd (x, y) |4dxdy
, (29)

versus the total norm N and ZS strength Ω. Note that ∆µ in panels (a) and (c) of the figure varies precisely in



7

FIG. 3: (Color online) The chemical-potential shift, defined as per Eq. (11), and the effective area of the dominant component,
defined as per Eq. (29), versus the total norm N , at a fixed value of the ZS strength Ω (a,b), and versus Ω at a fixed value of
N (c,d). The results are produced by the numerical solution of Eq. (21). Blue, red and green curves represent the dependences
for the soliton families with the vorticity in the dominant component S+ = 0, ±1 and ±2, respectively, while the vorticity in
the other component is given by Eq. (28). Solid curves represent stable branches, which correspond to N > Nc2 and Ω > Ωc2

(see the text). These stability boundaries are designated by color balls on the curves. Dashed and dotted curves represent
unstable branches, at N < Nc2 and Ω < Ωc2 (the dashed curves pertain to S+ = 0, −1 and −2, and the dotted ones correspond
to S+ = +1 and +2. The stability of identified by means of systematic simulations of Eq. (6).

interval Eq. (24), in agreement with limit relations (25). The figure shows that there are two threshold values for N
and Ω, namely, N c1,c2 and Ωc1,c2, with N c1 < N c2 and Ωc1 < Ωc2. When N < N c1 or Ω < Ωc1, no soliton solutions
are found, only spatially uniform states being possible; note that N c1 = Ωc1 = 0 for S+ = 0 [these findings agree
with the known fact that 2D vortex-soliton solutions of Eq. (23) exist if their norm exceeds a certain threshold value,
while there is no existence threshold for zero-vorticity solutions [73]. In intervals N c1 < N < N c2 and Ωc1 < Ω < Ωc2,
soliton solutions can be found, but they are unstable (as shown by dashed and dotted curves in Fig. 3). Finally,
stable solutions exist at N > N c2 and Ω > Ωc2. These conclusions for the 2D cubic-quintic system are different from
the case of its counterpart with the cubic-only nonlinearity, where the SV solutions with S+ = 0, S− = 1 [see Eq.
(28)] are stable in the entire bandgap [35].

B. Mobility of the gap solitons initiated by kicking

Construction of moving solitons in the framework of Eqs. (5) and (6) is a nontrivial problem, as they are not
Galilean invariant equations. We have studied the mobility in direct simulations via Eqs. (5) and (6), respectively,
by applying kick η to the stationary solution in the x or y direction. According to the relationship in Eq. (14), the
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FIG. 4: (Color online) Motion of the soliton at the bottom (a1,a2) and top (b1,b2) of the bandgap initiated by kick η = 0.1 in
the positive y direction, see Eq. (30). The first row is the motion of the soliton located near the bottom of the bandgap, with
parameters (N+, S+,Ω) = (50, 1, 10). The second row is the same for the soliton located close to the top of the bandgap, with
(N−, S−,Ω) = (50, 1, 10).

corresponding inputs are defined as

ψ±(x, y, t = 0) =

{

φ∗∓(x, y){eiηx, eiηy} for Eq.(5),

φ±(x, y){eiηx, eiηy} for Eq.(6).
(30)

The substitution of these expressions in Eq. (17) yields the respective values of the momentum produced by the kick,

Px,y = Nη. (31)

For convenience, we name stable solutions of Eq. (5), which are located near the top edge of the bandgap, as “top-type
solitons”, while the stable solutions of Eq. (6), which are located near the bottom edge of the bandgap, are named as
“bottom-type solitons”.
Figure 4 displays cross-sections of the two components of the moving solitons located close to the bottom (a1,a2)

and top (b1,b2) of the bandgap, applying η = 0.1 in the positive y direction, as per Eq. (30). The figure shows
that the solitons in these two cases (for the solitons close to the bottom and top of bandgap) move steadily along
the y directions, which indicates that they have a negative and positive effective mass, respectively. The signs of the
effective mass at the two edges of the bandgap are consistent with previous results [38].
To accurately identify the effective mass of the solitons from the numerical data, as the ratio of momenta given

by Eq. (31) [see Eq. (17)] to the corresponding velocities Vx,y, the center-of-mass (COM) coordinate of the soliton’s
dominant component is calculated as

{XCOM(t), YCOM(t)} =

∫ ∫

{x, y}|ψd(x, y, t)|2dxdy
∫ ∫

|ψd(x, y, t)|2dxdy
. (32)

Then, the velocity is found as

Vx = [XCOM(t)−XCOM(0)]/t, Vy = [YCOM(t)− YCOM(0)]/t. (33)

Eventually, effective masses are obtained from here as

Mx,y =
Px,y

Vx,y
≡ Nη

Vx,y
. (34)
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FIG. 5: (Color online) (a) The velocity of the gap soliton, which is kicked along the positive x (red) or y (blue) direction,
according to Eq. (30), versus η. The velocity is found numerically as per Eqs. (32) and (33) The soliton is taken near the
bottom of the bandgap, with (N+, S+,Ω) = (50, 0, 10). (b) The effective mass of the solitons located near the top and bottom
of the bandgap (short-dashed and dashed lines, respectively) versus the ZS strength, Ω. Parameters of the solitons located near
the bottom and top edges of the bandgap types are selected as (N±, S±, η) = (50, 0, 0.1). (c) The effective mass of the solitons
located near the top and bottom of the bandgap (short-dashed and dashed lines, with (Ω, S±, η) = (10, 0, 0.1), respectively)
versus the total norm N . The masses are found as per Eq. (34).

FIG. 6: (Color online) The density distribution in the moving solitons kicked in the positive y direction with different values
of η as per Eq. (30). The first and second rows display the dominant and subordinate components, respectively. Parameters
of the soliton in panels (a1,a2,c1,c2) are (N+, S+,Ω) = (50, 1, 10), while for the soliton in panels (b1,b2,d1,d2) they are
(N+, S+,Ω) = (50,−1, 10). The first and second columns display the solitons kicked with η = 0.1 and measured at t = 800,
while the third and fourth columns pertain to the solitons kicked with a kick which is ten times as large, therefore the data are
taken at time which is ten times smaller, t = 80.

The result, Vx = Vy, as displayed in Fig. 5(a), implies that, naturally, the effective mass is isotropic in the present
system, i.e., Mx = My. Figs. 5(b,c) show that, as mentioned above, the solitons located near the bottom and
top edges of the bandgap have negative and positive effective masses, respectively. Moreover, the numerical results,
displayed in these figures, demonstrate that the effective masses linearly depend on Ω and N , and do not depend on
winding numbers S±. The increase of the masses with the increase of the ZS strength, Ω, is explained by the fact
that gap solitons do not exist at Ω = 0. The linear dependence of the masses on N is a common property of solitons
in models of the GPE type.
Typical examples of the density distribution in the solitons set in motion by the kick with different values of η are

shown, for the solitons taken near the bottom edge of the bandgap, in Fig. 6. The snapshots are taken at the moment
of time when the COM of the soliton kicked in the y direction is located at y ≈ 8. It is observed that the dominant
component of the moving solution (φ+, in the present case) maintains its shape, while the subordinate component,
φ−, exhibits a deformation, as a consequence of the absence of the Galilean invariance in the system. Accordingly,
in the case of a small kick η, the density distribution of the subordinate component is still confined within the main
body of the moving soliton, see Figs. 6(a2,b2). In contrast, at large η, the subordinate components is lagging behind
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FIG. 7: (Color online) (a) NOAM of the subordinate component of the soliton of the bottom-edge type versus t for different
values of the kick, i.e., η = 0.1 and 1 (the red solid and blue dashed curves, respectively). Parameters of the soliton are
(N+, S−,Ω) = (50, 1, 10). (b) NOAM of a moving soliton with (N+, S−, η) = (50, 1, 0.1) and different values of the ZS
strength, i.e., Ω = 5 and 10 (the green dashed and red solid curves, respectively). (c) The oscillation frequency of the
NOAM of the subordinate component versus Ω. Here, we also select the bottom-edge type of the soliton, with parameters
(N+, S+, η) = (50, 0, 0.1).

the main body of the soliton, which gives rise to its gradual delocalization, see Figs. 6(c2,d2).
In the case of small η, the subordinate component shows an asymmetric density distribution and rotates around

the COM in the course of the direct simulations of the motion. This fact explains density oscillations in the cross-
section diagram in Figs. 4(a2,b1). To characterize the motion of the soliton, we define the normalized orbital angular
momentum (NOAM) of the two components as

〈L±〉 =
∫

ψ∗
±L̂ψ±dr

N±

, (35)

where L̂ = −i(x∂y − y∂x) is the angular-momentum operator. The direct simulations show that the NOAM of the
dominant component stays nearly constant in the course of the motion, while the NOAM of the subordinate one
oscillates as a function of t. For small η, the variation of 〈L−(t)〉 manifests itself as harmonic oscillations [see the red
curve in Fig. 7(a)], while for large η, the oscillations of 〈L−(t)〉 are anharmonic due to the above-mentioned trend to
delocalization of the density distribution, see the blue dashed curve in Fig. 7(a). Figure 7(b) displays the harmonic
oscillations of 〈L−(t)〉 for different values of Ω. Further, the numerical results show that the frequency of the harmonic
oscillations linearly depends on the ZS strength Ω for a fixed value of the norm of the subordinate component, see Fig.
7(c). On the other hand, the oscillation frequency does not depend on the winding number. Because the frequency
of the harmonic oscillation is determined by the oscillator’s mass, the conclusion is the same as produced above on
the basis of different numerical data in Fig. 5(b): the effective mass of the soliton linearly grows with Ω, but it does
not depend on the topological charge of the soliton.

C. Collisions between moving gap solitons

A straightforward possibility is to simulate collisions between solitons which are set in motion by opposite kicks
±η. For the solitons located near the bottom and top edges of the bandgap, we define the respective initial wave
functions as

ψ±(x, y, t = 0) = φ±(x, y + y0)e
−iηy + φ±(x, y − y0)e

iηy, (36)

and

ψ±(x, y, t = 0) = φ±(x, y + y0)e
iηy + φ±(x, y − y0)e

−iηy, (37)

where 2y0 is the initial separation between the solitons. Due to the symmetry provided by Eq. (14), we here consider
only the collision between the solitons of the bottom-edge type.
Figures 8 and 9 display several typical examples of collisions between the fundamental solitons and FVGSs, with

different values of η, which are displayed by the contour surface of the density of the dominant component. In Fig.
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FIG. 8: (Color online) Collisions of fundamental solitons (ones with S+ = 0). Panels feature the collisions between the solitons
set in motion as per Eq. (37) with (a) η = 0.1, (b) η = 0.5, (c) η = 0.9, and (d) η = 3. Here, parameters of the gap solitons
are selected as (N+,Ω) = (10, 10).

FIG. 9: (Color online) Parameters of the colliding FVGSs in this figure are selected as (N+,Ω) = (20, 10). (a,b) The colliding
gap solitons have the same topological charge, with S+ = 1. (a) An elastic collision between two gap solitons with η = 0.1.
(b) An inelastic collision with η = 0.7. (c,d) Collisions of the solitons with opposite topological charges, S+ = ±1. The kick
corresponding to Eq. (37) is η = 0.1 in (c), and η = 0.7 in (d).

8(a), a completely inelastic collision is observed for a small value of η, with the colliding fundamental solitons merging
into a breather. On the contrary, in Fig. 8(b) a “twisted” quasi-elastic collision is observed for a moderate value of η:
the colliding fundamental solitons first merge and then separate into ones moving perpendicular to the initial direction.
It is further shown in Fig. 8(c) that three fragments appear after the collision when η is large, a new fragment being a
small-amplitude breather. Finally, it is shown in Fig. 8(d) that the solitons are completely destroyed by the collision
if η is sufficiently large.
The collision between two vortex solitons (FVGSs) shows different dynamics. In Figs. 9(a,b), the colliding solitons



12

have identical topological charges, S+ = 1. When η is small, the solitons repel each other and maintain their shapes
after the rebound, i.e., they collide elastically. In contrast, in the case of opposite topological charges, the colliding
solitons also repel each other, but the outcome is different: they split into four fragments, as shown in Fig. 9(c).
When η is large, the collisions of the vortex solitons are always inelastic. In the case of identical topological charges,

collision-generated fragments are hurled in all directions, see Fig. 9(b). In the case of opposite topological charges,
three fragments are generated by the collision, see Fig. 9(d). If η is sufficiently large, the colliding FVGSs are
completely destroyed by the collision. The latter case is not shown here.
Thus, the present system, based on Eq. (6), which is dominated by the SOC energy demonstrates the behavior

completely different from what is common for usual models with the domination of the kinetic energy: collisions with
large values of velocities tend to be destructive, rather than quasi-elastic.

IV. CONCLUSIONS

In this work, we have investigated the formation of stable FVGSs (full-vortex gap solitons) and their dynamics in
the two-component BEC with SOC (spin-orbit coupling) and competing cubic and quintic interactions. The difference
from the previously studied 2D solitons in the SOC system with the cubic attractive interactions is that they might
be stable solely in the SV (semi-vortex) form, with the vorticity carried by a single component. When the SOC and
ZS (Zeeman-splitting) terms are sufficiently strong, the kinetic-energy ones may be neglected in the system of coupled
GPEs (Gross-Pitaevskii equations). The so simplified system maintains a bandgap in its linear spectrum, populated
by FVGSs. They may be stable near edges of the bandgap. If the absolute values of the topological charge of the
dominant component is larger than that of the secondary one, the density distribution of the secondary component is
surrounded by that of the dominant component. Otherwise, the dominant component is surrounded by the secondary
one. We represent FVGS families by displaying dependences of the chemical potential and solitons’ effective area on
the norm and ZS strength. The results reveal stability boundaries for the families. The mobility of the FVGSs is
explored by kicking the stationary solitons. It is thus found that the FVGSs formed near the top and bottom edges
feature, respectively, positive and negative dynamical masses. For a small kick, the minor component of solitons
oscillates with the frequency proportional to the ZS strength. In contrast, under the action of a larger kick the minor
suffers strong deformation, eventually leading to delocalization of the kicked soliton. Collisions between FVGSs with
identical and opposite topological charges were considered too, featuring both elastic and inelastic outcomes.
A natural direction to extend the present work is to investigate self-trapped modes of the FVGSs type in a system

with long-range dipole-dipole interactions, as well as in three-dimensional systems.
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