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Abstract

We investigate data-driven forward-inverse problems for Yajima-Oikawa (YO) system by employing
two technologies which improve the performance of neural network in deep physics-informed neural
network (PINN), namely neuron-wise locally adaptive activation functions and L? norm parameter
regularization. Indeed, we not only recover three different forms of vector rogue waves (RWs) by
means of three distinct initial-boundary value conditions in the forward problem of YO system,
including bright-bright RWs, intermediate-bright RWs and dark-bright RWs, but also study the
inverse problem of YO system by using training data with different noise intensity. In order to
deal with the problem that the capacity of learning unknown parameters is not ideal when the
PINN with only locally adaptive activation functions utilizes training data with noise interference
in the inverse problem of YO system, thus we introduce L? norm regularization, which can drive
the weights closer to origin, into PINN with locally adaptive activation functions, then find that
the PINN model with two strategies shows amazing training effect by using training data with
noise interference to investigate the inverse problem of YO system.
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1 Introduction

With the revolution of computer hardware equipment and software technology again and
again, the increasing amount of data, model scale, accuracy, complexity and impact on
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the real world promote the continuous and successful application of deep learning in more
and more practical problems [1,[2]. Currently, deep learning has achieved remarkable suc-
cess in practical problems in various fields. In the field of object recognition, modern
object recognition network can not only recognize at least 1000 different categories of
objects, but also process rich high-resolution photographs without cropping photos near
the objects to be recognized [3},4]. The introduction of deep learning has a great impact
on speech recognition, which makes the error rate of speech recognition drop sharply [5].
Furthermore, deep networks have also achieved spectacular successes for pedestrian detec-
tion and image segmentation [6,[7], as well as yielded superhuman performance in traffic
sign classification [8]. Moreover, deep learning detonated a wide range of landing appli-
cations, such as language understanding [9], medical imaging [10], face recognition [11],
video surveillance [12] and forward and inverse problems of nonlinear partial differential
equations [13].

Deep feedforward network, also often called feedforward neural network (NN) or mul-
tilayer perceptron, is the quintessential deep learning model [14]. The universal approxi-
mation theorem points out a feedforward NN with a linear output layer and at least one
hidden layer with any “squashing” activation function can approximate any Borel mea-
surable function from one finite-dimensional space to another with any desired non-zero
amount of error, provided that the network is given enough hidden units [15]. With the
successful use of back-propagation in training deep NNs with internal representation and
the popularity of back-propagation algorithms [16], many optimization methods based on
the idea of calculating gradient in back-propagation came into being, such as stochastic
gradient descent [17], Adam [1§] and L-BFGS [19]. Furthermore, automatic differentiation
(AD), also called algorithmic differentiation or simply “autodiff”, is a family of techniques
similar to but more general than back-propagation for efficiently and accurately evaluating
derivatives of numeric functions expressed as computer programs [20]. Recently, due to the
general approximation ability of NN architecture [21] and wide application of AD technol-
ogy, after taking the NN space as an ansatz space for the solution of governing equation, a
physics-informed neural network (PINN) has been successfully constructed to accurately
solve both the forward problems, where the approximate solutions of governing partial
differential equations are obtained, as well as the inverse problems, where parameters in-
volved in the governing equation are discovered from the training data [13]. Moreover,
Karniadakis research team has recently successfully applied the PINN framework to many
physical problems [22], such as discovering turbulence models from scattered /noisy mea-
surements [23], fractional differential equations [24], high speed aerodynamic flows [25],
heat transfer problems [26] and stochastic differential equation by generative adversarial
networks [27].

The type selection of hidden units is extremely significant and difficult in the design
process of NN, and the activation function plays an important role during the selection
of hidden units due to the derivative of the loss function depends on the optimization
parameters, which depend on the derivative of the activation function [14]. The activation
function of common hidden units in NNs usually acts on affine transformation, and pop-
ular activation functions include rectified linear units, maxout units, logistic sigmoid and
hyperbolic tangent function, as well as some unpublished activation functions perform just
as well as the popular ones, such as sine and cosine functions [28]. The choice of activation



function completely depends on the problem at hand in practical application. However,
these activation functions are fixed in the training process of NN, which will greatly limit
the performance of NN and the convergence speed of objective function. Based on the
basic framework of PINN, Jagtap et al. proposed two different adaptive activation func-
tions, that is global adaptive activation function and locally adaptive activation functions,
to approximate smooth and discontinuous functions as well as solutions of linear and non-
linear partial differential equations by introducing scalable parameters into the activation
function and adding a slope recovery term based on activation slope to the loss function of
locally adaptive activation functions, it proved that the locally adaptive activation func-
tions further improves the performance of the NN and speeds up the training process of
the NN [29,30]. Recently, we found that PINN with neuron-wise locally adaptive acti-
vation functions shows better training efficiency, robustness and accuracy when studying
the forward problem of derivative nonlinear Schrédinger equation [31,|32].

As is known to all, a central problem in machine learning is how to make an algo-
rithm that will perform well not just on the training data, but also on new inputs. Many
strategies, which are known collectively as regularization, are explicitly designed to reduce
the test error in machine learning, possibly at the expense of increased training error |2§].
Indeed, regularization has been used for decades prior to the advent of deep learning [33].
Many regularization approaches are based on limiting the capacity of models, such as NNs,
linear regression, or logistic regression, by adding a parameter norm penalty () to the
objective function, of which the most common and simplest is L? parameter norm regu-
larization. L? parameter norm penalty is usually called weight decay, ridge regression [34]
or Tikhonov regularization [35], which drives the weight closer to the origin by adding a
regularization term to the objective function. Furthermore, Japtap et al. demonstrated
that a gradient descent algorithm minimizing objective function with global adaptive ac-
tivation function and L? regularization does not converge to a suboptimal critical point
or local minimum with an appropriate initialization and learning rates by providing cor-
responding theoretical result [29]. Therefore, a natural inspiration is to further enhance
the performance of the novel PINN by introducing the parameter regularization strat-
egy into the PINN with neuron-wise locally adaptive activation functions. As far as we
know, the forward-inverse problems of nonlinear integrable systems have not been studied
by employing PINN with neuron-wise locally adaptive activation functions and L? norm
regularization at the same time.

With the rapid development of deep learning, predicting the generation and evolution
of rogue wave (RW) by utilizing obtained initial boundary value data plays an important
role. At present, the significant researches have been done to study the RWs of some
classical single equations by means of PINN method [31}/32,36/37]. However, compared
with single dynamical equation, coupled systems usually allow energy transfer between
their additional degrees of freedom, which potentially generates families of intricate vector
RWs, that is the coupled systems can describe RWs more accurately than the single model
[38]. Among coupled field dynamics systems, the coupled long wave-short wave resonance
equation (LSWR) [39], which also be called one-dimensional Yajima-Oikawa (YO) system
[40], is a fascinating nonlinear physical system, it describes a resonant interaction between
long wave in complex envelope of rapidly varying field and short wave in real low-frequency
field. Once the resonance condition is satisfied, that is, the group velocity of a short



wave (high-frequency wave) exactly or almost matches the phase velocity of a long wave
(low-frequency wave), this coupled system can be derived from the Davey-Stewartson
system [41]. In 1972, Zakharov made a theoretical investigation for LSWR for the first time
when analyzing the Langmuir wave in plasma [42]. In the case of long wave unidirectional
propagation, the general Zakharov system was reduced to YO system [40]. Surprisingly,
despite its simple form, this system can describe various nonlinear wave phenomena, such
as capillary-gravity wave in fluid [41], optical-terahertz waves in second-order nonlinear
negative refractive index medium [43], while the resonance interaction of this system can
occur between long and short internal waves [44], and between a long internal wave and a
short surface wave in a two layer fluid [45]. Different from other classical coupled systems,
such as Manakov system, YO system is coupled by two completely different types of
equations, which plays an irreplaceable role in many physical application scenarios. This
paper is committed to studying the data-driven RWs and learning unknown parameter for
this unique and important physical system.

Recently, in order to build appropriate PINN with neuron-wise locally adaptive activa-
tion functions suitable for coupled systems, we have proposed a PINN algorithm to obtain
the data-driven vector localized waves including vector solitons, breathers and RWs for
Manakov system in complex space [46]. In this paper, we will employ the regularization
strategy into the PINN with neuron-wise locally adaptive activation functions to con-
struct an improved PINN with three outputs and three physical constraints for studying
the initial boundary value problem of YO system as follow

(iS; + M\ See + SL =0, x € [Xo, X1, t € [To, T1],

L, = AQ(]S] )zs x € [Xo, X1], t € [To, Th],

S(x,Tp) = S%x), L(z, 0) LO(x), = € [Xo, X1], (1.1)
S(Xo,t) = S™®(t), S(X1,t) = SUb(t ) t € [Tov, T1],

L(Xo,t) = L(t), L(X1,t) = L (t), t € [Ty, T1],

here the short wave component S(z,t) stands for the complex envelope of the rapidly
varying field and the long wave component L(x,t) represents the real low-frequency field,
in which z and ¢ are two independent evolution variables. While A1 and A9 are real valued
parameters, which can be known parameters or unknown parameters to be learned. The |S]|
represents the module of complex valued short wave S, which also means |S|> = S5* with
S* indicates the conjugate of S. For physics discussions, The first equation of YO system
is arranged in a form similar to the standard nonlinear Schrédinger equation, which
clearly indicates that its nonlinearity is driven by long wave field L rather than Kerr term
|S|2. Whereas, the second equation of YO system is the KdV equation without nonlinear
term, in which the dispersion term is driven by the module |S| of short wave. We note
that the RWs of this system have been effectively obtained with the aid of Hirota bilinear
method [47], KP hierarchy reduction method [48] and Darboux transformation [50].

This paper is organized as follows: after the introduction in section 1, section 2 gives
a brief discussion of the improved PINN methodology with locally adaptive activation
functions and L? parameter norm regularization for the coupled YO systems, where we
also discuss about training data, loss function, parameter regularization, optimization
methods and the operating environment. The algorithm flow schematic and algorithm



steps for the YO system are also exhibited in detail. Section 3 provides the results and
detailed discussions for forward problems on improved PINN approximations of data driven
vector RWs in three different states. Section 4 presents experimental results with different
trade-off norm penalty term coefficients in inverse problems. Finally, we summarize the
conclusions of our work are given out in last section.

2 Methodology

Although the classical PINN is a general and efficient deep learning framework for solving
forward and inverse problems involving nonlinear partial differential equations. However,
during the training process of dealing with complex RWs of complex nonlinear systems,
the classical PINN algorithm may show slow training speed, obvious fluctuation of loss
function and unsatisfactory approach effect. Indeed, the PINN model with neuron-wise
locally adaptive activation functions and slope recovery term can improve the convergence
speed, stability of the loss function and approximation ability in the training process from
Ref. [30,/31]. Furthermore, during the process of studying the inverse problem of YO
system, we find that the PINN method with only neuron-wise locally adaptive activation
functions has good training effect by means of clean data, but the network displays poor
parameters learning capacity in the case of data training with noise interference. Therefore,
considering that parameter regularization can modify the weight and reduce the influence
of large weight on the network, it may enhance the performance of NN when learning
unknown parameters with noisy training data, so we further improve the deep learning
algorithm by introducing L? norm regularization into the PINN method with neuron-wise
locally adaptive activation functions.

2.1 NN and adaptive activation function

We establish a NN of depth D with an input layer, D — 1 hidden-layers and an output
layer, in which the dth hidden-layer contain Ny number of neurons. Each NN hidden-layer
accepts an output x?~! € RMa-1 from the previous layer, where an affine transformation
can be yielded as follows form

Lq(x¥1) £ Wixd™! 4 pd) (2.1)

in which the network weights term W% € RNa*Na-1 and bias term b? € RN associated
with the dth layer. Eventually, in order to introduce adaptive activation function, the dth
layer neuron-wise locally adaptive activation functions are defined as bellow

a(nald(ﬁd(xd*l))i), 1=1,2,---, Ny,

where o is the activation function, n > 1 are scaling factors and {a¢} are additional
D-1
> Ny parameters to be optimized. Whereas, n exist a critical scaling factor n., the
d=1
NN optimization algorithm becomes sensitive as n > n. in each problem set [30]. The

introduction of neuron-wise locally adaptive activation makes all neurons in each hidden



layer have own activation function slope. The improved NN with neuron-wise locally
adaptive activation functions can be represented as

a(x;0) = ((£p)y o ronal™ (Lp1),0- oo onal (1), )(x), 7 =1,2,3,  (22)

where x and q(x; ©) represent the two inputs and three outputs in the NN, respectively.

The set of trainable parameters © € P consists of {W”l,bd}dD:1 and {af}dD:_ll,Vi =
1,2,--+, Ny (in fact, P also includes parameters to be predicted in the inverse problem),

that is P is the parameter space.

2.2 YO system constraint

Especially, we consider the (1 + 1)-dimensional coupled YO system as the physical con-
straint of aforementioned NN to construct PINN, its specific operator representations
reduced from YO system (|1.1]) are as shown below

Sy + NS, L; \] = 0,

2.3
Li + N'[S; M) = 0, 23

where S and L are complex valued solution and real valued solution of x and ¢ to be
determined later respectively, N[-,-; A\1] and N'[; A\o] are nonlinear differential operators
with unknown parameters A\; and Ao in space. Due to the complexity of the structure
of the complex-valued solution S(z,t) in Eq. , we decompose S(x,t) into the real
part u(x,t) and the imaginary part v(z,t) by employing real-valued functions u(x,t) and
v(z,t), that is S(z,t) = u(z,t) + iv(z,t). Then substituting it into Eq. (2.3)), we have

ug + Nufu,v, Ly =0, v+ Nylu,v,L; A\ =0, Ly + Nj [u,v; Aa] = 0. (2.4)

Accordingly, the N,, N, and N are nonlinear differential operators in space. Then
fulz,t), fo(z,t) and fr(z,t) constitute the physics-informed parts of the NN, which can
be defined as

fu = us + Nyfu,v, Ly M), foi= v+ No[u,v, Ly M), fri= L + N [u,v; X0]. (2.5)

2.3 Loss function

We attempt to find the optimized parameters, including the weights, biases and additional

coefficients in the activation, to minimize two loss functions .Z(©) without parameter

regularization as well as .Z(0©) with weights parameter regularization, which are defined
as the following forms respectively

£ (0©) = Loss = Lossg + Loss, + Loss¢, + Lossy, + Lossa, (2:6)
Z(©) = Losspr = Z(0) + a)(©), '



in which Lossg, Lossy,, Lossy, and Lossy, are defined as following

Lossg = F Z ‘u x] tj u]‘ :UJ tj Uj‘z ,
~, (2.7)
Lossy, = x] t] j|2,
and
LOSSfS— Z{fu azf,tl —I—Z}fv mf,tl ,
N (2.8)

1
Fosss, = - 3 ulaf )
=1

where {27,/ u?, v Lj}Nq1 represent the initial and boundary value input data on

Here a(x7, ), 0(x7, ) and L(27,#7) indicate the optimal training output data through the
NN. Likewise, the collocation points on networks f,(z,t), f,(z,t) and fr(x,t) are denoted

via {a:f, t }l |- Then the slope recovery term Loss, in the .Z(0) is defined as

1
Loss, = , (2.9)

Ng
v, D=t > ad

i=1
-1 dzl P

where 1/N, is the hyperparameter for slope recovery term Loss,, thus we uniformly take

N, = 100 to dominate the loss function .5”/(@)) and ensure that the final loss value is not
too large in this paper. Here, the rapidly increasing activation slope value is imposed on
the NN through the Loss, term, it ensures the non-vanishing gradient of the loss function
and speeds up NN’s traning process. Therefore, Lossg and Lossy, correspond to the loss
functions on the initial and boundary data, the Loss, and Lossy, penalize the YO system
not being satisfied on the collocation points, as well as the Loss, improves the convergence
speed and promotes network optimization ability by changing the topology of .Z(0).

2.4 Parameter regularization

In fact, « is a hyperparameter that weights the relative contribution of the norm penalty
term Q and loss function .#(0) in Eq. (2.6)), and the L? parameter norm penalty (O)
can be defined as following

0(6) = | WI3 (210)

which drives the weights closer to the origin. Due to the biases typically require less
data to fit accurately than the weights, we note that for NNs, we typically choose to use



a parameter norm penalty ) that penalizes only the weights of the affine transforma-
tion at each layer and leaves the biases unregularized. It is worth mentioning that the
aforementioned slope recovery term Loss, can be regarded as a self-defined parameter
regularization strategy for additional parameters {af}.

Moreover, one can gain some insight into the behavior of weight decay regularization

by studying the gradient of the regularized objective function. Such a NN model has the
following total objective function:

2(0) = #(0) + %WTW, (2.11)

with the corresponding parameter gradient

VwZ(0) =VwZ(0)+aW. (2.12)
In order to take a single gradient step to update the weights, we perform following update:
W« W — n(VwZ(0) + aW),

that is

W + (1 —na)W — nVw.Z(0), (2.13)
where 7 is learning rate, a positive scalar determining the size of the step. In the case that
happens in a single step, one can see that addding the weight decay term has modified the
learning rule to multiplicatively shrink the weight vector by a constant factor on each step,
just before performing the usual gradient update. Next, we further analyze the influence
of weight adecay in the whole training process.

In order to further study the impact of weight decay, we assume that W* is the

weight vector which the objective function .£(©) without regularization obtain the mini-

mal training cost, namely W* = argminw,.Z(0), and make a quadratic approximation of
the objective function in the field of W*. The approximation .Z is as follows

2(0) = L(W*) + %(W ~WHTH(W — W), (2.14)

where H is the Hessian matrix of . with respect to W evaluated at W*. Since W*
is defined to be a minimum of .Z, the first-order term (the gradient) vanishes in this
quadratic approximation, and one can also indicate that H is positive semidefinite. When
£ gets the minimum, its gradient

VwZ(0) = HW - W*) =0. (2.15)

Now we consider the effect of weight decay, and add the weight decay gradient in Eq.
(2.15). Then we utilize the variable W to represent the location of the minimum, and

solve for the minimum of the regularized version of .Z, we have
H(W — W*) + aW =0,
(H + o)W = HW*, (2.16)
W = (H + ol) ' HW*.



Obviously, once a approaches 0, the regularized solution N4 approaches W*. To further
understand what happens when a grows, we decompose the real symmetric matrix H into
a diagonal matrix A and a set of standard orthogonal basis @ of eigenvectors, such that
H = QAQT, then substitute the decomposition into , and obtain

W = Q(A + al) TAQTW™. (2.17)

From matrix (A + al)~'A, one can see that the effect of weight decay is to rescale W*
along the axes defined by the eigenvectors of H. Specifically, the component of W* that
is aligned with the ith eigenvector of H is rescaled by a factor of /\’\Jia. The effect of

regularization along the direction with large H eigenvalues (such as )\Z > «) is relatively
small. Whereas, the components with \; < « will be shrunk to almost zero magnitude.

In other words, only the parameters in the direction of significantly reducing the
objective function are preserved relatively intact. In directions that do not contribute
to reducing the objective function, a small eigenvalue of the Hessian matrix tells us that
movement in this direction will not significantly increase the gradient. Components of
the weight vector corresponding to such unimportant directions are decayed away through
the use of the regularization throughout training. This also requires that when we add
regularization to NN, the weight coefficient o should not be too small or too large in
practical application, which will also be reflected in the later training results.

2.5 Optimization algorithm and improved PINN

The resulting optimization problem leads to finding the minimum value of the loss function
by optimizing the parameters ©, that is, we seek

O* = arg min.i/”v(@).
ocP

Generally, one can approximate the solutions to this minimization problem iteratively by
one of the forms of gradient descent algorithm. The stochastic gradient descent (SGD) and
its variants are probably the most used optimization algorithms for machine learning in
general and for deep learning in particular [17]. In this work, we introduce Adam optimizer
and L-BFGS optimizer to optimize the loss function. Specifically, we employ the Adam
optimizer, which is a variant of the SGD algorithm, as well as the L-BFGS optimizer,
which is a full-batch gradient descent optimization algorithm based on a quasi-Newton
method to optimize the loss function [18,19]. Moreover, in order to better measure the
error from training results, we introduce Lo norm error, which is defined as follows

N _
\/Z ‘qexact (Xk) _ qpredict(xk; @)‘2
k=1

Error =

)

N 2
\/ Z ‘qexact (Xk) |
k=1

where ¢P™(x;: ©) and ¢®*®(x;,) represent the model training prediction solution and
exact analytical solution at point xi = (z, t), respectively.



In order to master the improved PINN approach more systematically, the improved
PINN algorithm flow chart tailored for the YO system is exhibited in following Fig. [I]
in which vividly shows the NN along with the supplementary physics-informed part, and
the loss function arising from the NN part as well as the residual part from the governing
equation given via the physics-informed part. Thus, one can minimizing the loss function
below certain tolerance € until a prescribed maximum number of iterations by seeking
the optimal values of weights W, biases b and scalable parameter af. Since the YO
system contains two components S(x,t) and L(x,t), one can see that the “NN” part has
three output functions {u, v, L}, and there are three nonlinear equation constraints in the
“PDE” part in Fig. Once increasing the number of coupling system components, the
number of output functions and nonlinear equation constraints of the improved PINN will
multiply increase. Moreover, the corresponding procedure steps for the improved PINN
with adaptive activation function and L? norm parametric regularization is displayed in

the following Tab.

PDE(A, A3)

f,:=—V,+Au, +Lu
f,:=u, + A4V, +Lv

f =L +24,(uu, +w,)

Figure 1: (Color online) Schematic of improved PINN with adaptive activation function
and L? norm parameter regularization for the YO system. The left NN is the universal
approximation network without informed while the right NN is physics-informed network
dominated by the governing equation, both NNs share hyper-parameters that contribute
to the loss function.

2.6 Training data and network environment

In supervised learning, training data is important to train the NN, which can be obtained
from the exact solution (if available) or from high-resolution numerical solution using nu-
merical methods like spectral method, finite element method, Chebfun numerical method,

10



Table 1: Improved PINN algorithm with adaptive activation function and L? norm pa-
rameter regularization for the YO system.

Step 1: Specification of training set in computational domain:

Training data: {z7,t/, u/, v, {/j};\f:ql’ Residual training points: {x?,tlf}i\;fl :

Step 2: Construct NN q(x; ©) with random initialization of parameters ©.

Step 3: Construct the residual NN {fy, fy, fr.} by substituting surrogate q(x;©) into
the governing equations using automatic differentiation and other arithmetic operations.

Step 4: Specification of the loss function .Z(©) that includes the slope recovery term
and parameter regularization term.
Step 5: Find the best parameters ©* using a suitable optimization method for mini-

mizing the loss function £ (0) as

©* = argmin .Z(0).
6eP

discontinuous Galerkin method etc, as per the problem at hand. Furthermore, training
data can also be obtained from carefully performed physical experiments that may pro-
duce high- and low-fidelity data sets. Fortunately, the nonlinear integrable systems like
YO system has very good integrability, and there are some effective methods to solve a
variety of accurate localized wave solutions, which provide rich sample space for the ex-
traction of training data. Here, we use the traditional finite difference scheme on the even
grid to discretize these exact solutions to obtain the training data in Matlab.

In the adaptive activation function, the initialization of scalable parameters are carried
out in the case of n = 10, a? = 0.1, namely na? = 1. In addition, we select relatively sim-
ple multi-layer perceptrons (i.e., feedforward NNs) with the Xavier initialization and the
hyperbolic tangent (tanh) as activation function. The residual training points {:rlf, tlf}lszl
are generated by the Latin Hypercube Sampling method (LHS) [49]. All the codes in this
article is based on Python 3.7 and Tensorflow 1.15, and all numerical experiments reported
here are run on a DELL Precision 7920 Tower computer with 2.10 GHz 8-core Xeon Silver
4110 processor, 64 GB memory and 11 GB Nvidia GeForce GTX 1080 Ti video card.

3 The forward problem of the YO system

In this section, we focus on the forward problem of the YO system, that is reveal the data-
driven RWs for the YO system by means of small data set and 9 hidden layers deep PINN
with 40 neurons per layer. Specifically, after the unknown parameters of YO system
are determined, that is Ay = 0.5 and Ay = 1, once some initial boundary value data points
are given, one can successfully approximate the various RWs through improved PINN with
parameter regularization of hyper-parameter e = 0.0001. Here the physics-informed parts
Eq. of the improved PINN for YO sysem become the following formula

fui=—v 4+ 05uyy +ul, fy:=u+ 050, +vL, fr:=Li— (2uuy +2vv,). (3.1)

The exact form of these RWs for the YO system (1.1)) with Ay = 0.5 and Ay = 1 have
been derived by the Darboux transformation [50], the general vector form of RW can be

11



expressed as

_ gotke-i(3re-p)e [ it (i2)/(2m — k)+1/(2(2m — k)(m — k)

Sta,t) (x — mt)? + n2 + 1/(dn?) ’

(3.2)
22— (z —mt)? +1/(4n?
Liat) = by 2t —@=m) +1/(n")
[(x —mt)? + n?t2 + 1/(4n?))?
and m, n, a, b and k satisfy the following relationship
1
m = =[5k — V3 0+ o], n = +£y/Bm —k)m - k),
_ Ly 2 _Le 1 2 312
0= gt F 607k p =gk = 5 (2Ta” 4 5K (3.3)

n_{—(p— P2 =) k< 3k,

(—p+ V2= )" =3k <k < 3k,

where k, = (2a%)"/3, 4 >0, b> 0 and k € R. It is clear that the complex short-wave RW
|S| is characterized by the second-order polynomial of x and ¢, while the real long-wave
RW L involves the fourth-order polynomial. One can observe that although having a form
similar to that of Peregrine soliton [51], the RWs in admit more complex dynamics
than the latter.

According to the central amplitude and the relative position of two zero-amplitude
points, one can divide the regime of the short-wave RW S(z,t) into three regions, that is
bright RW region, intermediate RW region and dark RW region, which are corresponding
to parametric conditions k < 0, 0 < k < (4/3)Y/3k,, (here (4/3)"/3 ~ 1.1) and (4/3)"/3k, <
k < 1.5k, respectively [50]. Specifically, as follows:

e Bright-Bright RWs Sy, and Ly

In order to obtain the bright-bright RWs Sy and L1 of YO system, one can lead
tom = —%, n= i§ by taking a =1, b=0, k =0 in Eq. and combining the value
range of k from the aforementioned results. Substituting the above parameters into the
formula Eq. , the specific form of bright-bright RWs Sy and Lp,1 for YO system
are shown as follows

—3it + 3ix + 3t? 4 3tz + 322 — 2
3t2 + 3tr + 322 + 1 ’
3(3t2 — 6tx — 622 + 2)
(3t2 + 3tz + 322 + 1)2°

Sbrw (.ZL‘, t) =

(3.4)
Lbrwl (a;, t) =

Apparently, the complex short-wave RW Sy, (x,t) takes plane |Spw| = 1 as the back-
ground wave, while real long-wave RW Ly,y1(z,t) takes plane Ly, = 0 as the background
wave. Furthermore, | Sy (2, )| obtains the maximum amplitude 2 at (x,t) = (0,0), while
Lyywi(x,t) obtains the maximum amplitude 6 at (z,t) = (0,0).

e Intermediate-Bright RWs S, and L2

Similarly, in order to obtain the intermediate-bright RWs S, and Lywo of YO system,
one can also take a = 1, b = 0, but parameter k£ have to meet the condition 0 < k <
(4/3)Y/3k,,, here k, = 2'/3. In particular, we derive the values of parameters m and n by
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taking k = %21/3, then substitute them into the Eq. (3.2]), and then one can obtain the
intermediate-bright RWs Siw and Ly,wo of YO system. Since the forms of expressions for
m, n, Sirw and Lp,.wo are complex, we omit them here.

e Dark-Bright RWs Sy, and L3

In the same way, the dark-bright RWs Sy« and Ly,w3 of YO system are obtained by
taking @ = 1, b = 0 and making the parameter k satisfy the condition (4/3)'/3k, < k <
1.5ky,, here k, = 2'/3. After taking k = £21/2, then we obtain the dark-bright RWs Sy
and Lppwsg of YO system by means of known and derived parameters. Similarly, due to
the complex form, we omit the specific expression form here.

Next, we employ aforementioned three exact RWs to obtain the initial boundary value
condition data, so as to construct the training data set. Under different initial boundary
value conditions, three different RWs dynamic structures are recovered by utilizing im-
proved PINN with parameter regularization. In order to more intuitively exhibit the
training effect of improved PINN with parameter regularization, we also compare it with
the training results from PINN without parameter regularization.

3.1 The data-driven bright-bright RWs

In this section, in order to recover the data-driven bright-bright RWs of the YO system,
we commit to introducing the initial boundary value conditions of the YO system to the
9-layer improved PINN with 40 neurons per layer. Selecting [Xo, X1] and [Ty, T1] in Eq.
as [—5.0,5.0] and [—2.0, 2.0] respectively, we can write the corresponding initial value
conditions as follows

SO(x) = Sprw(z, —2.0), LY(2) = Lypw1(, —2.0), 2 € [-5.0,5.0], (3.5)
and the Dirichlet boundary conditions become

S (1) = Spr(—5.0,t), L(t) = L1 (=5.0,1), t € [-2.0,2.0],

) : (3.6)
S (1) = Sy (5.0,8), L (E) = Liywi (5.0, 1), t € [~2.0,2.0].

In order to obtain the original training data set of the above initial boundary value
conditions and , we discretize the exact bright-bright RWs Sy, and Lyw1
based on the finite difference method by dividing the spatial region [—5.0,5.0] into 2000
points and the temporal region [—2.0,2.0] into 1000 points in Matlab. Furthermore, in
addition to the data set composed of the aforementioned initial boundary value conditions,
the residual data set is used to calculate the Lo norm error by comparing with the data-
driven bright-bright RWs. After that, a smaller training dataset that containing initial-
boundary data will be generated by randomly extracting N, = 1000 initial boundary value
data points from original dataset and Ny = 20000 collocation points which are produced
by the LHS. According to 20000 Adam iterations and 50000 L-BFGS iterations, the latent
bright-bright RWs S(z,t) and L(x,t) have been successfully learned by employing the
improved PINN with parameter regularization, and the network achieved relative LLg error
of 4.968430e-04 for the bright RW S(x,t) and relative Ly error of 1.763312e-03 for the
bright RW L(x,t), and the total number of iterations is 70000.
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Figs. [2]-[3| present the deep learning results of the data-driven bright-bright RWs based
on the improved PINN with parameter regularization for the YO system with the initial
boundary value problem and . The left panels of Fig. display the exact, learned
and error dynamics with corresponding amplitude scale size on the right side for the bright
RW |S(z,t)| and bright RW L(z,t), and exhibit the sectional drawings which contain the
learned and explicit RWs at five different moments. From the density plots of learned
dynamics and profiles which reveal amplitude and error of exact and prediction RWs in
Fig. [2| we observe that the amplitude of long-wave RW is much higher than that of short-
wave RW. The right panels of Fig. [2]exhibit the 3D plots with contour map on three planes
for the predicted bright-bright RWs. Fig. [3] showcases curve plots of the loss function
after 20000 Adam optimization iterations and 50000 L-BFGS optimization iterations in
improved PINN framework. In the left panel of Fig. [3] one can see that the loss function
curve Lossppg oscillatly descends in the process of optimizing the loss function by means
of the Adam optimizer, and the gradient of the loss function descends very fast in the last
about 4000 iterations. However, from the right panel of Fig. the loss function curve
Lossppg linearly descends by means of the L-BFGS optimization algorithm. Furthermore,
the loss function curves Lossg and Lossy, of L-BFGS optimization are missing after a
certain number of iterations, that is because the loss function value in this part is less
than 1e=%, which is beyond the statistical range of “%f” in Python 3.7. During the process
of optimizing the loss function Losspgr both in two optimization algorithms, Loss, and
af)(O) descend linearly, which depend on their topological structure and mathematical
form. In fact, Loss, ensures the better and faster convergence of the loss function by
means of PINN algorithm with neuron-wise locally adaptive activation functions, while
af)(O) guarantees the weight decay continuously by imposing the parameter regularization
term.

3.2 The data-driven intermediate-bright RWs

In what follows, we will consider the initial-boundary value problem of the YO system for
obtaining the data-driven intermediate-bright RWs by applying the multilayer improved
PINN. Similarly, taking [Xo, X;] and [Tp,71] in Eq. as [—5.0,5.0] and [-3.0,3.0]
respectively, we derive the corresponding initial conditions S°(z) and L°(z), and Dirichlet
boundary conditions as shown in the following formulas

S%(z) = Sppw(z, —3.0), L(z) = Lipwa(z, —3.0), = € [-5.0,5.0], (3.7)
and

S (1) = Sipw(—5.0,1), L®(t) = Liyrwa(—5.0,1), t € [-3.0,3.0],

(3.8)
S (1) = S (5.0,1), L' (t) = Liyya(5.0,1), t € [~3.0,3.0].

By means of Matlab, we discretize the exact intermediate-bright RWs Si.w and Lp;wo
by utilizing the traditional finite difference scheme on even grids, and obtain the orig-
inal training data set which contains initial data and boundary data by di-
viding the spatial region [—5.0,5.0] into 2000 points and the temporal region [—3.0,3.0]
into 1000 points, as well as the remaining data will be used to obtain Ly norm error by
comparing with predicted intermediate-bright RWs. Since the form of initial boundary
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Figure 2: (Color online) The data-driven bright-bright RWs S(x,t) and L(x,t) arising
from the improved PINN with parameter regularization of hyper-parameter o = 0.0001
by randomly choosing N, = 1000 initial and boundary points which have been shown by
in learned dynamics , as well as Ny = 20000 collocation
points in the corresponding spatiotemporal region: (a) and (c¢) The exact, learned and
error dynamics density plots with five distinct tested times t = —1.34, —0.67,0.00,0.67
and 1.34 (darkturquoise dashed lines), as well as sectional drawings which contain the
learned and explicit bright-bright RWs at the aforementioned five distinct times; (b) and
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(d) The 3D plot with contour map for the data-driven bright-bright RWs.
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Figure 3: (Color online) The loss function curve figures of the bright-bright RWs S(x, t)
and L(z,t) arising from the improved PINN with the 20000 steps Adam and 50000 steps
L-BFGS optimizations: (a) The loss function curve for the 20000 Adam optimization
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iterations; (b) The loss function curve for the 50000 L-BFGS optimization iterations.
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value condition for intermediate-bright RWs is complex, it is necessary to increase the
number of initial-boundary value training data points. Therefore, we generate a smaller
training dataset where contains initial-boundary data by randomly extracting N, = 2000
initial-boundary value data points from original training dataset and Ny = 30000 collo-
cation points produced via LHS in the corresponding spatiotemporal region. Then, the
intermediate-bright RWs S(x,t) and L(z,t) have been successfully learned by imposing a
9-hidden-layer improved PINN with 40 neurons per layer, and the related loss functions
are optimized through 20000 Adam iterations and 50000 L-BFGS iterations. The relative
Ly errors of the improved PINN model are 1.168852e-03 for S(z,t) and 6.766132e-03 for
L(z,t), the total number of iterations is 70000.

Figs. [ - [f] display the training results of the data-driven intermediate-bright RWs
S(z,t) and L(z,t) based on the improved PINN related to the initial boundary value
problem and of the YO system . The left panels of Fig. || depict vari-
ous dynamic density plots with corresponding amplitude scale size on the right side and
sectional drawing at different moments, in which the panel (a) corresponds to short-wave
intermediate RW S(x,t) and panel (c¢) corresponds to the long-wave bright RW L(x,t) for
the YO system . As we can see from the right panels in Fig. the 3D plots with
contour map on three planes for the intermediate-bright RWs are shown in Fig. (b) and
Fig. (d) respectively. Apparently, from Fig. |4} one can see that the maximum amplitudes
of short wave RW and long wave RW are lower than those of the two RWs in Fig. [2| Fig.
showcases curve plots of the loss function after 20000 Adam optimization iterations and
50000 L-BFGS optimization iterations in improved PINN framework. Different from the
curve plots of the loss function in Figs. [3 the loss function curves of Adam optimization
for the intermediate-bright RWs descend steadily. However, in the process of optimizing
the loss function using the L-BFGS optimizer, the loss function curve descends faster after
about 20000 iterations, which is different from Fig.

3.3 The data-driven dark-bright RWs

As we all know, it is extremely difficult to observe and capture the generation and evo-
lution of dark RW in physical experiments. Therefore, we consider utilize the computer-
dependent deep learning method to recover the dark RW of short wave |.S| by means of the
initial boundary value conditions. Similarly, considering the initial condition and Dirich-
let boundary condition of the YO system to obtain the dark-bright RWs by using the
9-layer improved PINN with 40 neurons per layer, the [X, X1] and [Ty, T1] in Eq.
are taken as [—5.0,5.0] and [—3.0,3.0], respectively. We immediately obtain the initial
value conditions

S%(x) = Sqrw(z, —3.0), LY(2) = Lirws(x, —3.0), 2 € [-5.0,5.0], (3.9)
and the Dirichlet boundary conditions

S (1) = Sarw(—5.0,t), L (t) = L3 (=5.0,1), t € [-3.0,3.0],

. o (3.10)
S () = Sarw (5.0, ), L™ () = Liyws(5.0,1), t € [~3.0,3.0].

Similarly, discretizing exact dark-bright RWs Sy and Ly,w3 with the aid of the tra-
ditional finite difference scheme on even grids in Matlab, then we obtain the original
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Figure 4: (Color online) The data-driven intermediate-bright RWs S(z,t) and L(x,t)
arising from the improved PINN with parameter regularization of hyper-parameter a =
0.0001 by randomly choosing N, = 2000 initial and boundary points which have been
shown by using mediumorchid “x” in learned dynamics , as well as Ny = 30000 collocation
points in the corresponding spatiotemporal region: (a) and (c) The exact, learned and error
dynamics density plots with five distinct tested times t = —2.00, —1.00, 0.00, 1.00 and 2.00
(darkturquoise dashed lines), as well as sectional drawings which contain the learned and
explicit intermediate-bright RWs at the aforementioned five distinct times; (b) and (d)
The 3D plot with contour map for the data-driven intermediate-bright RWs.
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Figure 5: (Color online) The loss function curve figures of the intermediate-bright RWs
S(z,t) and L(z,t) arising from the improved PINN with the 20000 steps Adam and 50000
steps L-BFGS optimizations: (a) The loss function curve for the 20000 Adam optimization
iterations; (b) The loss function curve for the 50000 L-BFGS optimization iterations.
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training data which contains initial data and boundary data by separately di-
viding the spatial region [—5.0, 5.0] into 2000 points and the temporal region [—3.0, 3.0] into
1000 points. Then, one can yield a smaller training dataset that contains partial initial-
boundary data by randomly extracting N, = 2000 initial-boundary value data points from
original dataset and Ny = 30000 collocation points which are produced by the LHS. After
that, the latent dark-bright RWs S(z,t) and L(x,t) have been successfully learned by
tuning all learnable parameters of the improved PINN, and the network achieved relative
Ly error of 1.964839¢-03 for the dark RW S(z,t) and relative Ly error of 1.692152e-02 for
the bright RW L(z,t), and the total number of iterations is 70000.

Figs. [6] - [7] provide the training results arising from the improved PINN for the data-
driven dark-bright RWs S(z,t) and L(x,t) of the YO system with the initial boundary
value problem and . In the left panels of Fig. |§|, the exact, learned and error
dynamics density plots with corresponding amplitude scale size on the right side have
been exhibited, it is worth mentioning that the IV, = 2000 training data points involved in
the initial-boundary condition are marked by mediumorchid symbol “ x ” in the learned
density plots both in (a) and (c) of Fig. [ Meanwhile, the sectional drawings which
include the learned and exact dark-bright RWs have been shown at the five distinct times
pointed out in the exact, learned and error dynamics density plots by using darkturquoise
dashed lines in the bottom panels of (a) and (c). The right panels of Fig. |§| display the
three-dimensional plots with contour map on three planes for the predicted dark-bright
RWs S(z,t) and L(x,t) based on the improved PINN. Fig. 7| exhibits the loss function
curve figures of the dark-bright RWs S(z,t) and L(x,t) arising from the improved PINN
with the 20000 steps Adam and 50000 steps L-BFGS optimizations on the loss function
Z(0©). We are surprised to find that the generation and evolution process for dark RW of
short wave in a certain spatiotemporal interval can be accurately recovered through the
deep learning method, which will provide more opportunities for many physical experiment
designs involving dark RW.

In addition, a large number of experimental data show that the training error of
improved PINN with parameter regularization (o = 0.0001) is smaller than that of PINN
without parameter regularization (o« = 0). Tab. [2| gives the relative Ly norm errors of
three different types of RWs with and without parameter regularization. From Tab. [2]
once the hyper-parameter « is small enough, one can see that the training error of the
improved PINN model with parameter regularization is mostly lower than that of the
PINN model without parameter regularization.

Table 2: Relative Ly errors of three different RW types in diverse PINN types
RW Types

PINN Types Bright-bright RWs | Intermediate-bright RWs Dark-bright RWs

S(x,1): 7.566667e-04 | S(z,t): 1.975757e-03 | S(x,t): 1.788549e-03
L(z,t): 2.414187e-03 |  L(x,t): 8.500360e-03 | L(z,t): 1.286998e-02
S(x,1): 4.968430c-04 | S(z,t): 1.168852¢-03 | S(x,1): 1.964839¢-03
L(z,t): 1.763312e-03 |  L(x,t): 6.766132e-03 | L(x,t): 1.692152e-02

Hyper-parameter o = 0

Hyper-parameter o = 0.0001
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Figure 6: (Color online) The data-driven dark-bright RWs S(x,t) and L(x,t) arising from
the improved PINN with parameter regularization of hyper-parameter a = 0.0001 by
randomly choosing N, = 2000 initial and boundary points which have been shown by
using mediumorchid “ x ” in learned dynamics , as well as Ny = 30000 collocation points
in the corresponding spatiotemporal region: (a) and (c¢) The exact, learned and error
dynamics density plots with five distinct tested times t = —2.00, —1.00, 0.00, 1.00 and 2.00
(darkturquoise dashed lines), as well as sectional drawings which contain the learned and
explicit dark-bright RWs at the aforementioned five distinct times; (b) and (d) The 3D
plot with contour map for the data-driven dark-bright RWs.
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Figure 7: (Color online) The loss function curve figures of the dark-bright RWs S(z,t)
and L(zx,t) arising from the improved PINN with the 20000 steps Adam and 50000 steps
L-BFGS optimizations: (a) The loss function curve for the 20000 Adam optimization
iterations; (b) The loss function curve for the 50000 L-BFGS optimization iterations.
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4 The inverse problem of the YO system

In this section, we focus on the inverse problem of the YO system, that is parameters
discovery problem for a data-driven YO system model by utilizing small training
data set. In this situation, unknown parameters A; and Ao are learned by introducing
L? norm regularization into 9-layer improved PINN with 40 neurons per layer, and the
physics-informed parts Eq. of the improved PINN for YO sysem become the
following formula

fu = —v+ Mugg +ul,  fu:=u + Mgy + 0L, fr = Ly — A2 (2uuy + 2vv,).  (4.1)

In order to learn the unknown parameters A1 and \s in Eq. with the aid of the
improved PINN with neuron-wise locally adaptive activation functions and parametric
regularization term of different trade-off coefficients, and considering the initial conditions
and Dirichlet boundary conditions of Eq. arising from the bright-bright RWs ,
here we set the spatiotemporal region (z,t) € [—5,5] x [-0.5,0.5]. Thus the corresponding
initial conditions can be written as belows

S0(x) = Sprw(z, —0.5), LY(2) = Liypw1(x, —0.5), 2 € [=5.0,5.0], (4.2)
and the Dirichlet boundary conditions

S®(t) = Sprw(—5.0,1), L®(t) = Liyrw1(—5.0,t), t € [-0.5,0.5],

(4.3)
S (1) = Spi(5.0,1), L' (t) = L1 (5.0, 1), t € [—0.5,0.5].

Here, we employ the same data discretization method in section 3, and produce the
training data which consists of initial data and boundary data by dividing
the spatial region [—5.0,5.0] into 2000 points and temporal region [—0.5,0.5] into 1000
points. Then we obtain a smaller training dataset that containing initial-boundary data
by randomly extracting N, = 2000 initial boundary value data points from original dataset
and Ny = 30000 collocation points which are generated by the LHS method. After giving
the training dataset, the latent data-driven unknown parameters A; and Ay have been
successfully predicted by tuning all learnable parameters of the improved PINN with
20000 Adam iterations and different number of L-BFGS iterations to regulate the loss
function . ((:)) The unknown parameters \; and Ay are initialized to A\{ = Ay = 0. the
relative error of unknown parameters is defined as RE = (|Ax — Ax|/Ac) x 100% (k = 1,2)
with the predicted value M. and true value \.. All noise interference in this part is added
to the randomly chosen small data set, the details are as shown below

Data_train =Data_train + noise x np.std(Data_train) x np.random.randn

(Data_train.shapel0], Data_train.shape[l]),

where Data_train and noise represent a small randomly chosen training data set and
the noise intensity, respectively. The np.std(-) returns the standard deviation of an ar-
ray element, and np.random.randn(-,-) returns a set of samples with a standard normal
distribution.

Next we analyze the training result of the NN from different perspectives, such as the
size of hyper-parameters «, intensity of noise and relative error of prediction parameters.
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In order to more directly verify the effect of improved PINN with parameter regularization,
we first showcase the training effect of PINN without parameter regularization (namely
a = 0) in Fig. In the absence of a parametric regularization strategy, (a) and (b) of
Fig. [§] describe the numerical variation curves of unknown parameters A\; and Ao during
iteration, one can find that A\; increases from 0 to more than 0.3 during the previous
20000 Adam optimizations, while Ay hardly increases significantly in the aforementioned
iterations. Instead, A; increases slowly to about 0.5 in the later L-BFGS optimization
process, while Ao increases sharply to about 1.0 in this iterative process. The panel (c)
of Fig. [§] indicates that the greater the noise intensity, the more intense the fluctuation
of the loss function curve in the first 20000 Adam optimization processes, and the larger
the overall value of the loss function in the later L-BFGS optimization processes. Fig. [§]
(d) shows that the relative error of A2 is more sensitive to the change of noise intensity
than that of A;. Under four different noise intensity environments, one can observe that
the overall relative error of g is greater than that of A\; from Fig. [§] (d), this is because
there are two physical constraints related to A, while there is only one physical constraint
related to Ao in the physics-informed parts of PINN.
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Figure 8: (Color online) The parameter discover arising from the PINN without parameter
regularization (« = 0): (a)-(b) the variation of unknown coefficients A\; and A2 with
different noise intensity; (c) the variation of loss function with different noise intensity;
(d) unknown coefficients A1 and Mg error variation under different interference noise.

Next, we impose the parametric regularization strategy with penalty coefficient a =
0.0001 to the improved PINN, the corresponding training results are shown in Fig. [0
Due to the introduction of parameter regularization, the load of loss function will increase,
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thus the number of iterations will be greater than that in the PINN without parameter
regularization strategy in some cases, but the maximum number of iterations is artificially
set to 70000 (including 2000 Adam optimizer iterations and 50000 L-BFGS optimizer
iterations). Fig. [0 (a)-(b) show the variation curves of unknown parameters A; and Ao
in the iterative process under different noise intensity conditions, in which both figures
indicate that there is little difference between the final learning results of parameters A;
and A2 to be learned in the case of noise and no noise. Interestingly, panel (b) of Fig.
[9] demonstrates that the value of Ay learned with 2% noise intensity is closer to the real
value than that learned without noise case. Different from Fig. [§] (c), the Fig. [9 (c)
shows that the relationship between the fluctuation degree of the loss function curve and
the noise intensity is not obvious. Fig. |§| (d) indicates that in improved PINN with
parameter regularization, the relative error of parameter training results is the smallest
when the noise intensity is 2%, which further reveals that improved PINN with parameter
regularization strategy has the ability to suppress data noise interference.

0.5 ———

0.4 0.8 4

0.3 /—' 0.6

0.4 4

swze(Ar)
size(A2)

1.00 47 B
0.95

0.2 0.498 e/

0.505 o

.
0.500 66000
014 oW -
0.495 -

T T T
0.04 30000 35000 40000 45000

T
68000

m— A1 (@=0.0001,n0ise=3%

T T
0 10000

T T T T
20000 30000 40000 50000

iterations

T T
60000 70000

0.2 4

0.0 4

T T T
30000 40000 50000 60000 70000

A2 (a=0.0001,noise=0%)
Az2(a=0.0001,nois
Az2(a=0.0001,nois
A2 (@=0.0001,noise=3%

——

T T T T T T T T
0 10000 20000 30000 40000 50000 60000 70000
iterations

(a) (b)
] 2.25 4 =@ A1(a=0.0001) A
= A2 (=0.0001) 4
2.00 o ,/
10% 4 ya
1.75 4 /
4
10" 1.50 ’A\ /
- ,/’ N ’/
2 S - ~
Z 100 o = 1254 P ~ /
2 5 PR < /
g - ~ 4
100 & ~ /
107! o N /
4000 15000 . \Y
0.75 4 »
1072 4 Pt .. - _ P
0.50 o /4/' ‘~. L
10-3 4 N S~
0.25 4 s
T T T T T T T T T T T T
0 10000 20000 30000 40000 50000  GOOOO 70000 0 1 2 3
iterations noise(%)
(c) (d)

Figure 9: (Color online) The parameter discover arising from the improved PINN with
parameter regularization (o = 0.0001): (a)-(b) the variation of unknown coefficients A\
and A\ with different noise intensity; (c) the variation of loss function with different noise
intensity; (d) unknown coefficients A\; and A2 error variation under different interference
noise.

Furthermore, we expand the weight coefficient of parameter regularization by one
order of magnitude, namely a = 0.001. Fig. displays the dynamic behavior similar to
that the case of @ = 0.0001 in Fig. [9] except that when the noise intensity is 1%, the
relative training error of parameters to be learned is smaller than that in the other three
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noise intensity cases. As can be seen from Fig. (10| (a) - (b), when the noise intensity is 3%,
the NN completes the training fastest, but the number of iterations is also greater than
66000. However, when the noise intensity is 2% in Fig. [9| (a) - (b), the NN completes the
training fastest, and the number of iterations is less than 40000. This means that whether
from the perspective of iteration times or parameter error, the NN performs best when
the regularization weight coefficient is @ = 0.0001, which is why we utilize the improved
PINN with a = 0.0001 parametric regularization in the section 3.

In order to further understand the influence of parameter regularization with larger
weight ratio on improved PINN, we again expand the weight coefficient by one order of
magnitude, now a = 0.01, then obtain the corresponding inverse problem training results
of YO system in Fig. Fig. (a)-(b) showcase the parameters discovery curves of
A1 and A9, where panel (b) indicates that there is a large gap between the training value
and the actual value of A\ when the noise intensities are 1% and 2%, and combined with
panel (d) of Fig. one can observe that the relative error of Ay is very large at this
time. Although the prediction values with 3% noise for the unknown parameters are close
to the training results without noise, it is quite different from the real parameter values,
we also notice the relative error of Ao has exceeded 5% from Fig. (d). This also means
that the larger the trade-off coefficient is not always better. As shown in Fig. once it
is expanded to a certain extent, the training effect is not ideal. Therefore, the selection
of the value for the trade-off coefficient is very important for the parameter regularization
strategy.

So to summarise, this section mainly describes the results and corresponding analysis
when the improved PINN model use parameter regularization technology with different
weight ratio to study the inverse problem of YO system. One can also find that when using
the parameter regularization strategy with appropriate weight coefficients a (generally, «
should not be too large), the training effect of parameter discovery is much better than
that without parameter regularization strategy, especially after adding noise interference
to the training data. In fact, these specific training results in this section further confirm
the detailed analysis of parameter regularization weight coefficient « in section 2.4. This
shows that improved PINN with L? norm parameter regularization can not only reduce
the Ly norm error of the prediction solutions in the forward problem, but also accurately
learn the unknown parameters by using the training data with noise interference in the
inverse problem. Finally, we provide a training results of Figs [§] - [I] in following Tab. [3

5 Conclusions

From many of our previous work [31}32,46], we realize that by introducing scalable hyper-
parameters into the activation function, the PINN with locally adaptive activation func-
tions employed to simulate localized waves of nonlinear integrable systems not only speed
up the convergence of loss function, but also improves better accuracy and network per-
formance. However, during the process of studying the inverse problem of YO system, we
find that the PINN method with only neuron-wise locally adaptive activation functions
has good training effect by means of clean data, but the network displays poor parameters
learning capacity in the case of data training with noise interference. Therefore, consid-
ering that L? norm parameter regularization can drive the weights closer to origin and
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Figure 10: (Color online) The parameter discover arising from the improved PINN with
parameter regularization (a« = 0.001): (a)-(b) the variation of unknown coefficients A\;
and A\ with different noise intensity; (c) the variation of loss function with different noise
intensity; (d) unknown coefficients A\; and Ay error variation under different interference

noise.

Table 3: Comparison of correct YO system and identified YO system obtained by means
of the PINN with different noise intensities and diverse weight hyper-parameters a.

hyper-parameters

YO system

a=0

a = 0.0001

a = 0.001

a=0.01

Correct YO system

iS; 4+ 0.58: + SL=0
L —(1S1*). =0
Ap error: 0%
A2 error: 0%

iS; 4+ 0.584: + SL =0
iL = (IS"). =0
A1 error: 0%
Az error: 0%

iS; +0.58z + SL=0
iLy = (|8%)e =0
A1 error: 0%
Az error: 0%

iS¢+ 0.55: + SL =0
il = (ISP, =0
Ay error: 0%
Ay error: 0%

Identified YO system (clean data)

iSy + 0.496981S5,, + SL =0
iLy — 0.940780(|S|?), = 0
A1 error: 0.603867%
A2 error: 5.922013%

iS¢ + 0.498461S,, + SL =0
iL; — 0.990150(|S|?), = 0
A1 error: 0.307775%
Az error: 0.984997%

iS¢ 4+ 0.497624S,, + SL =0
iL; — 0.978666(]S[?), = 0
A1 error: 0.475115%
Ay error: 2.133435%

iS¢ +0.493709S,, + SL =0
il — 0.941199(]S|?), = 0
A1 error: 1.258254%
Ao error: 5.880136%

Identified YO system (1% noise)

iSy + 0.487918S,, + SL =0
iLy — 0.793893(|S|%), = 0
A1 error: 2.416390%
A2 error: 20.610661%

iS; + 0.496775S,, + SL =0
iLy — 0.983750(|S[?), = 0
A1 error: 0.645000%
Az error: 1.625025%

iS¢ 4+ 0.5005315,, + SL =0
iLy — 0.990297(|S]%), = 0
A1 error: 0.106263%
Ay error: 0.970280%

Sy + 0.429766S,, + SL =0
iLy — 0.473574(]S|?), = 0
A1 error: 14.046884%
Ay error: 52.642570%

Identified YO system (2% noise)

iS; +0.4929218,, + SL =0
iLy — 0.871463(|S|%), = 0
A error: 1.415741%
Ao error: 12.853670%

iS; +0.501098S,, + SL =0
iLy —1.007344(|S[?), = 0
Ay error: 0.219584%
Ao error: 0.734389%

iS; 4 0.4985225,, + SL =0
iLy — 0.988062(|S|?), = 0
Ay error: 0.295609%
Ay error: 1.193810%

iS; +0.417833S,, + SL=0
iLy — 0.335997(]S|?), = 0
Ay error: 16.433418%
Ay error: 66.400314%

Identified YO system (3% noise)

iS; + 04877335, + SL =0
il — 0.909239(]S)?), = 0
A1 error: 2.453375%
g error: 9.076095%

iS; +0.496592S,, + SL =0
iLy — 0.977557(|S[?), = 0
A error: 0.681674%
Ao error: 2.244323%

1S, + 0.4959395,, + SL = 0
ily — 0.982388(|S|?), = 0
Ay error: 0.812221%

A error: 1.761216%

iS; + 04912945, + SL =0
iLy — 0.922920(|S)?), = 0
Ay error: 1.741284%
A error: 7.707989%
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Figure 11: (Color online) The parameter discover arising from the improved PINN with
parameter regularization (o = 0.01): (a)-(b) the variation of unknown coefficients A; and
Ao with different noise intensity; (c) the variation of loss function with different noise
intensity; (d) unknown coefficients A\; and Ay error variation under different interference
noise.
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reduce the influence of large weight on the network, it can enhance the performance of NN
when learning unknown parameters via training data with noisy, so we further improve
the deep PINN algorithm by introducing L? norm regularization into the PINN method
with neuron-wise locally adaptive activation functions. In this paper, the data-driven
forward-inverse problems of YO system are showcased by means of the improved PINN
with locally adaptive activation functions and parameter regularization strategy. For the
data-driven forward problems of YO system, we find that improved PINN can well re-
veal three different forms of RWs via three distinct initial-boundary value data, including
bright RW, intermediate RW and dark RW from the perspective of short wave. Surpris-
ingly, the relative Lo norm errors of RWs for YO system simulated arising from improved
PINN model are smaller after introducing L? norm parameter regularization technique
into PINN, although the effect is not obvious in some training results, as shown in Tab.
However, during the further research of the inverse problem for YO system, we find that
the data-driven unknown parameters trained by improved PINN with L? norm parameter
regularization are more accurate than those trained by means of the PINN without pa-
rameter regularization. Compared with the general PINN model with only neuron-wise
locally adaptive activation functions, the improved PINN with parameter regularization
shows excellent noise immunity in the inverse problem of YO system.

Since the parameter regularization strategy is a very direct and efficient approach to
improve the performance of NNs, and the introduction of L? norm regularization strategy
in deep learning is a very mature and commonly used means. Naturally, we successfully
applied this technology to PINN algorithm and found that it has a positive effect in the
forward problem of YO system, and achieves an amazing effect in the parameter discovery
process of inverse problem in this paper. Except for L? norm parameter regularization,
there are other parameter regularization strategies, such as L' norm parameter regular-
ization. In comparison to L? regularization, L' regularization results in a solution that
is more sparse, here sparsity in this context refers to the fact that some parameters have
an optimal value of zero. The L? regularization does not cause the parameters to become
sparse, while L' regularization may do so for large enough «. Indeed, we also introduce L'
norm parameter regularization strategy into PINN model to investigate forward-inverse
problems of YO system, but we find that the simulation effect is not ideal, so how to
better combine L' parameter regularization technology with PINN to deal with the var-
ious data-driven problems of nonlinear systems needs further research. Of course, there
are other parameter regularization methods, but how to properly introduce these regular-
ization methods into deep learning methods to solve the problem at hand is an eternal
topic. We anticipate that our work will impact significantly on the design of deep learning
experiments for various nonlinear systems and may open new research opportunities for
integrable deep learning.
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