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Abstract

This paper systematically explains how to apply the invariant subspace method

using variable transformation for finding the exact solutions of the (k+1)-dimensional

nonlinear time-fractional PDEs in detail. More precisely, we have shown how to

transform the given (k+1)-dimensional nonlinear time-fractional PDEs into (1+1)-

dimensional nonlinear time-fractional PDEs using the variable transformation pro-

cedure. Also, we explain how to derive the exact solutions for the reduced equations

using the invariant subspace method. Additionally, in this careful and systematic

study, we will investigate how to find the various types of exact solutions of the

(3+1)-dimensional nonlinear time-fractional convection-diffusion-reaction equation

along with appropriate initial and boundary conditions for the first time. More-

over, the obtained exact solutions of the equation as mentioned above can be written

in terms of polynomial, exponential, trigonometric, hyperbolic, and Mittag-Leffler

functions. Finally, the discussed method is extended for the (k+1)-dimensional non-

linear time-fractional PDEs with several linear time delays, and the exact solution of

the (3+1)-dimensional nonlinear time-fractional delay convection-diffusion-reaction

equation is derived.

Keywords: Initial-boundary value problems, Time-fractional diffusion-convection-reaction

equations, Nonlinear time-fractional PDEs, Exact solutions, Invariant subspace method,

Mittag-Leffler functions
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1 Introduction

The theory and applications of fractional differential equations (FDEs) have gained much

interest and importance both from the physical and mathematical points of view during

the past few decades due to the exact description of diverse anomalous phenomena in

science and engineering [1–8]. Derivatives of non-integer order (fractional-order) have

been successfully used to describe the memory effect in complex systems because non-

integer order derivatives depend on all the past values of the relevant function and not

only on the immediate past. Hence, non-integer order models have been effectively used

to investigate the anomalous behavior of systems. The relevant phenomena can be cat-

egorized by power-law long-term memory, fractal properties, and long-range interactions

[4, 7, 8]. Also, note that the non-integer order derivatives have a set of non-standard

(unusual) properties such as violation of the standard form of the chain rule, Leibniz

rule, and semi-group property, which are essential fundamental properties of non-integer

order derivatives that allow us to add a memory effect in complex systems [4, 7–9]. Due

to the unusual properties of non-integer order derivatives, finding the exact solutions of

the non-integer order nonlinear PDEs is very complicated.

In the literature, there are no well-defined analytical methods for finding the exact

solutions of non-integer order nonlinear PDEs due to the above-mentioned reasons. So,

constructing the exact solutions for such non-integer order nonlinear PDEs is a challeng-

ing and difficult task. Finding the exact solutions to nonlinear non-integer order PDE

is important, which can help us to analyze and predict the qualitative and quantitative

properties of complex systems. Many researchers in recent years have made remarkable

contributions to the construction of solutions to nonlinear FDEs by developing analytical

and numerical methods such as the differential transform method [21], Adomian decom-

position method [19, 20], Lie symmetry analysis [11–13, 22–29], new hybrid method [30],

invariant subspace method [29, 31–40, 42–44, 50, 51, 65–67], variable separation method

[59, 60] and so on.

Recent discussions show that due to the unusual properties of fractional derivatives,

the invariant subspace method is a very effective and powerful analytical method to find

the exact solutions for nonlinear fractional PDEs. The detailed study of the invariant

subspace method was initially provided by Galaktionov and Svirshchevskii [41] for deriv-

ing the exact solutions of the integer-order nonlinear evolution PDEs, which is commonly

known as the generalized separation of the variable method. Since then, this method

has been further studied by Ma and many others [45–49, 62–64] for scalar and coupled

nonlinear PDEs. In recent days, Gazizov and Kasatkin [36], and others [29, 32–35, 37–

40, 50] have extended this method for finding the exact solutions of fractional scalar and
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coupled nonlinear higher-dimensional PDEs.

It is well-known that the following types of general separable and functional separable

solutions are available for the (1 + 1)-dimensional nonlinear PDEs [61] as

(i) u(x, t) =
n∑
r=1

ϕr(t)ψr(x) and

(ii) u(x, t) = U(z), z =
n∑
r=1

ϕr(t)ψr(x),

where the functions ϕr(t) and ψr(x) are to be determined which depend on the considered

equation. The above solutions (i) and (ii) can be derived from the generalized separable

method and functional separable method, respectively.

Due to the unusual properties of non-integer order derivatives, the functional separable

solution (ii) is impossible for the (1 + 1)-dimensional nonlinear time-fractional PDEs

because of the time derivative involving the fractional order. However, the generalized

separable solution (i) is possible for the (1+1)-dimensional nonlinear time-fractional PDEs

for which the above type of solutions can be derived from the invariant subspace method.

In [49], Zhu and Qu have studied the exact solutions of the two-dimensional nonlinear

evolution equations using the invariant subspace method. In 2021, Abdel Kader et al.

[44] have derived the exact solutions of the (2 + 1)-dimensional nonlinear time-fractional

variable coefficient biological population model using the invariant subspace method along

with the variable transformation. In the same year, Prakash et al. [50] investigated the

exact solutions for the (2+1)-dimensional nonlinear time-fractional PDEs using the direct

approach of the invariant subspace method without any variable transformation. Very

recently, Prakash et al. [51] generalized the theory of the invariant subspace method for

the (k + 1)-dimensional nonlinear time-fractional PDEs. From this, we can expect the

exact solution of the form

u(x1, . . . , xk, t) =
∑

i1,i2,...,ik

ψi1,i2,...,ik(t)

(
k∏
r=1

ϕrir(xr)

)
, ir = 1, 2, . . . , nr, r = 1, 2, . . . , k,

(1.1)

where the functions ψi1,i2,...,ik(t) and ϕrir(xr) are to be determined which depend on the

considered equation. The main aim of this work is to apply the invariant subspace method

associated with variable transformation for finding the following type of exact solution of

the (k + 1)-dimensional nonlinear time-fractional PDE as

u(x1, x2, . . . , xk, t) =
n∑
r=1

Fr(t)Gr(z), z = λ1x1 + λ2x2 + · · ·+ λkxk, (1.2)

where λi ∈ R, i = 1, 2, . . . , k, and the functions Fr(t) and Gr(z) are unknown and have

to be determined which depend on the considered equation.
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The most popularly studied model is the anomalous diffusion-wave equation [11, 12]

generated with time-fractional derivative, which can be read as follows,

∂αu

∂tα
= A

∂2u

∂x2
, α ∈ (0, 2]. (1.3)

We wish to point out that the above equation (1.3) represents both parabolic and hy-

perbolic type processes simultaneously since it models the classical wave equation when

α = 2 and diffusion (heat) equation when α = 1. In addition, we note that equation

(1.3) describes the process of anomalous sub-diffusion if 0 < α < 1 and super-diffusion

when 1 < α < 2. The super-diffusion phenomenon studies intermediate properties be-

tween wave and diffusion behaviors of the system. An ample amount of research has

been devoted to studying the popular class of convection-diffusion-reaction equations,

which appear in all major areas like fluid dynamics, biological population, mathematical

finance, ecology, the study of oceanic waves, etc. Researchers have investigated nonlinear

convection-diffusion-reaction equations through qualitative, quantitative, and asymptotic

methods. In the literature, Cherniha et al. [13] have discussed the (n + 1)-dimensional

generalized convection-diffusion-reaction equation

∂u

∂t
= 5 · (F (u)5 u) +K(u) · 5u+R(u), (1.4)

where u = u(x1, . . . , xn, t),5 =

(
∂

∂x1
, . . . ,

∂

∂xn

)
, t > 0, xr ∈ R, r = 1, 2, . . . , n, and

the function F (u) > 0 denotes the diffusivity, the vector K(u) = (K1(u), . . . , Kn(u))

represents the convective transport of the medium which typically means the velocity and

R(u) is the reaction term. Also, they have studied the Lie symmetries of the equation

(1.4) with n = 2. In 1983, Dorodnitsyn et al. [14] have investigated the (n+1)-dimensional

generalized diffusion-reaction equation

∂u

∂t
=

n∑
r=1

∂

∂xr

[
Fr(u)

(
∂u

∂xr

)]
+R(u), Fr(u) > 0, r = 1, . . . , n, (1.5)

where u = u(x1, . . . , xn, t), xr ∈ R, t > 0 and the functions Fr(u), r = 1, . . . , n, and

R(u) describe the diffusivity and kinetics of the processes, respectively. For n = 2 and

n = 3, they have presented the group properties of the equation (1.5). Also, we note

that Polyanin and Zaitsev [15] have derived various types of exact solutions for the above

equation (1.5) with n = 3 using separation of the variable method with various transfor-

mations.

In the present study, we consider the most general form of the (3 + 1)-dimensional non-

linear time-fractional convection-diffusion-reaction (CDR) equation in the form

∂αu

∂tα
=

3∑
r=1

∂

∂xr

(
Fr(u)

∂u

∂xr

)
+

3∑
r=1

Kr(u)
∂u

∂xr
+R(u), α ∈ (0, 2] (1.6)
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defined on the spatially bounded domain, Ω × [0,∞) ⊂ R4 along with the appropriate

initial and boundary conditions

u(x1, x2, x3, 0) = ξ(x1, x2, x3), α ∈ (0, 1], (1.7)

u(x1, x2, x3, 0) = ξ(x1, x2, x3) &
∂u

∂t

∣∣
t=0

= η(x1, x2, x3), α ∈ (1, 2], (1.8)

and

u(x1, x2, x3, t)
∣∣∣ 3∑
i=1

λixi=0
=

{
δ1(t), ifα ∈ (0, 1],

δ2(t), ifα ∈ (1, 2],

&u(x1, x2, x3, t)
∣∣∣ 3∑
i=1

λixi=l
=

{
δ3(t), ifα ∈ (0, 1],

δ4(t), ifα ∈ (1, 2],

(1.9)

where the fractional derivative of order α > 0 denoted by
∂α(·)
∂tα

which is taken in the

Caputo sense and defined [1–3] as

∂αu

∂tα
=


1

Γ(p− α)

t∫
0

∂pu(x1, x2, x3, τ)

∂τ p
(t− τ)p−α−1dτ, p− 1 < α < p, p ∈ N;

∂pu

∂tp
, α = p ∈ N;

(1.10)

and Ω =
{

(x1, x2, x3) ∈ R3
∣∣0 ≤ 3∑

r=1

λrxr ≤ l, xr, λr, l ∈ R, r = 1, 2, 3
}
, the functions

Fr(u), Kr(u) and R(u) represent diffusion process, convection process and reaction kinet-

ics of the physical system under consideration, respectively for u = u(x1, x2, x3, t), t > 0

and the functions δ1(t), δ3(t) ∈ C1([0,∞)), while δ2(t), δ4(t) ∈ C2([0,∞)). Recently,

Prakash et al. [51] have discussed the exact solutions for the initial value problems

of (1.6) with R(u) = 0 through direct approach of the invariant subspace method with-

out any variable transformation. Here we wish to point out that when α ∈ (1, 2], the

above equation (1.6) is known as the time-fractional convection-diffusion-reaction (CDR)

wave equation, which helps to study the intermediate process between diffusion and wave

phenomena simultaneously.

We believe that to the best of our knowledge, no one has discussed the invariant subspace

method associated with the variable transformation for deriving the exact solutions of the

initial and boundary value problems of the given equation (1.6). In this work, one of our

aims is to find the various dimensional invariant subspaces for the given equation (1.6)

through the invariant subspace method associated with variable transformation. Using

the invariant subspaces obtained, our second aim is to derive the following type of exact

solutions for the initial and boundary value problems of the equation (1.6):

u(x1, x2, x3, t) =
n∑
r=1

Fr(t)Gr(λ1x1 + λ2x2 + λ3x3), λi ∈ R, i = 1, 2, 3. (1.11)
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The paper is structured as follows: Section 2 describes how to apply the invariant subspace

method associated with variable transformation for the (k + 1)-dimensional nonlinear

time-fractional PDEs. Additionally, we provide a detailed study for constructing the

exact solutions using the invariant subspaces. In section 3, we provide the description

for the estimation of the invariant subspaces with different dimensions for the (3 + 1)-

dimensional nonlinear time-fractional CDR equation. Section 4 explains the derivation of

the exact solutions for the initial and boundary value problems of the (3+1)-dimensional

nonlinear time-fractional CDR equation using the invariant subspaces. In section 5,

the extension of the invariant subspace method associated with variable transformation

for the (k + 1)-dimensional nonlinear time-fractional PDEs with several time delays is

investigated, and also the exact solutions of the (3+1)-dimensional delay nonlinear time-

fractional CDR equation are derived. Then, in section 6, we provide a brief account of

the applications of the theory developed in the earlier sections. Finally, section 7 provides

a brief discussion and concluding remarks.

2 Invariant subspace method associated with (k+1)-

dimensional nonlinear time-fractional PDEs

In this section, we present how to find the invariant subspaces associated with the fol-

lowing (k + 1)-dimensional nonlinear time-fractional PDE

∂αu

∂tα
= F [u], α > 0, t ≥ 0, (2.1)

where F [u] is a sufficiently smooth m-th order nonlinear partial differential operator

involving k independent space variables such that

F [u] = F
(
x1, x2, . . . , xk, u, u

(1)
1 , . . . , u

(1)
k , u

(2)
11 , . . . , u

(2)
r1r2

, . . . , u(m)
r1r2···rm

)
. (2.2)

Here u = u(x1, x2, . . . , xk, t), u
(1)
r =

∂u

∂xr
, u

(2)
r1r2 =

∂2u

∂xr1∂xr2
, . . . , u

(m)
r1r2···rm =

∂mu

∂xr1∂xr2 · · · ∂xrm
,

xrs ∈ R, r, rs = 1, 2, . . . , k, s = 1, 2, . . . ,m, and k,m ∈ N.
Now, we look for particular solutions of the form

u(x1, x2, . . . , xk, t) = w(z, t), z = λ1x1 + λ2x2 + · · ·+ λkxk, (2.3)

where λr ∈ R, r = 1, 2, . . . , k, k ∈ N. Using the ansatz (2.3), along with the invari-

ant subspace method, the working procedure for finding exact solutions of (2.1) can be

summarized in the following steps:
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Step-1 : Using the ansatz (2.3), the given (k+ 1)-dimensional equation (2.1) reduces to the

following (1 + 1)-dimensional nonlinear time-fractional PDE,

∂αw

∂tα
= F T [w], α > 0, (2.4)

where F T [w] is the transformed ordinary differential operator given by

F T [w] = F T

(
z, w, w(1)

z , . . . , w(m)
z

)
, w(j)

z =
∂jw

∂zj
, j = 1, 2, . . . ,m. (2.5)

Step-2 : Apply the invariant subspace method to the above reduced (1 + 1)-dimensional

nonlinear time-fractional PDE (2.4) for finding the invariant subspaces.

Step-3 : Using the obtained invariant subspaces, the given (1 + 1)-dimensional nonlinear

time-fractional PDE (2.4) reduces to a system of fractional ODEs.

Step-4 : Next, one can apply the well-known analytical methods to the obtained system of

fractional ODEs. From this, we can look for particular form of the exact solution

as follows:

u(x1, x2, . . . , xk, t) = w(z, t) =
n∑
s=1

Cs(t)φs(z),

where z = λ1x1 + λ2x2 + · · ·+ λkxk, n ∈ N.

Now, using the invariant subspace method as introduced by Galaktionov and Svir-

shchevskii [41], let us explain how to find the invariant subspaces for the equation (2.4).

First, we consider the n-th order linear homogeneous ODE

dny

dzn
+ pn−1(z)

dn−1y

dzn−1
+ · · ·+ p0(z)y = 0, (2.6)

where the functions ps(z), s = 0, 1, 2, . . . , n−1, are continuous functions of z. Then there

exist n-linearly independent solutions for the above ODE (2.6), say φs(z), s = 1, 2, . . . , n.

Let Vn be the linear space spanned by the above-mentioned linearly independent func-

tions φs(z), s = 1, 2, ..., n, which can be simply written as

Vn = Span{φs(z)|s = 1, 2, . . . , n}. (2.7)

The above linear space (solution space) Vn is said to be invariant under the nonlinear

ordinary differential operator F T [w] given in (2.5) if w ∈ Vn implies F T [w] ∈ Vn. In

other words, we can write as follows:

w =
n∑
s=1

Csφs(z) implies that F T [w] =
n∑
s=1

Ωs(C1, C2, . . . , Cn)φs(z), (2.8)
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where Cs ∈ R, and the functions Ωs(C1, C2, . . . , Cn), s = 1, 2, . . . , n, denote the coefficient

of expansion with respect to the basis set {φs(z)|s = 1, 2, . . . , n}.
Additionally, we wish to point out that the linear space Vn given in (2.7) is invariant

under the nonlinear partial differential operator F [u] given in (2.2) if w ∈ Vn implies

F T [w] ∈ Vn. This means that if the transformed nonlinear ordinary differential operator

F T [w] admits the linear space Vn, then the linear space Vn is also invariant under the

given nonlinear partial differential operator F [u] and vice-versa.

The following theorem helps to find the maximal dimension of the linear space for the

given nonlinear differential operator (2.5).

Theorem 2.1. [41] If the n-dimensional linear (vector) space is invariant under the given

m-th order nonlinear ordinary differential operator FT [w] = FT

(
z, w, w

(1)
z , . . . , w

(m)
z

)
,

then n ≤ 2m+ 1.

More precisely, by the virtue of maximal dimension theorem 2.1, the possible dimen-

sions of linear space for the given m-th order nonlinear ordinary differential operator

F T [w] are 1, 2, . . . , 2m+ 1.

Now, we show how to find the exact solutions of the equation (2.1) using the invariant

subspace Vn for the given differential operator F T [w] that is discussed below.

Theorem 2.2. Let Vn = Span{φs(z)|s = 1, 2, . . . , n} be an n-dimensional linear space.

Suppose that Vn is invariant under the ordinary differential operator FT [w] given in (2.5).

Then the (1 + 1)-dimensional nonlinear time-fractional PDE

∂αw

∂tα
= FT [w], α > 0, (2.9)

admits an exact solution in the finite separable form

w(z, t) =
n∑
s=1

Cs(t)φs(z), (2.10)

if and only if the (k + 1)-dimensional nonlinear time-fractional PDE

∂αu

∂tα
= F[u], α > 0, (2.11)

admits an exact solution in the finite separable form

u(x1, x2, . . . , xk, t) = w(z, t) =
n∑
s=1

Cs(t)φs(λ1x1 + λ2x2 + · · ·+ λkxk), (2.12)

where z = λ1x1 +λ2x2 + · · ·+λkxk. Moreover, the functions Cs(t), s = 1, 2, . . . , n, satisfy

the following system of fractional ODEs

dαCs(t)

dtα
= Ωs(C1(t), C2(t), . . . , Cn(t)), s = 1, 2, . . . , n. (2.13)
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Next, we present a specific study for finding the invariant subspaces and exact so-

lutions of the (3 + 1)-dimensional generalized nonlinear time-fractional CDR equation

(1.6).

3 Invariant subspaces associated with (3+1)-dimensional

generalized nonlinear time-fractional CDR equa-

tion (1.6)

In this section, we present a detailed algorithmic study for finding the invariant subspaces

of the (3+1)-dimensional generalized nonlinear time-fractional CDR equation (1.6). Thus,

the nonlinear partial differential operator reads as follows:

F[u] =
3∑
r=1

∂

∂xr

(
Fr(u)

∂u

∂xr

)
+

3∑
r=1

Kr(u)
∂u

∂xr
+R(u). (3.1)

Now, using the ansatz (2.3) with k = 3, we can reduce the given partial differential oper-

ator (3.1) with three independent space variables into the ordinary differential operator

with one new independent space variable. Hence, we consider the particular solution of

the equation (1.6) as u(x1, x2, x3, t) = w(z, t), z = λ1x1 + λ2x2 + λ3x3. Thus, the given

(3 + 1)-dimensional generalized nonlinear time-fractional CDR equation (1.6) is trans-

formed into the (1 + 1)-dimensional generalized nonlinear time-fractional CDR equation

in the form

∂αw

∂tα
= F T [w] ≡ ∂

∂z

(
F (w)

∂w

∂z

)
+K(w)

∂w

∂z
+R(w), α ∈ (0, 2], (3.2)

and the corresponding initial and boundary conditions (1.7)-(1.9) can be considered as

follows,

w(z, 0) = ξ(z), α ∈ (0, 1], (3.3)

w(z, 0) = ξ(z) &
∂w

∂t

∣∣
t=0

= η(z), α ∈ (1, 2], (3.4)

and

w(z, t)
∣∣∣
z=0

=

{
δ1(t), ifα ∈ (0, 1],

δ2(t), ifα ∈ (1, 2],
& w(z, t)

∣∣∣
z=l

=

{
δ3(t), ifα ∈ (0, 1],

δ4(t), ifα ∈ (1, 2],
(3.5)

where the functions F (w) =
3∑
r=1

λ2rFr(w) and K(w) =
3∑
r=1

λrKr(w). Next, we present

a detailed algorithmic study for finding finite-dimensional invariant subspaces for the
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nonlinear differential operator F T [w] given in (3.2). Now, we introduce the n-dimensional

linear space

Vn = Span{φs(z)|s = 1, 2, . . . , n}, (3.6)

where the functions φs(z), s = 1, 2, . . . , n, are linearly independent solutions of the fol-

lowing ODE:

Dn[y] ≡
[
dn

dzn
+ pn−1(z)

dn−1

dzn−1
+ · · ·+ p0(z)

]
y = 0. (3.7)

Here the functions ps(z), s = 0, 1, 2, . . . , n−1, are continuous functions of z. The solution

space Vn is invariant under the following nonlinear differential operator

F T [w] =
∂

∂z

(
F (w)

∂w

∂z

)
+K(w)

∂w

∂z
+R(w), (3.8)

if F T [w] ∈ Vn for all w ∈ Vn. Thus, we get the following invariance conditions

Dn

[
F T [w]

]
≡

[
dn

dzn
+ pn−1(z)

dn−1

dzn−1
+ · · ·+ p0(z)

]
F T [w] = 0 (3.9)

whenever Dn[w] ≡
[
dn

dzn
+ pn−1(z)

dn−1

dzn−1
+ · · ·+ p0(z)

]
w = 0.

By the maximal dimension theorem 2.1, the possible dimensions of the linear space Vn

for the given differential operator F T [w] are n = 1, 2, 3, 4, 5, because dim(Vn) ≤ 5.

In order to determine the unknown functions Fr(w), Kr(w), R(w), r = 1, 2, 3, and

ps(z), s = 0, 1, 2, . . . , n − 1, and their corresponding invariant subspaces with different

dimensions, we substitute

dnw

dzn
= −

[
pn−1(z)

dn−1

dzn−1
+ · · ·+ p0(z)

]
w (3.10)

and the operator (3.8) into the equation (3.9), we obtain an over-determined system of

equations. Solving the obtained system, we obtain the differential operators with their

corresponding linear spaces.

Now, we present how to determine the two-dimensional invariant linear space with their

corresponding differential operators.

Theorem 3.1. Consider the two-dimensional linear space V2 defined as the solution

space of the second order linear homogeneous ODE

d2y

dz2
+ p1(z)

dy

dz
+ p0(z)y = 0, (3.11)

then there exists nonlinear differential operator FT [w] that preserves the linear space

defined by the ODE (3.11) when p1(z)p0(z) = 0.

The full description of the two-dimensional invariant linear spaces and their corresponding

differential operators FT [w] are listed in Table 1.
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Proof. Let V2 = Span{φ1(z), φ2(z)}. Thus, dim(Vn) = n = 2.

For n = 2, the invariance condition (3.9) can be read as follows:

D2

[
F T [w]

]
≡
[
d2

dz2
+ p1(z)

d

dz
+ p0(z)

]
F T [w] = 0, (3.12)

whenever
d2w

dz2
= −p1(z)

dw

dz
− p0(z)w.

Simplifying the above invariant condition (3.12) and equating the coefficients of wz, (wz)
2,

etc., independently equal to zero, we obtain the following system of equations:

D(3)(F (w)) = 0,−5D(2)(F (w))p1(z) + D(2)(K(w)) = 0,−6D(2)(F (w))p0(z)w−

D(F (w))

(
4
d

dz
p1(z) + 3p0(z)− 4p21(z)

)
− 2p1(z)D(K(w)) + D(2)(R(w)) = 0,

−D(F (w))

(
4w

d

dz
p0(z)− 7wp0(z)p1(z)

)
− 3wp0(z)D(K(w))− F (w)

(
2
d

dz
p0(z)

−2p1(z)
d

dz
p1(z) +

d2

dz2
p1(z)

)
−K(w)

d

dz
p1(z) = 0, 3D(F (w))w2p20(z)−K(w)w

d

dz
p0(z)

+ F (w)

(
−w d2

dz2
p0(z) + 2p0(z)w

d

dz
p1(z)

)
+ D(R(w))wp0(z) +R(w)p0(z) = 0,

(3.13)

where D(i)(·) denotes the i-th order total derivative of the corresponding functions, i =

1, 2, the functions F (w) =
3∑
r=1

λ2rFr(w), and K(w) =
3∑
r=1

λrKr(w). Substituting F (w) and

K(w) in (3.13), we obtain the following equations:

3∑
r=1

λ2rD
(3)Fr(w) = 0,−5

(
3∑
r=1

λ2rD
(2)Fr(w)

)
p1(z) +

3∑
r=1

λrD
(2)Kr(w) = 0,

−

(
3∑
r=1

λ2rDFr(w)

)(
4
d

dz
p1(z) + 3p0(z)− 4p21(z)

)
− 6

(
3∑
r=1

λ2rD
(2)Fr(w)

)
p0(z)w

+ D(2)(R(w))− 2p1(z)

(
3∑
r=1

λrDKr(w)

)
= 0,−

(
3∑
r=1

λ2rDFr(w)

)(
4w

d

dz
p0(z)

− 7wp0(z)p1(z)
)
− 3wp0(z)

(
3∑
r=1

λrDKr(w)

)
−

(
3∑
r=1

λrKr(w)

)
d

dz
p1(z)

−

(
3∑
r=1

λ2rFr(w)

)(
2
d

dz
p0(z)− 2p1(z)

d

dz
p1(z) +

d2

dz2
p1(z)

)
= 0, 3

(
3∑
r=1

λ2rDFr(w)

)
w2p20(z)

+

(
3∑
r=1

λ2rFr(w)

)(
− d2

dz2
p0(z) + 2p0(z)

d

dz
p1(z)

)
w −

(
3∑
r=1

λrKr(w)

)
w
d

dz
p0(z)

+ D(R(w))wp0(z) +R(w)p0(z) = 0,

(3.14)

where D(i)(·) denotes the i-th order total derivative of the corresponding functions, i =

1, 2. The above system (3.14) is not solvable in general. Thus we take either p1(z) =

11



0 or p0(z) = 0. Let us first consider the case p1(z) = 0. Thus, we obtain one two-

dimensional linear space V2 = Span{sin(
√
ρ0z), cos(

√
ρ0z)} with their corresponding

differential operator F T [w] = λ21
∂

∂z

(
( µ1w

2

3λ21ρ0
+ µ4)

∂w

∂z

)
+ λ1µ3

∂w

∂z
+ µ1w

3 + µ2w. Next,

we consider p0(z) = 0. In this case, we obtain the four different two-dimensional linear

spaces with their corresponding distinct differential operators F T [w]. For these two cases,

we have listed the obtained two-dimensional invariant subspaces with their corresponding

differential operators, in Table 1.

In a similar way, we can find the various other dimensional linear spaces with their

corresponding differential operators F T [w]. For example, we consider the dimensions of

linear spaces to be 1,3 and 4. For these cases, the obtained linear spaces with their

corresponding differential operators F T [w], are listed in Tables 2 and 3.

Additionally, we can consider the particular forms of Fr(w), Kr(w), r = 1, 2, 3, and R(w)

as given below:

F1(w) = β2w
2 + β1w + β0,

F2(w) = κ2w
2 + κ1w + κ0,

F3(w) = ζ2w
2 + ζ1w + ζ0,

K1(w) = f2w
2 + f1w + f0,

K2(w) = g2w
2 + g1w + g0,

K3(w) = h2w
2 + h1w + h0,

R(w) = r3w
3 + r2w

2 + r1w + r0,

(3.15)

where βi, κi, ζi, fi, gi, hi, i = 0, 1, 2, and rj, j = 0, 1, 2, 3, are real arbitrary constants. For

this case, the given differential operator F T [w] is obtained as

F T [w] =
∂

∂z

[(
λ21(β2w

2 + β1w + β0) + λ22(κ2w
2 + κ1w + κ0) + λ23(ζ2w

2 + ζ1w + ζ0)
)∂w
∂z

]
+
[
λ1(f2w

2 + f1w + f0) + λ2(g2w
2 + g1w + g0) + λ3(h2w

2 + h1w + h0)
] ∂w
∂z

+ r3w
3 + r2w

2 + r1w + r0.

(3.16)

Now let us consider dim(Vn)=2 and dim(Vn)=3. For these cases, we obtain various

types of two and three-dimensional linear spaces Vn with their corresponding quadratic

and cubic nonlinear differential operators that are listed in Tables 4 and 5.

Here we would like to mention that in a similar way, we can find the various other

dimensional linear spaces corresponding to the differential operators F T [w] with different

nonlinearity.
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[ (λ 1f

1
+
λ
2
g
1
+
λ
3
h
1
)−
r 2

2
λ
2 1
ρ
1

] w+
β
0

) +
λ
2 2
κ
0

+
λ
2 3
ζ 0

K
(w

)
=
λ
1

[ ( 5r
3

2
λ
1
ρ
1

) w2 +
f 1
w

+
f 0

] +
λ
2
(g

1
w

+
g 0

)
+
λ
3
(h

1
w

+
h
0
)

R
(w

)
=
r 3
w

3
+
r 2
w

2
+
r 1
w

+
r 0

V
2

=
S
p
an
{1
,e
−
ρ
1
z
}

6.

F
(w

)
=
λ
2 1
(β

2
w

2
+
β
1
w

+
β
0
)

+
λ
2 2
(κ

2
w

2
+
κ
1
w

+
κ
0
)

+
λ
2 3
(ζ

2
w

2
+
ζ 1
w

+
ζ 0

)

K
(w

)
=
λ
1
(f

1
w

+
f 0

)
+
λ
2
(g

1
w

+
g 0

)
+
λ
3
(h

1
w

+
h
0
)

R
(w

)
=
r 1
w

+
r 0

V
2

=
S
p
an
{1
,z
}

16



4 Exact solutions of the equation (1.6)

This section presents how to construct the different types of exact solutions for the given

(3 + 1)-dimensional generalized nonlinear time-fractional CDR equation (1.6) using the

obtained invariant linear spaces that are listed in Tables 1-5.

4.1 Various types of exact solutions for nonlinear time-fractional

CDR equations

In this subsection, let us first construct the exact solutions for the nonlinear time-

fractional CDR equation (1.6) using the obtained invariant linear spaces which are dis-

cussed below in detail.

Example 1. Let us first consider the (3 + 1)-dimensional nonlinear time-fractional CDR

equation (1.6) in the form

∂αu

∂tα
=

∂

∂x1

[(
−λ

2
2F2(u) + λ23F3(u)

λ21
+

µ1

2λ1ρ0
u+ µ3

)
∂u

∂x1

]
+

3∑
r=2

∂

∂xr

(
Fr(u)

∂u

∂xr

)
+

(
−λ2K2(u) + λ3K3(u)

λ1
+ µ1u+ µ2

)(
∂u

∂x1

)

+
3∑
r=2

Kr(u)

(
∂u

∂xr

)
+ µ0u, α ∈ (0, 2],

(4.1)

along with the appropriate initial and boundary conditions (1.7)-(1.9). Here Fr(u) and

Kr(u), r = 2, 3 are arbitrary functions of u and µi ∈ R, i = 0, 1, 2, 3. For this case, the

transformed nonlinear time-fractional CDR equation (3.2) reads as follows:

∂αw

∂tα
= FT [w] ≡λ21

∂

∂z

[(
µ1

2λ1ρ0
w + µ3

)
∂w

∂z

]
+ λ1 (µ1w + µ2)

∂w

∂z
+ µ0w, α ∈ (0, 2], (4.2)

along with the following initial and boundary conditions:

w(z, 0) = ξ(z), α ∈ (0, 1], (4.3)

w(z, 0) = ξ(z) &
∂w

∂t

∣∣
t=0

= η(z), α ∈ (1, 2], (4.4)

and

w(z, t)
∣∣∣
z=0

=

{
δ1(t), ifα ∈ (0, 1],

δ2(t), ifα ∈ (1, 2],
& w(z, t)

∣∣∣
z=l

=

{
δ3(t), ifα ∈ (0, 1],

δ4(t), ifα ∈ (1, 2],
(4.5)

which preserves the one-dimensional linear space V1 = Span{e−ρ0z}. Note that this case

is listed in Table 2 of case 6. Thus, for w = Ce−ρ0z ∈ V1, we obtain

FT [Ce−ρ0z] = C
(
ρ20λ

2
1µ3 − λ1µ2ρ0 + µ0

)
e−ρ0z ∈ V1.
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Then, there exist an exact solution of (4.2) as follows

w(z, t) = C(t)e−ρ0z, (4.6)

where
dαC(t)

dtα
= γC(t), γ = ρ20λ

2
1µ3 − λ1µ2ρ0 + µ0. (4.7)

For the integer orders α = 1 and α = 2, we get the exact solution of (4.2) as

w(z, t) =

 A0e
−ρ0z+γt, ifα = 1,[

A0cosh
(√

γt
)

+
A1√
γ
sinh

(√
γt
)]
e−ρ0z, ifα = 2.

(4.8)

Next, we explain how to derive the exact solution of (4.2) for arbitrary order α, α ∈ (0, 2].

In this connection, we know that the Laplace transformation of the α-th order Caputo

fractional derivative [52] as follows:

L{d
ατ(t)

dtα
; s} = sαL{τ(t); s} −

q−1∑
k=0

sα−k−1
dkτ(t)

dtk

∣∣∣
t=0
, q − 1 ≤ α < q, q ∈ N.

First, let α ∈ (0, 1]. Thus, applying the Laplace and inverse Laplace transformations on

(4.7), we get

C(t) = C(0)Eα,1
(
γtα
)
, (4.9)

where Eα1,α2

(
ξ
)

is the 2-parameter Mittag-Leffler function [52], defined as Eα1,α2

(
ξ
)

=
∞∑
s=0

ξs

Γ(α1s+ α2)
,R(αi) > 0, i = 1, 2.

Next, for α ∈ (1, 2], on applying the Laplace transformation for the equation (4.7), we get

L{C(t); s} =
sα−1

sα − γ
C(0) +

sα−2

sα − γ
C ′(0). (4.10)

Taking inverse Laplace transformation of the above equation, one obtains

C(t) = C(0)Eα,1
(
γtα
)

+ C ′(0)tEα,2
(
γtα
)
. (4.11)

Substituting (4.9) and (4.11) in (4.6), we obtain the exact solution of (4.2) in the form

w(z, t) =

{
A0Eα,1

(
γtα
)
e−ρ0z, α ∈ (0, 1],[

A0Eα,1
(
γtα
)

+ A1tEα,2
(
γtα
)]
e−ρ0z, α ∈ (1, 2],

(4.12)

where A0 = C(0), A1 = C ′(0), and γ = ρ20λ
2
1µ3 − λ1µ2ρ0 + µ0. Since Eα,1

(
0
)

=

1,
d

dt
[Eα,1

(
γtα
)
] = tα−1Eα,α

(
γtα
)
,
d

dt
[tEα,2

(
γtα
)
] = Eα,1

(
γtα
)

and
d

dt
[tαEα,α+1

(
γtα
)
] =
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tα−1Eα,α
(
γtα
)

which are given in [52]. In addition, the exact solutions (4.12) satisfy the

given initial and boundary conditions (4.3)-(4.5) along with

ξ(z) = A0e
−ρ0z, η(z) = A1e

−ρ0z,

δ1(t) = A0Eα,1
(
γtα
)
, δ2(t) = A0Eα,1

(
γtα
)

+ A1tEα,2
(
γtα
)
,

δ3(t) = A0e
−ρ0lEα,1

(
γtα
)
, and δ4(t) =

[
A0Eα,1

(
γtα
)

+ A1tEα,2
(
γtα
)]
e−ρ0l.

Additionally, we wish to point out that the obtained integer-order solutions (4.8) coincide

with the fractional-order exact solutions (4.12) when α = 1 and α = 2, respectively.

In addition, we would like to point out that Prakash et al.[51] have derived the ex-

act solution for the equation (4.1) along with Fr(u) = cr1u + cr0, Kr(u) = lr1u +

lr0, cri, lri ∈ R, i = 0, 1, r = 2, 3, and µ0 = 0 using the one-dimensional linear subspace

V1 = Span{e−(a1x1+a2x2+a3x3)}, which is obtained from the direct approach of the invariant

subspace method. The obtained solution (4.12) is similar to the obtained solution in [51].

However, the invariant subspace method with variable transformation is easy to apply for

finding the exact solution of nonlinear time-fractional PDEs.

Example 2. Now, we consider the following quadratic nonlinear time-fractional CDR

equation

∂αu

∂tα
=

∂

∂x1

[(
β1
λ21
u+ β0

)
∂u

∂x1

]
+ κ0

∂2u

∂x22
+ ζ0

∂2u

∂x23

+

(
2β1ρ1
λ1

u+ f0

)(
∂u

∂x1

)
+ g0

(
∂u

∂x2

)
+ h0

(
∂u

∂x3

)
, α ∈ (0, 2],

(4.13)

along with the appropriate initial and boundary conditions (1.7)-(1.9). The above equation

(4.13) gets transformed into

∂αw

∂tα
= FT [w] ≡ ∂

∂z

[(
β1w + λ21β0 + λ22κ0 + λ23ζ0

) ∂w
∂z

]
+ (2β1ρ1w + λ1f0 + λ2g0 + λ3h0)

∂w

∂z
, α ∈ (0, 2],

(4.14)

along with the given initial and boundary conditions (3.3)-(3.5).

Here, the differential operator FT [w] admits the two-dimensional exponential linear space

V2 = Span{1, e−ρ1z}, which is listed in case 2 of Table 4. For α ∈ (0, 2], we find the exact

solutions of the equation (4.14) as follows:

w(z, t) =

{
b0 + a0Eα,1(γt

α)e−ρ1z, if α ∈ (0, 1],

b1t+ b0 + C1(t)e
−ρ1z, if α ∈ (1, 2],

(4.15)

where γ = ρ21(β0λ
2
1 + κ0λ

2
2 + ζ0λ

2
3− β1b0)− ρ1(f0λ1 + g0λ2 + h0λ3) and the function C1(t)

satisfies the following fractional-order ODE

dαC1(t)

dtα
= −ρ21β1(b1t+ b0)C1(t) + ρ1C1(t)

[
ρ1(λ

2
1β0 +λ22κ0 +λ23ζ0)− (f0λ1 + g0λ2 +h0λ3)

]
,
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which may not be solvable in general. If we choose b1 = 0, we get C1(t) = a0Eα,1(γ2t
α) +

a1tEα,2(γt
α) when α ∈ (1, 2]. For this case, we obtain the exact solution of (4.14) as

follows:

w(z, t) = b0 +
[
a0Eα,1(γt

α) + a1tEα,2(γt
α)
]
e−ρ1z, ifα ∈ (1, 2].

Note that when α = 1 and α = 2, the obtained exact solution of (4.14) is as follows:

w(z, t) =

{
b0 + eγt−ρ1z, ifα = 1,

b0 +
[
a0cosh(

√
γt) + a1√

γ
sinh(

√
γt)
]
e−ρ1z, ifα = 2.

(4.16)

In addition, we note that the fractional-order exact solution (4.15) coincides with integer-

order exact solution (4.16) if α = 1 and α = 2. It is also observed that the obtained

solutions (4.15) satisfy the given initial and boundary conditions (3.3)-(3.5) along with

ξ(z) = b0 + a0e
−ρ1z, η(z) = a1e

−ρ1z,

δ1(t) = b0 + a0Eα,1(γt
α), δ2(t) = b0 + a0Eα,1(γt

α) + a1tEα,2(γt
α),

δ3(t) = b0 + a0e
−ρ1lEα,1(γt

α), and δ4(t) = b0 +
[
a0Eα,1(γt

α) + a1tEα,2(γt
α)
]
e−ρ1l.

Additionally, we observe that in [51], exact solution of the above equation (4.13) with

initial conditions was derived using the 4-dimensional linear space V4 = Span{e−2ρ1λ1x1 ,
e−(2ρ1λ1x1+a2x2), e−(2ρ1λ1x1+a3x3), e−(2ρ1λ1x1+a2x2+a3x3)}, which is obtained from the direct ap-

proach of the invariant subspace method.

Example 3. Consider the nonlinear time-fractional convection-diffusion equation of the

form

∂αu

∂tα
=

∂

∂x1

[
(β1u+ β0)

∂u

∂x1

]
+

∂

∂x2

[
(κ1u+ κ0)

∂u

∂x2

]
+

∂

∂x3

[
(ζ1u+ ζ0)

∂u

∂x3

]
+ f0

(
∂u

∂x1

)
+ g0

(
∂u

∂x2

)
+ h0

(
∂u

∂x3

)
, α ∈ (0, 2],

(4.17)

along with the appropriate initial and boundary conditions (1.7)-(1.9). Under the trans-

formation (2.3), the above equation (4.17) is transformed into the following form

∂αw

∂tα
≡ FT [w] =

∂

∂z

[(
(λ21β1 + λ22κ1 + λ23ζ1)w + λ21β0 + κ0λ

2
2 + λ23ζ0

) ∂w
∂z

]
+ (λ1f0 + λ2g0 + λ3h0)

(
∂w

∂z

)
, α ∈ (0, 2],

(4.18)

along with the following initial and boundary conditions:

w(z, 0) = ξ(z), α ∈ (0, 1], (4.19)

w(z, 0) = ξ(z) &
∂w

∂t

∣∣
t=0

= η(z), α ∈ (1, 2], (4.20)
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and

w(z, t)
∣∣∣
z=0

=

{
δ1(t), ifα ∈ (0, 1],

δ2(t), ifα ∈ (1, 2],
& w(z, t)

∣∣∣
z=l

=

{
δ3(t), ifα ∈ (0, 1],

δ4(t), ifα ∈ (1, 2].
(4.21)

The differential operator FT [w] given in (4.18) admits a 2-dimensional linear space V2 =

Span{1, z}, which is listed in case 1 of Table 4. For the integer values α = 1 and α = 2,

we obtain exact solutions of (4.18) as follows,

w(z, t) =


b0(γ1b0 + γ2)t+ a0 + b0z, ifα = 1,
1
12
t4b21γ1 + t3(1

3
b1b0γ1 + 1

6
b1γ2)

+1
2
b0(b0γ1 + γ2)t

2 + a1t+ a0 + (b1t+ b0)z, ifα = 2,

(4.22)

where γ1 = λ21β1 + λ22κ1 + λ23ζ1 and γ2 = λ1f0 + λ2g0 + λ3h0.

For α ∈ (0, 2], the exact solutions of the equation (4.18) are obtained as follows,

w(z, t) =


b0(γ1b0 + γ2)

tα

Γ(α + 1)
+ a0 + b0z, ifα ∈ (0, 1],

tα+2

Γ(α + 3)
b21γ1 +

tα+1

Γ(α + 2)
(2b1b0γ1 + b1γ2)

+b0(b0γ1 + γ2)
tα

Γ(α + 1)
+ a1t+ a0 + (b1t+ b0)z, ifα ∈ (1, 2].

(4.23)

The above solutions (4.23) coincide with the integer-order solutions (4.22) if α = 1 and

α = 2. Also, we note that the exact solutions (4.23) satisfy the given initial and boundary

conditions (4.19)-(4.21) with

ξ(z) = a0 + b0z, η(z) = a1 + b1z,

δ1(t) = b0(γ1b0 + γ2)
tα

Γ(α + 1)
+ a0,

δ2(t) =
tα+2

Γ(α + 3)
b21γ1 +

tα+1

Γ(α + 2)
(2b1b0γ1 + b1γ2) + b0(b0γ1 + γ2)

tα

Γ(α + 1)
+ a1t+ a0,

δ3(t) = b0(γ1b0 + γ2)
tα

Γ(α + 1)
+ a0 + b0l, and

δ4(t) =
tα+2

Γ(α + 3)
b21γ1 +

tα+1

Γ(α + 2)
(2b1b0γ1 + b1γ2) + b0(b0γ1 + γ2)

tα

Γ(α + 1)

+ a1t+ a0 + (b1t+ b0)l.

Also, we have shown the two-dimensional (2D) and three-dimensional (3D) graphi-

cal representations of the arbitrary-order exact solutions (4.23) for different values of

α, α ∈ (0, 2], with parameter values γ1 = γ2 = −10, a0 = a1 = 10, b0 = 200, b1 = −100, in

Figures 1 and 2. Additionally, we note that the exact solution of (4.17) was derived in

[51] using the four-dimensional invariant subspace V4 = Span{1, x1, x2, x3}, which was
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(a) (b)

Figure 1: (a) 2D and (b) 3D graphical representations of the arbitrary-order exact

solutions (4.23) for various values of α, α ∈ (0, 1].

(a) (b)

Figure 2: (a) 2D and (b) 3D graphical representations of the arbitrary-order exact solu-

tions (4.23) for various values of α, α ∈ (1, 2].

discussed through the direct approach of the invariant subspace method. From this, we

can observe that the invariant subspace method associated with the variable transforma-

tion technique is easy to apply for finding the exact solutions of the higher-dimensional

nonlinear time-fractional PDEs because the variable transformation allows one to reduce

higher-dimensional nonlinear time-fractional PDEs into (1 + 1)-dimensional nonlinear

time-fractional PDEs

Note 1. The graphical depictions demonstrate the physical relevance of the acquired exact

solutions to the considered time-fractional convection-reaction-diffusion equation. We
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have mainly observed that the obtained exact solutions behave differently for various ranges

of α ∈ (0, 2], as α changes. Additionally, we note that Figures 1 and 2 show the slow and

fast diffusion processes, respectively.

Example 4. Let us consider the following transformed nonlinear time-fractional diffusion-

reaction equation

∂αw

∂tα
= FT [w] ≡λ21

∂

∂z

[(1

4

µ1

λ21ρ1
w + µ5

)∂w
∂z

]
+

1

2
µ1w

2 + µ2w + µ3, α ∈ (0, 2], (4.24)

where µi ∈ R, i = 1, . . . , 5, along with the following initial and boundary conditions:

w(z, 0) = ξ(z), α ∈ (0, 1], (4.25)

w(z, 0) = ξ(z) &
∂w

∂t

∣∣
t=0

= η(z), α ∈ (1, 2], (4.26)

and

w(z, t)
∣∣∣
z=0

=

{
δ1(t), ifα ∈ (0, 1],

δ2(t), ifα ∈ (1, 2],
& w(z, t)

∣∣∣
z=l

=

{
δ3(t), ifα ∈ (0, 1],

δ4(t), ifα ∈ (1, 2].
(4.27)

The nonlinear differential operator FT [w] preserves the 3-dimensional trigonometric lin-

ear space V3 = Span{1, sin(
√
ρ1z), cos(

√
ρ1z)} as given in case 8 of Table 2, which helps

to reduce the given equation (4.24) into

dαC1(t)

dtα
=

1

4
µ1(C1(t)

2 + C2(t)
2 + C3(t)

2) + µ2C1(t) + µ3,

dαCr(t)

dtα
= −λ21µ5ρ1Cr(t) +

3

4
µ1C1(t)Cr(t) + µ2Cr(t), r = 2, 3.

The above system of fractional ODEs may not be solvable in general. If we take µ1 = 0,

we obtain the exact solutions of (4.24) as follows,

w(z, t) =



a1Eα,1(µ2t
α) + µ3t

αEα,α+1(µ2t
α) + Eα,1(γt

α)
[
A1sin(

√
ρ1z)

+A2cos(
√
ρ1z)

]
, ifα ∈ (0, 1],

Eα,1(γt
α)
[
A1sin(

√
ρ1z) + A2cos(

√
ρ1z)

]
+tEα,2(γt

α)
[
A3sin(

√
ρ1z) + A4cos(

√
ρ1z)

]
+µ3t

αEα,α+1(µ2t
α) + a1Eα,1(µ2t

α) + a2tEα,2(µ2t
α), ifα ∈ (1, 2],

(4.28)

where a1, a2, Ai ∈ R, i = 1, 2, 3, 4, and γ = µ2−λ21µ5ρ1. The above exact solutions (4.28)

satisfy the given initial and boundary conditions (4.25)-(4.27) along with

ξ(z) = a1 + A1sin(
√
ρ1z) + A2cos(

√
ρ1z),

η(z) = a2 + A3sin(
√
ρ1z) + A4cos(

√
ρ1z),

δ1(t) = a1Eα,1(µ2t
α) + µ3t

αEα,α+1(µ2t
α) + Eα,1(γt

α)A2,

δ2(t) = A2Eα,1(γt
α) + tEα,2(γt

α)A4 + µ3t
αEα,α+1(µ2t

α) + a1Eα,1(µ2t
α) + a2tEα,2(µ2t

α),

δ3(t) = a1Eα,1(µ2t
α) + µ3t

αEα,α+1(µ2t
α) + AEα,1(γt

α), and

δ4(t) = AEα,1(γt
α) +BtEα,2(γt

α) + µ3t
αEα,α+1(µ2t

α) + a1Eα,1(µ2t
α) + a2tEα,2(µ2t

α),
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where A = A1sin(
√
ρ1l) + A2cos(

√
ρ1l), and B = A3sin(

√
ρ1l) + A4cos(

√
ρ1l). Here,

we have also shown the 2D and 3D graphical representations of the arbitrary-order exact

solutions (4.28) for different values of α, α ∈ (0, 2], in Figures 3 and 4.

(a) (b)

Figure 3: (a) 2D and (b) 3D graphical representations of the arbitrary-order exact solu-

tions (4.28) with parameter values A1 = 1, A2 = −2, a1 = 3, γ = µ2 = 1, µ3 = −4, ρ1 = 9,

for various values of α, α ∈ (0, 1].

(a) (b)

Figure 4: (a) 2D and (b) 3D graphical representations of the arbitrary-order exact so-

lutions (4.28) with parameter values A1 = A3 = γ = µ2 = 1, A2 = −2, A4 = −1, a2 =

−3, a1 = 3, µ3 = 4, ρ1 = 9, for various values of α, α ∈ (1, 2].
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4.2 Various types of exact solutions for some linear cases of (1.6)

Example 5. Consider the following transformed linear time-fractional CDR equation

∂αw

∂tα
= FT [w] ≡λ21µ4

(
∂2w

∂z2

)
+ λ1µ3

(
∂w

∂z

)
+ µ1w + µ2, α ∈ (0, 2], (4.29)

where µ1, µ2, µ3, µ4 ∈ R, along with the following initial and boundary conditions:

w(z, 0) = ξ(z), α ∈ (0, 1], (4.30)

w(z, 0) = ξ(z) &
∂w

∂t

∣∣
t=0

= η(z), α ∈ (1, 2], (4.31)

and

w(z, t)
∣∣∣
z=0

=

{
δ1(t), ifα ∈ (0, 1],

δ2(t), ifα ∈ (1, 2],
& w(z, t)

∣∣∣
z=l

=

{
δ3(t), ifα ∈ (0, 1],

δ4(t), ifα ∈ (1, 2].
(4.32)

The given equation (4.29) preserves the (n+1)-dimensional exponential invariant subspace

Vn+1 = Span{1, e−ρ1z, . . . , e−ρnz}. For α = 1 and α = 2, the given equation (4.29)

possesses the following exact solutions,

w(z, t) =


a1e

µ1t + µ2(e
µ1t − 1) +

n∑
s=1

Ase
γst−ρsz, ifα = 1,

a1cosh(
√
µ1t) + a2√

µ1
sinh(

√
µ1t) + µ2

µ1
cosh(

√
µ1t)

+
n∑
s=1

(
Ascosh(

√
γst) + Bs√

γs
sinh(

√
γst)

)
e−ρsz, ifα = 2,

(4.33)

where a1, a2, As, Bs,∈ R, s = 1, 2 . . . , n, and γs = λ21ρ
2
sµ4−λ1µ3ρs+µ1, s = 1, 2, . . . , n, n ∈

N. Thus, we obtain the exact solutions of the equation (4.29) as follows,

w(z, t) =


a1Eα,1(µ1t

α) + µ2t
αEα,α+1(µ1t

α) +
n∑
s=1

AsEα,1(γst
α)e−ρsz, ifα ∈ (0, 1],

n∑
s=1

(
AsEα,1(γst

α) +BstEα,2(γst
α)
)
e−ρsz + µ2t

αEα,α+1(µ1t
α)

+a1Eα,1(µ1t
α) + a2tEα,2(µ1t

α), ifα ∈ (1, 2].

(4.34)

Here also it should be noted that the obtained exact solutions (4.34) satisfy the given

initial and boundary conditions (4.30)-(4.32) such that

ξ(z) = a1 +
n∑
s=1

Ase
−ρsz, η(z) = a2 +

n∑
s=1

Bse
−ρsz,
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δ1(t) = a1Eα,1(µ1t
α) + µ2t

αEα,α+1(µ1t
α) +

n∑
s=1

AsEα,1(γst
α),

δ2(t) = a1Eα,1(µ1t
α) + a2tEα,2(µ1t

α) + µ2t
αEα,α+1(µ1t

α)

+
n∑
s=1

(
AsEα,1(γst

α) +BstEα,2(γst
α)
)
,

δ3(t) = a1Eα,1(µ1t
α) + µ2t

αEα,α+1(µ1t
α) +

n∑
s=1

ÂsEα,1(γst
α),

δ4(t) = a1Eα,1(µ1t
α) + a2tEα,2(µ1t

α) + µ2t
αEα,α+1(µ1t

α)

+
n∑
s=1

(
ÂsEα,1(γst

α) + B̂stEα,2(γst
α)
)
,

where Âs = Ase
−ρsl, and B̂s = Bse

−ρsl, s = 1, 2, . . . , n. Additionally, it is also observed

that the non-integer order solutions (4.34) coincide with the integer-order solutions (4.33)

if α = 1 and α = 2.

Example 6. Consider the following linear time-fractional diffusion-reaction equation

∂αw

∂tα
=λ21µ3

(
∂2w

∂z2

)
+ µ1w + µ2, α ∈ (0, 2], (4.35)

where µ1, µ2, µ3 ∈ R, along with the given initial and boundary conditions (3.3)-(3.5).

The given equation (4.35) admits the (2n+ 1)-dimensional hyperbolic linear space

V2n+1 = Span{1, sinh(ρ1z), cosh(ρ1z), . . . , sinh(ρnz), cosh(ρnz)}.

For α = 1 and α = 2, the given equation (4.35) yields the following exact solutions,

w(z, t) =



a1e
µ1t + µ2(e

µ1t − 1) +
n∑
s=1

eγst
[
A2s−1sinh(ρsz) + A2scosh(ρsz)

]
, ifα = 1,

a1cosh(
√
µ1t) + a2√

µ1
sinh(

√
µ1t) + µ2

µ1
cosh(

√
µ1t)

+
n∑
s=1

[
A2s−1sinh(ρsz) + A2scosh(ρsz)

]
cosh(

√
γst)

+ 1√
γs
sinh(

√
γst)

[
B2s−1sinh(ρsz) +B2scosh(ρsz)

]
, ifα = 2,

(4.36)

where a1, a2, As, Bs ∈ R, s = 1, 2, . . . , 2n, and γs = λ21µ3ρ
2
s + µ1, s = 1, 2, . . . , n.

Thus, we obtain the exact solutions of the equation (4.35) in the form

w(z, t) =



n∑
s=1

Eα,1(γst
α)
[
A2s−1sinh(ρsz) + A2scosh(ρsz)

]
+a1Eα,1(µ1t

α) + µ2t
αEα,α+1(µ1t

α), ifα ∈ (0, 1],
n∑
s=1

Eα,1(γst
α)
[
A2s−1sinh(ρsz) + A2scosh(ρsz)

]
+ a1Eα,1(µ1t

α)

+a2tEα,2(µ1t
α) +

n∑
s=1

tEα,2(γst
α)
[
B2s−1sinh(ρsz) +B2scosh(ρsz)

]
+µ2t

αEα,α+1(µ1t
α), ifα ∈ (1, 2].

(4.37)
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The above solutions (4.37) satisfy the given initial and boundary conditions (3.3)-(3.5)

along with

ξ(z) = a1 +
n∑
s=1

[
A2s−1sinh(ρsz) + A2scosh(ρsz)

]
,

η(z) = a2 +
n∑
s=1

[
B2s−1sinh(ρsz) +B2scosh(ρsz)

]
,

δ1(t) = a1Eα,1(µ1t
α) + µ2t

αEα,α+1(µ1t
α) +

n∑
s=1

Eα,1(γst
α)A2s,

δ2(t) = a1Eα,1(µ1t
α) + a2tEα,2(µ1t

α) + µ2t
αEα,α+1(µ1t

α)

+
n∑
s=1

[Eα,1(γst
α)A2s + tEα,2(γst

α)B2s] ,

δ3(t) = a1Eα,1(µ1t
α) + µ2t

αEα,α+1(µ1t
α) +

n∑
s=1

Eα,1(γst
α)Â, and

δ4(t) = a1Eα,1(µ1t
α) + a2tEα,2(µ1t

α) + µ2t
αEα,α+1(µ1t

α)

+
n∑
s=1

[
Eα,1(γst

α)Â+ tEα,2(γst
α)B̂

]
,

where Â =
n∑
s=1

[
A2s−1sinh(ρsl)+A2scosh(ρsl)

]
and B̂ =

n∑
s=1

[
B2s−1sinh(ρsl)+B2scosh(ρsl)

]
.

It should be noted that the exact solutions (4.37) coincide with the integer-order solutions

(4.36) if α = 1 and α = 2.

Example 7. Consider the following linear time-fractional diffusion-reaction equation

∂αw

∂tα
=− µ2λ

2
1

(
∂2w

∂z2

)
+ µ1w, α ∈ (0, 2], (4.38)

where µ1, µ2 ∈ R, along with the given initial and boundary conditions (3.3)-(3.5).

The given equation (4.38) admits the (3n+1)-dimensional trigonometric and exponential

invariant subspace

V3n+1 = Span{1, e%1z, . . . , e%nz, sin(
√
ρ1z), cos(

√
ρ1z), . . . , sin(

√
ρnz), cos(

√
ρnz)}.

Thus, the obtained exact solutions of (4.38) for α = 1 and α = 2 are as follows,

w(z, t) =



a1e
µ1t +

n∑
s=1

Bse
βst−%sz +

n∑
s=1

eγst
[
A2s−1sin(

√
ρsz) + A2scos(

√
ρsz)

]
, ifα = 1,

a1cosh(
√
µ1t) + a2

sinh(
√
µ1t)√

µ1

+
n∑
s=1

cosh(
√
γst)

[
A2s−1sin(

√
ρsz)

+A2s3cos(
√
ρsz)

]
+

n∑
s=1

sinh(
√
γst)√

γs
)
[
M2s−1sin(

√
ρsz)

+M2scos(
√
ρsz)

]
+

n∑
s=1

[
Bscosh(

√
βst) +Ns

sinh(
√
βst)√

βs
)
]
e%sz, ifα = 2,

(4.39)
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where a1, a2, As, Bs,Ms, Ns ∈ R, and γs = λ21µ2ρs + µ1, s = 1, 2, . . . , n.

Now, for α ∈ (0, 2], we obtain the exact solutions of (4.38) as follows:

w(z, t) =



a1Eα,1(µ1t
α) +

n∑
s=1

BsEα,1(βst
α)e%sz +

n∑
s=1

Eα,1(γst
α)
[
A2s−1sin(

√
ρsz)

+A2scos(
√
ρsz)

]
, ifα ∈ (0, 1],

a1Eα,1(µ1t
α) + a2tEα,2(µ1t

α) +
n∑
s=1

[
BsEα,1(βst

α) +NstEα,2(βst
α)
]
e%sz

+
n∑
s=1

Eα,1(γst
α)
[
A2s−1sin(

√
ρsz) + A2s3cos(

√
ρsz)

]
+

n∑
s=1

[
M2s−1sin(

√
ρsz) +M2scos(

√
ρsz)

]
tEα,2(γst

α), ifα ∈ (1, 2].

(4.40)

The obtained exact solutions (4.40) satisfy the given initial and boundary conditions

(3.3)-(3.5) along with

ξ(z) = a1 +
n∑
s=1

(
Bse

%sz + A2s−1sin(
√
ρsz) + A2scos(

√
ρsz)

)
,

η(z) = a2 +
n∑
s=1

(
Nse

%sz +M2s−1sin(
√
ρsz) +M2scos(

√
ρsz)

)
,

δ1(t) = a1Eα,1(µ1t
α) +

n∑
s=1

[
A2sEα,1(γst

α) +BsEα,1(βst
α)
]
,

δ2(t) = a1Eα,1(µ1t
α) + a2tEα,2(µ1t

α) +
n∑
s=1

[
A2sEα,1(γst

α) +BsEα,1(βst
α)
]

+
n∑
s=1

[
M2stEα,2(γst

α) +NstEα,2(βst
α)
]
,

δ3(t) = a1Eα,1(µ1t
α) +

n∑
s=1

BsEα,1(βst
α) + A

n∑
s=1

Eα,1(γst
α),

δ4(t) = a1Eα,1(µ1t
α) + a2tEα,2(µ1t

α) +B

n∑
s=1

BsEα,1(βst
α)

+ A1

n∑
s=1

Eα,1(γst
α) +B

n∑
s=1

NstEα,2(βst
α) + A2

n∑
s=1

tEα,2(γst
α),

where B =
n∑
s=1

e%sl, A =
n∑
s=1

A2s, A1 =
n∑
s=1

[
A2s−1sin(

√
ρsl) + A2scos(

√
ρsl)
]
, and A2 =

n∑
s=1

[
M2s−1sin(

√
ρsl) +M2scos(

√
ρsl)
]
.

Example 8. Finally, we consider the linear time-fractional diffusion-convection equation

in the following form

∂αw

∂tα
=λ21µ2

(
∂2w

∂z2

)
+ λ1µ1

(
∂w

∂z

)
, α ∈ (0, 2], (4.41)
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where µ1, µ2 ∈ R, along with the given initial and boundary conditions (3.3)-(3.5).

The above equation (4.41) preserves the linear space Vn = Span{1, z, z2, z3, . . . , zn−1}.
Let n = 5. The integer-order solutions of equation (4.41) are then obtained as follows,

w(z, t) =



5∑
r=1

Arz
5−r + t(γ0z

3 + γ1z
2 + γ3z + γ6) +

t2

2
(γ2z

2 + γ4z + γ7)

+
t3

6
(γ5z + γ8) + λ1µ1γ5

t4

24
, ifα = 1,

5∑
r=1

(Ar +Brt)z
5−r +

t2

2!
(γ0z

3 + γ1z
2 + γ3z + γ6)

+
t3

3!
(β0z

3 + β1z
2 + β3z + β6) +

t4

4!
(γ2z

2 + γ4z + γ7) +
t5

5!
(β2z

2

+β4z + β7) +
t6

6!
(γ5z + γ8) +

t7

7!
(β5z + β8) + λ1µ1γ5

t8

8!

+λ1µ1β5
t9

9!
, ifα = 2,

(4.42)

where

γ8 = 2λ21µ2γ2 + λ1µ1γ4,

γ7 = 2λ21µ2γ1 + λ1µ1γ3,

γ6 = 2λ21µ2A3 + λ1µ1A4 + µ2,

γ5 = 2λ1µ1γ2,

γ4 = 24λ31µ2µ1A1 + 2λ1µ1γ1,

γ3 = 6λ21µ2A2 + 2λ1µ1A3,

γ2 = 12λ21µ
2
1A1,

γ1 = 12λ21µ2A1 + 3λ1µ1A2,

γ0 = 4λ1µ1A1,

β8 = 2λ21µ2β2 + λ1µ1β4,

β7 = 2λ21µ2β1 + λ1µ1β3,

β6 = 2λ21µ2B3 + λ1µ1B4,

β5 = 2λ1µ1β2,

β4 = 24λ31µ2µ1B1 + 2λ1µ1β1,

β3 = 6λ21µ2B2 + 2λ1µ1B3,

β2 = 12λ21µ
2
1B1,

β1 = 12λ21µ2B1 + 3λ1µ1B2,

β0 = 4λ1µ1B1,

and Ar, Br ∈ R, r = 1, 2, . . . , 5.

For α ∈ (0, 2], the obtained exact solutions of (4.41) are in the form

w(z, t) =
5∑
r=1

Arz
5−r +

tα

Γ(α + 1)
(γ0z

3 + γ1z
2 + γ3z + γ6)

+
t2α

Γ(2α + 1)
(γ2z

2 + γ4z + γ7) +
t3α

Γ(3α + 1)
(γ5z + γ8)

+ λ1µ1γ5
t4α

Γ(4α + 1)
, ifα ∈ (0, 1],

(4.43)
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w(z, t) =
5∑
r=1

(Ar +Brt)z
5−r +

tα

Γ(α + 1)
(γ0z

3 + γ1z
2 + γ3z + γ6)

+
tα+1

Γ(α + 2)
(β0z

3 + β1z
2 + β3z + β6) +

t2α

Γ(2α + 1)
(γ2z

2 + γ4z + γ7)

+
t2α+1

Γ(2α + 2)
(β2z

2 + β4z + β7) +
t3α

Γ(3α + 1)
(γ5z + γ8)

+
t3α+1

Γ(3α + 2)
(β5z + β8) + λ1µ1γ5

t4α

Γ(4α + 1)

+ λ1µ1β5
t4α+1

Γ(4α + 2)
, ifα ∈ (1, 2].

(4.44)

The above fractional-order exact solutions (4.44)-(4.44) satisfy the given initial and

boundary conditions (3.3)-(3.5) along with

ξ(z) =
5∑
r=1

Arz
5−r, η(z) =

5∑
r=1

Brz
5−r,

δ1(t) = A5 +
tα

Γ(α + 1)
γ6 +

t2α

Γ(2α + 1)
γ7 +

t3α

Γ(3α + 1)
γ8 + λ1µ1γ5

t4α

Γ(4α + 1)
,

δ2(t) = A5 +B5t+
tα

Γ(α + 1)
γ6 +

tα+1

Γ(α + 2)
β6 +

t2α

Γ(2α + 1)
γ7 +

t2α+1

Γ(2α + 2)
β7

+
t3α

Γ(3α + 1)
γ8 +

t3α+1

Γ(3α + 2)
β8 + λ1µ1γ5

t4α

Γ(4α + 1)
+ λ1µ1β5

t4α+1

Γ(4α + 2)
,

δ3(t) = a1 +
tα

Γ(α + 1)
a2 +

t2α

Γ(2α + 1)
a3 +

t3α

Γ(3α + 1)
a4 + λ1µ1γ5

t4α

Γ(4α + 1)
,

δ4(t) = a1 + b1t+
tα

Γ(α + 1)
a2 +

tα+1

Γ(α + 2)
b2 +

t2α

Γ(2α + 1)
a3 +

t2α+1

Γ(2α + 2)
b3

+
t3α

Γ(3α + 1)
a4 +

t3α+1

Γ(3α + 2)
b4 + λ1µ1γ5

t4α

Γ(4α + 1)
+ λ1µ1β5

t4α+1

Γ(4α + 2)
,

where a1 =
5∑
r=1

Arl
5−r, b1 =

5∑
r=1

Brl
5−r, a2 = γ0l

3+γ1l
2+γ3l+γ6, b2 = β0l

3+β1l
2+β3l+β6,

a3 = γ2l
2 + γ4l + γ7, b3 = β2l

2 + β4l + β7, a4 = γ5l + γ8, and b4 = β5l + β8.

Also, we observe that when α = 1 and α = 2, the fractional-order exact solutions (4.44)-

(4.44) coincide with integer-order solutions (4.42).
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5 Extension of invariant subspace method associated

with variable transformation to (k+1)-dimensional

nonlinear time-fractional PDEs involving several

linear time delays

This section presents how we can extend the invariant subspace method associated with

variable transformation to (k + 1)-dimensional nonlinear time-fractional PDEs with sev-

eral linear time delays.

5.1 Estimation of invariant subspaces associated with variable

transformation for the (k + 1)-dimensional nonlinear time-

fractional PDE involving several linear time delays

Let us consider the following generalized (k + 1)-dimensional nonlinear time-fractional

PDE with several linear time delays

∂αu

∂tα
= F̃[u, ũi] ≡ F[u] +

N∑
i=1

κiũi, α > 0, t > 0,

u(x1, . . . , xk, t) = ν(x1, . . . , xk, t) if t ∈ [−τ̂ , 0],

(5.1)

where κi > 0, i = 1, . . . , N, N ∈ N, F[u] as given in (2.2), u = u(x1, . . . , xk, t), ũi =

u(x1, . . . , xk, t− τi), τi > 0 and τ̂ = max{τi : i = 1, . . . , N}, xi ∈ R, i = 1, . . . , k.

Here, the methodology of the invariant subspace method associated with the transforma-

tion is the same as discussed earlier in section 2. Using the ansatz (2.3), the differential

operator F̃[u, ũi] gets transformed into

F̃ T [w, ŵi] = F T

(
z, w, w(1)

z , . . . , w(m)
z

)
+

N∑
i=1

κiŵi, w
(j)
z =

∂jw

∂zj
, (5.2)

where ŵi = w(z, t − τi), τi > 0, τ̂ = max{τi : i = 1, 2, .., N}, j = 1, 2, . . . ,m. Thus, the

linear space Vn(n <∞) given in (2.7) is an invariant subspace of the nonlinear differential

operator F̃T [w, ŵi] in (5.2) if F̃T [Vn] ⊆ Vn. Thus, when w =
n∑
s=1

Csφs(z),

F̃T

[
n∑
s=1

Csφs(z),
n∑
s=1

C̃sφs(z)

]
=

n∑
s=1

Ωs(C1, C2, . . . , Cn)φs(z) +
N∑
i=1

n∑
s=1

κiC̃sφs(z),

where C̃s, Cs ∈ R and Ωs denote the coefficients with respect to the basis set
{
φs

( k∑
r=1

λrxr

)∣∣∣
s = 1, 2, . . . , n

}
. We would like to mention that the linear space Vn given in (2.7) is in-

variant under the nonlinear ordinary differential operator F̃T [w, ŵi] given in (5.2) if and
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only if the nonlinear partial differential operator F̃[u, ũi] preserves the linear space Vn

given in (2.7) along with variable transformation z =
k∑
r=1

λrxr and vice-versa.

Next, we give a detailed study for deriving the exact solutions of the initial and

boundary value problems for the time delay (3 + 1)-dimensional generalized nonlinear

time-fractional CDR equation using the invariant subspace method associated with the

variable transformation z = λ1x1 + λ2x2 + λ3x3.

5.2 Estimation of invariant subspaces associated with variable

transformation for the time delay (3 + 1)-dimensional gen-

eralized nonlinear time-fractional CDR equation

Consider the (3+1)-dimensional generalized nonlinear time-fractional CDR equation with

several linear time delays of the form,

∂αu

∂tα
= F̃[u, ũi] ≡

3∑
r=1

∂

∂xr

(
Fr(u)

∂u

∂xr

)
+

3∑
r=1

Kr(u)
∂u

∂xr
+R(u) +

N∑
i=1

κiũi, α ∈ (0, 2],

u(x1, x2, x3, t) = ν(x1, x2, x3, t) if t ∈ [−τ̂ , 0], τ̂ = max{τi : i = 1, 2, .., N},

(5.3)

where Fr(u), Kr(u), R(u) and ũi = u(x1, x2, x3, t − τi), τi > 0, i = 1, 2, . . . , N, r = 1, 2, 3,

describe diffusion, convection, reaction term involving time delay, respectively.

Using the ansatz (2.3) with k = 3, the given (3+1)-dimensional generalized time-fractional

time delay CDR equation (5.3) is transformed to a (1 + 1)-dimensional generalized non-

linear time-fractional delay CDR equation as follows:

∂αw

∂tα
= F̃T [w, ŵi] ≡

∂

∂z

(
F (w)

∂w

∂z

)
+K(w)

∂w

∂z
+R(w) +

N∑
i=1

κiŵi, α ∈ (0, 2],

w(z, t) = ν(z, t) if t ∈ [−τ̂ , 0], τ̂ = max{τi : i = 1, 2, .., N}.

(5.4)

Here F (w) =
3∑
r=1

λ2rFr(w), K(w) =
3∑
r=1

λrKr(w), w(z, t) = u(x1, x2, x3, t), and ŵi =

w(z, t− τi) = u(x1, x2, x3, t− τi), where z = λ1x1 + λ2x2 + λ3x3, τi > 0, i = 1, 2, . . . , N.

Next, we discuss the efficacy and applicability of the invariant subspace method along

with variable transformation for deriving the exact solutions to the initial and bound-

ary value problem for the (3 + 1)-dimensional generalized nonlinear time-fractional CDR

equation with linear time delay.
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5.3 Exact solution of initial and boundary value problem for the

time delay nonlinear time-fractional CDR equation (5.4)

Consider the time delay nonlinear time-fractional CDR equation in the following form

∂αw

∂tα
= F̃ T [w, ŵ] ≡λ21

∂

∂z

[(
µ1

2λ1ρ0
w + µ3

)
∂w

∂z

]
+ λ1 (µ1w + µ2)

∂w

∂z

+ µ0w + κw(z, t− τ),

w(z, t) = ν(z, t) = δ0(t)e
−ρ0z if t ∈ [−τ, 0], τ > 0, α ∈ (0, 2],

(5.5)

where κ, µi ∈ R, i = 0, 1, 2, 3, along with the appropriate initial and boundary conditions

w(z, 0) = ξ(z), α ∈ (0, 1], (5.6)

w(z, 0) = ξ(z) &
∂w

∂t

∣∣
t=0

= η(z), α ∈ (1, 2], (5.7)

and

w(z, t)
∣∣∣
z=0

=

{
δ1(t), ifα ∈ (0, 1],

δ2(t), ifα ∈ (1, 2],
& w(z, t)

∣∣∣
z=l

=

{
δ3(t), ifα ∈ (0, 1],

δ4(t), ifα ∈ (1, 2].
(5.8)

It is easy to observe that the above-given operator F̃ T [w, ŵ] preserves the linear space

V1 = Span{e−ρ0z}, which is listed in case 6 of Table 2 without delay term.

Proceeding in a similar way as above, for α ∈ (0, 2], the exact solutions of (5.5) are

obtained as

w(z, t) =



e−ρ0z
{
A

n∑
m=0

κm(t−mτ)αmEm+1
α,αm+1(γ(t−mτ)α)

+

[
n∑

m=0

κm+1(t−mτ)α(m+1)−1Em+1
α,α(m+1)(γ(t−mτ)α)

]
∗[δ0(t− τ)T (t− τ)]} , α ∈ (0, 1],

e−ρ0z
{
A

(
E1
α,1(γt

α) +
n∑

m=1

κm(t−mτ)αmEm+1
α,αm+1(γ(t−mτ)α)

)
+Â

(
tE1

α,2(γ2t
α) +

n∑
m=1

κm(t−mτ)αm+1Em+1
α,αm+2(γ(t−mτ)α)

)
+
∫ t
0

( n∑
m=0

κm+1(y −mτ)α(m+1)−1Em+1
α,α(m+1)(γ2(y −mτ)α)

× δ0(t− τ − y)T (t− τ − y)
)
dy
}
, α ∈ (1, 2],

(5.9)

where γ = ρ20λ
2
1µ3 − λ1µ2ρ0 + µ0, A, Â ∈ R, n − 1 <

t

τ
≤ n, 0 <

∣∣∣ κe−τs
sα − γ

∣∣∣ < 1, T (t) ={
1, t < 0,

0, t ≥ 0
and Ec

a,b(y) =
∞∑
m=0

(c)my
m

m!Γ(am+ b)
is the generalized three parameter Mittag-

Leffler function with (c)m =
Γ(c+m)

Γ(c)
,m ∈ N. Additionally, ∗ denotes the convolution
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of functions defined as a(y) ∗ b(y) =
y∫
0

a(y − x)b(x)dx.

The obtained exact solutions satisfy the initial and boundary conditions (5.6)-(5.8) with

ξ(z) = Ae−ρ0z, η(z) = Âe−ρ0z,

δ1(t) = A

n∑
m=0

κm(t−mτ)αmEm+1
α,αm+1(γ(t−mτ)α) +

[
n∑

m=0

κm+1(t−mτ)α(m+1)−1

Em+1
α,α(m+1)(γ(t−mτ)α)

]
∗ [δ0(t− τ)T (t− τ)],

δ2(t) = A

(
E1
α,1(γt

α) +
n∑

m=1

κm(t−mτ)αmEm+1
α,αm+1(γ(t−mτ)α)

)

+ Â

(
tE1

α,2(γ2t
α) +

n∑
m=1

κm(t−mτ)αm+1Em+1
α,αm+2(γ(t−mτ)α)

)
+

t∫
0

( n∑
m=0

κm+1

(y −mτ)α(m+1)−1Em+1
α,α(m+1)(γ2(y −mτ)α)δ0(t− τ − y)T (t− τ − y)

)
dy,

δ3(t) = B
n∑

m=0

κm(t−mτ)αmEm+1
α,αm+1(γ(t−mτ)α) +

[
n∑

m=0

κm+1(t−mτ)α(m+1)−1

Em+1
α,α(m+1)(γ(t−mτ)α)

]
∗ [δ0(t− τ)T (t− τ)],

δ4(t) = B

(
E1
α,1(γt

α) +
n∑

m=1

κm(t−mτ)αmEm+1
α,αm+1(γ(t−mτ)α)

)

+ B̂

(
tE1

α,2(γ2t
α) +

n∑
m=1

κm(t−mτ)αm+1Em+1
α,αm+2(γ(t−mτ)α)

)
+

t∫
0

( n∑
m=0

κm+1

(y −mτ)α(m+1)−1Em+1
α,α(m+1)(γ2(y −mτ)α)δ0(t− τ − y)T (t− τ − y)

)
dy,

where B = Ae−ρ0l, and B̂ = Âe−ρ0l.

6 Applications

The class of diffusion equations is one of most fundamental class of equations in physical

sciences. Thus, the study of behavior and asymptotic nature of generalizations of this

kind of equations has been an interesting area of study for scientists for ages. The process

of diffusion has been developed by Fick from the fact that concentration gradient in an

isotropic medium is proportional to the rate of transportation of diffusing particles across

a unit area, which is mathematically viewed [10] as

F = D

(
∂u

∂x

)
,
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where F is the rate of transfer per unit area, u is the concentration of diffusing particle

with space variable x and diffusion coefficient D . When diffusion is assumed to be only

along the x-direction, Fick formulated the one-dimensional diffusion equation as follows,

∂u

∂t
= D

(
∂2u

∂x2

)
. (6.1)

Direct analogy with equations of heat conduction initially formulated by Fourier was a

remarkable observation during that period. For one-dimensional vertical flow, one may

consider a combination of the equation of continuity for conservation of water mass [53]

∂u

∂t
= −

(
∂R

∂x

)
(6.2)

along with the Buckingham-Darcy law for unsaturated flow [53]

R = −F (u)

(
∂u

∂x

)
+Q(u). (6.3)

The above equations (6.2)-(6.3) lead to the (1+1)-dimensional convection-diffusion equa-

tion [53]

∂u

∂t
=

∂

∂x

(
F (u)

∂u

∂x

)
−

(
dQ(u)

du

)(
∂u

∂x

)
,

↑capillarity ↑gravity
(6.4)

which can be written as

∂u

∂t
=

∂

∂x

(
F (u)

∂u

∂x

)
+K(u)

(
∂u

∂x

)
, (6.5)

where K(u) = −
(
dQ(u)

du

)
, u = u(x, t) is the volumetric water content at time t in

the depth x below the soil surface, F (u) is the concentration dependent soil-water dif-

fusivity and Q(u) is the concentration-dependent hydraulic conductivity. Note that Liu

[62] has discussed the various kinds of exact solutions of (6.4) using the invariant sub-

space method. The equation (6.5) is called a generalized (1 + 1)-dimensional nonlinear

convection-diffusion equation. In science and engineering, most of the applications of the

above type of equations are in modeling as in the form of diffusion, diffusion-convection (or

advection) and diffusion-reaction (or absorption) equations. The general class of (1 + 1)-

dimensional nonlinear convection-diffusion-reaction equation reads as follows [31, 54],

ut = (F (u)ux)x +K(u)ux +R(u), u = u(x, t), x ∈ R, t ≥ 0, (6.6)

where ut =
∂u

∂t
, ux =

∂u

∂x
, F (u) is the diffusion coefficient, K(u) is the convective term and

R(u) gives the kinetics of the system. Equation (6.6) reduces to the following well-known

nonlinear reaction-diffusion equations [54]:
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(1) When F (u) = 1, K(u) = 0, and R(u) = u(1 − u), equation (6.6) is referred to as

the well-known Fisher equation or logistic equation [54].

(2) The above equation (6.6) becomes the Newell-Whitehead equation or amplitude

equation [54] if F (u) = 1, K(u) = 0, and R(u) = u(1− u2).

(3) If F (u) = 1, K(u) = 0, and R(u) = u2(1 − u), then the above equation (6.6) is

called the Zeldovich equation [54].

(4) Equation (6.6) is known as the Nagumo equation or bistable equation [54] if F (u) =

1, K(u) = 0, and R(u) = u(1− u)(u− β) with β ∈ (0, 1).

(5) When F (u) = 1, K(u) = 0, and R(u)-arbitrary, equation (6.6) can be viewed

as the KPP equation [54], which is a generalization of the Fisher equation, the

Newell-Whitehead equation, the Zeldovich equation and the Nagumo equation.

(6) When F (u) = mum−1, K(u) = 0, and R(u) = ±up, m, p > 0, the equation (6.6) is

called the porous media equation [54] with absorption (source).

Here we wish to point out some applications of the invariant subspace method to the

above equations (6.5) and (6.6) as discussed below.

(a) When F (u) = c1, equation (6.5) reduces to the generalized Burgers’ equation [54],

which admits the two-dimensional linear space V2 = Span {1, x} if K(u) = c2u.

(b) If F (u) = u−
3
2 and K(u) = 0, then the above equation (6.5) is known as the fast

diffusion equation [41] which possesses an exact solution based on the linear space

V4 = Span {1, x, x2, x3} associated with v = u−
3
2 .

(c) When F (u) = u−
4
3 , K(u) = 0, and R(u) = u

7
3 , equation (6.6) is referred to as the

fast diffusion equation with reaction term [41], which possesses exact solution based

on the linear space V5 = Span {1, x, x2, x3, x4} along with v = u−
4
3 .

(d) If F (u) = u−
4
3 , K(u) = 0, and R(u) = −u− 1

3 , then the equation (6.6) is called a

fast diffusion equation with absorption term [41], which possesses exact solution

based on the linear space V5 = Span
{

1, cos( 4√
3
x), sin( 4√

3
x), cos( 2√

3
x), sin( 2√

3
x)
}

along with v = u−
4
3 .

(e) For F (u) = uσ, K(u) = 0, R(u) = −u1−σ, σ > 0, the above equation (6.6) represents

a porous medium equation with absorption [41] which possesses the exact solution

based on the linear space V2 = Span{1, x2} along with v = uσ.
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Recently, invariant subspaces and exact solutions of (1 + 1)-dimensional generalized non-

linear convection-diffusion-reaction equations (6.6) with power-law nonlinearities have

been discussed in [31]. In the literature, some remarkable works can be seen for de-

riving the exact solutions of higher-dimensional nonlinear convection-diffusion-reaction

equations that are given below.

• Exact solutions of the quadratic wave equation [41] with (2 + 1)-dimensions, utt =

5·(u5u)+bu+a, have been derived based on the 3-dimensional invariant subspace

V3 = Span{1, x21, x22} in [41], where u = u(x1, x2, t), xi ∈ R, i = 1, 2, t ≥ 0.

• The invariant subspace of the porous medium equation [41] with (N+1)-dimensions,

ut = 5 · (uσ 5 u) + au1−σ + bu, σ 6= 0, is VN+1 = Span{1, x21, x22, . . . , x2N}, where

u = u(x1, x2, . . . , xN , t), xi ∈ R, i = 1, 2, . . . , N, t ≥ 0.

• The 9-dimensional linear subspace V9 = Span{1, x1, x2, x21, x1x2, x22, x1r, x2r, r2}, r =

(x1+x2)
2 can be used to exhibit the solutions of the (2+1)-dimensional fast diffusion

equation [41] ut = 5 · ( 1
u
5 u), u = u(x1, x2, t).

However, in complex systems, it is observed that the diffusion process is non-predictable

(anomalous) as it does not always follow the Gaussian statistics or Fick’s law which are

characteristics of the normal Brownian diffusion. It can be seen that anomalous diffu-

sion is dominant in many complex systems of physics and biology [16, 17]. Metzler and

Klafter [18] have derived anomalous diffusion process mathematically by continuous-time

random walk scheme in terms of fractional-order derivatives in the form

∂αu

∂tα
− t−α

Γ(1− α)
u0(x) = Hα

∂

∂x

(
∂2u

∂x2

)
, (6.7)

where u0(x) is the initial value of diffusion andHα is the generalized diffusion coefficient.

The anomalous behavior is characterized by their nonlinear power-law time dependence

of the mean square displacement, that is〈
x2(t)

〉
=

2Hα

Γ(1 + α)
tα.

Note that the diffusion exponent α (> 0) divides the domain of anomalous diffusion [18]

into three types that are (i) If α ∈ (0, 1), the process represents a sub-diffusion, (ii)

when α ∈ (1, 2], the process represents a ballistic (super) diffusion and (iii) when α = 1,

the process represents the normal Brownian diffusion (time dependent and linear mean

square displacement, i.e.,
〈
x2(t)

〉
∼ kt).

Due to the rich applications of anomalous diffusion and its generalizations in all fields of

science and engineering, many scientists devoted their time to investigating its structural
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and dynamical properties. Different numerical methods were employed to establish the

properties of the anomalous behavior of diffusion in complex systems like Monte-Carlo

simulation, forward Euler difference formula [58], green’s function method [55], to name

a few. Recently, exact solutions of time-fractional linear diffusion equation were studied

through the Lie symmetries in [11]. The Lie-symmetries of time-fractional linear diffusion

equations with variable coefficient were studied by Sahadevan and Prakash [26]. In [33],

Sahadevan and Prakash have studied the exact solutions of (1 + 1)-dimensional time-

fractional reaction-diffusion equations and (1+1)-dimensional time-fractional convection-

diffusion equations through the invariant subspace method. Also, exact solutions of (1 +

1)-dimensional time-fractional generalized nonlinear reaction-diffusion with time delay

equations have been derived through the invariant subspace method [39]. Exact solutions

of (2 + 1)-dimensional biological population model

∂αu

∂tα
=
∂2(u2)

∂x21
+
∂2(u2)

∂x22
+ κua(1− γua)

were studied extensively for various parameter values of κ, a, γ using separation of the

variable method [59], invariant subspace method associated with variable transformation

[44] and direct approach of invariant subspace method [50].

7 Discussion and concluding remarks

In this paper, we have systematically investigated how to apply the invariant subspace

method associated with variable transformation for deriving the exact solutions of the

(k + 1)-dimensional nonlinear time-fractional PDEs in detail. Also, this detailed specific

study was used for finding the various types of exact solutions of the (3 + 1)-dimensional

nonlinear time-fractional convection-diffusion-reaction equation explicitly, along with the

appropriate initial and boundary conditions. Moreover, we note that the obtained exact

solutions of the equation as mentioned above can be written in terms of polynomial,

exponential, trigonometric, hyperbolic, and Mittag-Leffler functions. In addition, the

discussed method was extended for the (k+1)-dimensional nonlinear time-fractional PDEs

with several linear time delays, and also the exact solutions of the (3 + 1)-dimensional

nonlinear time-fractional delay convection-diffusion-reaction equation were derived using

the discussed method. It is well-known that the non-integer order derivatives have some

unusual properties, such as violation of the standard form of the Leibniz rule, chain

rule, and semigroup property. Due to these reasons, there are no well-defined analytical

methods for nonlinear non-integer order PDEs.

We wish to point out that in [51], Prakash et al. have investigated the invariant

subspace method for finding the exact solutions of (k + 1)-dimensional nonlinear time-
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fractional PDEs without any variable transformation. Also, they have derived various

types of exact solutions for the (3 + 1)-dimensional nonlinear time-fractional convection-

diffusion equation using the direct approach of the invariant subspace method. From this,

we can look for exact solutions of the (k+1)-dimensional nonlinear time-fractional PDEs

of the form (1.1). This work has been extended to derive exact solutions for a higher-

dimensional time-fractional equation using the invariant subspace method with variable

transformation. Also, Abdel Kader et al. [44] have investigated exact solutions of a

nonlinear time-fractional (2 + 1)-dimensional biological population model with variable

coefficients using the invariant subspace method associated with variable transformation.

So, we can expect the particular form of exact solutions (1.2) for (k+1)-dimensional

time-fractional PDEs from these studies. The derivation of the exact solution (1.1) may

not be straightforward for higher-dimensional nonlinear time-fractional PDEs using the

invariant subspace method without any variable transformation. However, it is easy to

apply this study for the higher-dimensional case because it allows one to reduce the (k+1)-

dimensional equation to the (1+1)-dimensional equation. Hence these investigations show

that the discussed method is a very important, efficient, and powerful analytical tool to

derive the exact solutions to the initial and boundary value problems of the nonlinear

time-fractional higher-dimensional PDEs in science and engineering. The applicability of

the method has been already discussed in the literature for time-space fractional nonlinear

PDEs [37, 38]. The discussed method may be applied to systematically find the exact

solutions of space fractional nonlinear PDEs with some additional assumptions, which

will be studied in the future.
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