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#### Abstract

This paper systematically explains how to apply the invariant subspace method using variable transformation for finding the exact solutions of the ( $k+1$ )-dimensional nonlinear time-fractional PDEs in detail. More precisely, we have shown how to transform the given $(k+1)$-dimensional nonlinear time-fractional PDEs into ( $1+1$ )dimensional nonlinear time-fractional PDEs using the variable transformation procedure. Also, we explain how to derive the exact solutions for the reduced equations using the invariant subspace method. Additionally, in this careful and systematic study, we will investigate how to find the various types of exact solutions of the (3+1)-dimensional nonlinear time-fractional convection-diffusion-reaction equation along with appropriate initial and boundary conditions for the first time. Moreover, the obtained exact solutions of the equation as mentioned above can be written in terms of polynomial, exponential, trigonometric, hyperbolic, and Mittag-Leffler functions. Finally, the discussed method is extended for the ( $k+1$ )-dimensional nonlinear time-fractional PDEs with several linear time delays, and the exact solution of the (3+1)-dimensional nonlinear time-fractional delay convection-diffusion-reaction equation is derived.
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## 1 Introduction

The theory and applications of fractional differential equations (FDEs) have gained much interest and importance both from the physical and mathematical points of view during the past few decades due to the exact description of diverse anomalous phenomena in science and engineering [1] 8]. Derivatives of non-integer order (fractional-order) have been successfully used to describe the memory effect in complex systems because noninteger order derivatives depend on all the past values of the relevant function and not only on the immediate past. Hence, non-integer order models have been effectively used to investigate the anomalous behavior of systems. The relevant phenomena can be categorized by power-law long-term memory, fractal properties, and long-range interactions [4, 7, 8]. Also, note that the non-integer order derivatives have a set of non-standard (unusual) properties such as violation of the standard form of the chain rule, Leibniz rule, and semi-group property, which are essential fundamental properties of non-integer order derivatives that allow us to add a memory effect in complex systems [4, [7-9]. Due to the unusual properties of non-integer order derivatives, finding the exact solutions of the non-integer order nonlinear PDEs is very complicated.

In the literature, there are no well-defined analytical methods for finding the exact solutions of non-integer order nonlinear PDEs due to the above-mentioned reasons. So, constructing the exact solutions for such non-integer order nonlinear PDEs is a challenging and difficult task. Finding the exact solutions to nonlinear non-integer order PDE is important, which can help us to analyze and predict the qualitative and quantitative properties of complex systems. Many researchers in recent years have made remarkable contributions to the construction of solutions to nonlinear FDEs by developing analytical and numerical methods such as the differential transform method [21], Adomian decomposition method [19, 20], Lie symmetry analysis [11-13, 22-29], new hybrid method [30], invariant subspace method [29, 31, 40, 42-44, 50, 51, 65-67], variable separation method [59, 60] and so on.

Recent discussions show that due to the unusual properties of fractional derivatives, the invariant subspace method is a very effective and powerful analytical method to find the exact solutions for nonlinear fractional PDEs. The detailed study of the invariant subspace method was initially provided by Galaktionov and Svirshchevskii 41 for deriving the exact solutions of the integer-order nonlinear evolution PDEs, which is commonly known as the generalized separation of the variable method. Since then, this method has been further studied by Ma and many others [45-49, 62,64] for scalar and coupled nonlinear PDEs. In recent days, Gazizov and Kasatkin [36], and others [29, 32-35, 3740, 50] have extended this method for finding the exact solutions of fractional scalar and
coupled nonlinear higher-dimensional PDEs.
It is well-known that the following types of general separable and functional separable solutions are available for the $(1+1)$-dimensional nonlinear PDEs [61] as
(i) $u(x, t)=\sum_{r=1}^{n} \varphi_{r}(t) \psi_{r}(x)$ and
(ii) $u(x, t)=U(z), z=\sum_{r=1}^{n} \varphi_{r}(t) \psi_{r}(x)$,
where the functions $\varphi_{r}(t)$ and $\psi_{r}(x)$ are to be determined which depend on the considered equation. The above solutions (i) and (ii) can be derived from the generalized separable method and functional separable method, respectively.

Due to the unusual properties of non-integer order derivatives, the functional separable solution (ii) is impossible for the $(1+1)$-dimensional nonlinear time-fractional PDEs because of the time derivative involving the fractional order. However, the generalized separable solution (i) is possible for the ( $1+1$ )-dimensional nonlinear time-fractional PDEs for which the above type of solutions can be derived from the invariant subspace method. In [49], Zhu and Qu have studied the exact solutions of the two-dimensional nonlinear evolution equations using the invariant subspace method. In 2021, Abdel Kader et al. [44] have derived the exact solutions of the $(2+1)$-dimensional nonlinear time-fractional variable coefficient biological population model using the invariant subspace method along with the variable transformation. In the same year, Prakash et al. 50 investigated the exact solutions for the $(2+1)$-dimensional nonlinear time-fractional PDEs using the direct approach of the invariant subspace method without any variable transformation. Very recently, Prakash et al. [51] generalized the theory of the invariant subspace method for the $(k+1)$-dimensional nonlinear time-fractional PDEs. From this, we can expect the exact solution of the form

$$
\begin{equation*}
u\left(x_{1}, \ldots, x_{k}, t\right)=\sum_{i_{1}, i_{2}, \ldots, i_{k}} \psi_{i_{1}, i_{2}, \ldots, i_{k}}(t)\left(\prod_{r=1}^{k} \varphi_{i_{r}}^{r}\left(x_{r}\right)\right), i_{r}=1,2, \ldots, n_{r}, r=1,2, \ldots, k, \tag{1.1}
\end{equation*}
$$

where the functions $\psi_{i_{1}, i_{2}, \ldots, i_{k}}(t)$ and $\varphi_{i_{r}}^{r}\left(x_{r}\right)$ are to be determined which depend on the considered equation. The main aim of this work is to apply the invariant subspace method associated with variable transformation for finding the following type of exact solution of the $(k+1)$-dimensional nonlinear time-fractional PDE as

$$
\begin{equation*}
u\left(x_{1}, x_{2}, \ldots, x_{k}, t\right)=\sum_{r=1}^{n} F_{r}(t) G_{r}(z), z=\lambda_{1} x_{1}+\lambda_{2} x_{2}+\cdots+\lambda_{k} x_{k}, \tag{1.2}
\end{equation*}
$$

where $\lambda_{i} \in \mathbb{R}, i=1,2, \ldots, k$, and the functions $F_{r}(t)$ and $G_{r}(z)$ are unknown and have to be determined which depend on the considered equation.

The most popularly studied model is the anomalous diffusion-wave equation [11, 12, generated with time-fractional derivative, which can be read as follows,

$$
\begin{equation*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=A \frac{\partial^{2} u}{\partial x^{2}}, \quad \alpha \in(0,2] . \tag{1.3}
\end{equation*}
$$

We wish to point out that the above equation (1.3) represents both parabolic and hyperbolic type processes simultaneously since it models the classical wave equation when $\alpha=2$ and diffusion (heat) equation when $\alpha=1$. In addition, we note that equation (1.3) describes the process of anomalous sub-diffusion if $0<\alpha<1$ and super-diffusion when $1<\alpha<2$. The super-diffusion phenomenon studies intermediate properties between wave and diffusion behaviors of the system. An ample amount of research has been devoted to studying the popular class of convection-diffusion-reaction equations, which appear in all major areas like fluid dynamics, biological population, mathematical finance, ecology, the study of oceanic waves, etc. Researchers have investigated nonlinear convection-diffusion-reaction equations through qualitative, quantitative, and asymptotic methods. In the literature, Cherniha et al. [13] have discussed the $(n+1)$-dimensional generalized convection-diffusion-reaction equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\nabla \cdot(F(u) \nabla u)+K(u) \cdot \nabla u+R(u), \tag{1.4}
\end{equation*}
$$

where $u=u\left(x_{1}, \ldots, x_{n}, t\right), \nabla=\left(\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right), t>0, x_{r} \in \mathbb{R}, r=1,2, \ldots, n$, and the function $F(u)>0$ denotes the diffusivity, the vector $K(u)=\left(K_{1}(u), \ldots, K_{n}(u)\right)$ represents the convective transport of the medium which typically means the velocity and $R(u)$ is the reaction term. Also, they have studied the Lie symmetries of the equation (1.4) with $n=2$. In 1983, Dorodnitsyn et al. [14] have investigated the ( $n+1$ )-dimensional generalized diffusion-reaction equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\sum_{r=1}^{n} \frac{\partial}{\partial x_{r}}\left[F_{r}(u)\left(\frac{\partial u}{\partial x_{r}}\right)\right]+R(u), \quad F_{r}(u)>0, r=1, \ldots, n, \tag{1.5}
\end{equation*}
$$

where $u=u\left(x_{1}, \ldots, x_{n}, t\right), x_{r} \in \mathbb{R}, t>0$ and the functions $F_{r}(u), r=1, \ldots, n$, and $R(u)$ describe the diffusivity and kinetics of the processes, respectively. For $n=2$ and $n=3$, they have presented the group properties of the equation (1.5). Also, we note that Polyanin and Zaitsev [15] have derived various types of exact solutions for the above equation (1.5) with $n=3$ using separation of the variable method with various transformations.
In the present study, we consider the most general form of the $(3+1)$-dimensional nonlinear time-fractional convection-diffusion-reaction (CDR) equation in the form

$$
\begin{equation*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=\sum_{r=1}^{3} \frac{\partial}{\partial x_{r}}\left(F_{r}(u) \frac{\partial u}{\partial x_{r}}\right)+\sum_{r=1}^{3} K_{r}(u) \frac{\partial u}{\partial x_{r}}+R(u), \alpha \in(0,2] \tag{1.6}
\end{equation*}
$$

defined on the spatially bounded domain, $\Omega \times[0, \infty) \subset \mathbb{R}^{4}$ along with the appropriate initial and boundary conditions

$$
\begin{gather*}
u\left(x_{1}, x_{2}, x_{3}, 0\right)=\xi\left(x_{1}, x_{2}, x_{3}\right), \alpha \in(0,1],  \tag{1.7}\\
u\left(x_{1}, x_{2}, x_{3}, 0\right)=\left.\xi\left(x_{1}, x_{2}, x_{3}\right) \& \frac{\partial u}{\partial t}\right|_{t=0}=\eta\left(x_{1}, x_{2}, x_{3}\right), \alpha \in(1,2], \tag{1.8}
\end{gather*}
$$

and

$$
\begin{align*}
\left.u\left(x_{1}, x_{2}, x_{3}, t\right)\right|_{\sum_{i=1}^{3} \lambda_{i} x_{i}=0}=\left\{\begin{array}{l}
\delta_{1}(t), \text { if } \alpha \in(0,1], \\
\delta_{2}(t), \text { if } \alpha \in(1,2],
\end{array}\right.  \tag{1.9}\\
\left.\& u\left(x_{1}, x_{2}, x_{3}, t\right)\right|_{\sum_{i=1}^{3} \lambda_{i} x_{i}=l}=\left\{\begin{array}{l}
\delta_{3}(t), \text { if } \alpha \in(0,1], \\
\delta_{4}(t), \text { if } \alpha \in(1,2],
\end{array}\right.
\end{align*}
$$

where the fractional derivative of order $\alpha>0$ denoted by $\frac{\partial^{\alpha}(\cdot)}{\partial t^{\alpha}}$ which is taken in the Caputo sense and defined [1] 3] as

$$
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}= \begin{cases}\frac{1}{\Gamma(p-\alpha)} \int_{0}^{t} \frac{\partial^{p} u\left(x_{1}, x_{2}, x_{3}, \tau\right)}{\partial \tau^{p}}(t-\tau)^{p-\alpha-1} d \tau, & p-1<\alpha<p, p \in \mathbb{N}  \tag{1.10}\\ \frac{\partial^{p} u}{\partial t^{p}}, & \alpha=p \in \mathbb{N}\end{cases}
$$

and $\Omega=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3} \mid 0 \leq \sum_{r=1}^{3} \lambda_{r} x_{r} \leq l, x_{r}, \lambda_{r}, l \in \mathbb{R}, r=1,2,3\right\}$, the functions $F_{r}(u), K_{r}(u)$ and $R(u)$ represent diffusion process, convection process and reaction kinetics of the physical system under consideration, respectively for $u=u\left(x_{1}, x_{2}, x_{3}, t\right), t>0$ and the functions $\delta_{1}(t), \delta_{3}(t) \in C^{1}([0, \infty))$, while $\delta_{2}(t), \delta_{4}(t) \in C^{2}([0, \infty))$. Recently, Prakash et al. [51] have discussed the exact solutions for the initial value problems of (1.6) with $R(u)=0$ through direct approach of the invariant subspace method without any variable transformation. Here we wish to point out that when $\alpha \in(1,2]$, the above equation (1.6) is known as the time-fractional convection-diffusion-reaction (CDR) wave equation, which helps to study the intermediate process between diffusion and wave phenomena simultaneously.
We believe that to the best of our knowledge, no one has discussed the invariant subspace method associated with the variable transformation for deriving the exact solutions of the initial and boundary value problems of the given equation (1.6). In this work, one of our aims is to find the various dimensional invariant subspaces for the given equation (1.6) through the invariant subspace method associated with variable transformation. Using the invariant subspaces obtained, our second aim is to derive the following type of exact solutions for the initial and boundary value problems of the equation (1.6):

$$
\begin{equation*}
u\left(x_{1}, x_{2}, x_{3}, t\right)=\sum_{r=1}^{n} F_{r}(t) G_{r}\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}+\lambda_{3} x_{3}\right), \lambda_{i} \in \mathbb{R}, i=1,2,3 \tag{1.11}
\end{equation*}
$$

The paper is structured as follows: Section 2 describes how to apply the invariant subspace method associated with variable transformation for the $(k+1)$-dimensional nonlinear time-fractional PDEs. Additionally, we provide a detailed study for constructing the exact solutions using the invariant subspaces. In section 3, we provide the description for the estimation of the invariant subspaces with different dimensions for the $(3+1)$ dimensional nonlinear time-fractional CDR equation. Section 4 explains the derivation of the exact solutions for the initial and boundary value problems of the $(3+1)$-dimensional nonlinear time-fractional CDR equation using the invariant subspaces. In section 5, the extension of the invariant subspace method associated with variable transformation for the $(k+1)$-dimensional nonlinear time-fractional PDEs with several time delays is investigated, and also the exact solutions of the (3+1)-dimensional delay nonlinear timefractional CDR equation are derived. Then, in section 6 , we provide a brief account of the applications of the theory developed in the earlier sections. Finally, section 7 provides a brief discussion and concluding remarks.

## 2 Invariant subspace method associated with $(k+1)$ dimensional nonlinear time-fractional PDEs

In this section, we present how to find the invariant subspaces associated with the following $(k+1)$-dimensional nonlinear time-fractional PDE

$$
\begin{equation*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=\boldsymbol{F}[u], \alpha>0, t \geq 0 \tag{2.1}
\end{equation*}
$$

where $\boldsymbol{F}[u]$ is a sufficiently smooth $m$-th order nonlinear partial differential operator involving $k$ independent space variables such that

$$
\begin{equation*}
\boldsymbol{F}[u]=\boldsymbol{F}\left(x_{1}, x_{2}, \ldots, x_{k}, u, u_{1}^{(1)}, \ldots, u_{k}^{(1)}, u_{11}^{(2)}, \ldots, u_{r_{1} r_{2}}^{(2)}, \ldots, u_{r_{1} r_{2} \cdots r_{m}}^{(m)}\right) . \tag{2.2}
\end{equation*}
$$

Here $u=u\left(x_{1}, x_{2}, \ldots, x_{k}, t\right), u_{r}^{(1)}=\frac{\partial u}{\partial x_{r}}, u_{r_{1} r_{2}}^{(2)}=\frac{\partial^{2} u}{\partial x_{r_{1}} \partial x_{r_{2}}}, \ldots, u_{r_{1} r_{2} \cdots r_{m}}^{(m)}=\frac{\partial^{m} u}{\partial x_{r_{1}} \partial x_{r_{2}} \cdots \partial x_{r_{m}}}$, $x_{r_{s}} \in \mathbb{R}, r, r_{s}=1,2, \ldots, k, s=1,2, \ldots, m$, and $k, m \in \mathbb{N}^{2}$.
Now, we look for particular solutions of the form

$$
\begin{equation*}
u\left(x_{1}, x_{2}, \ldots, x_{k}, t\right)=w(z, t), z=\lambda_{1} x_{1}+\lambda_{2} x_{2}+\cdots+\lambda_{k} x_{k}, \tag{2.3}
\end{equation*}
$$

where $\lambda_{r} \in \mathbb{R}, r=1,2, \ldots, k, k \in \mathbb{N}$. Using the ansatz (2.3), along with the invariant subspace method, the working procedure for finding exact solutions of (2.1) can be summarized in the following steps:

Step-1: Using the ansatz (2.3), the given $(k+1)$-dimensional equation (2.1) reduces to the following $(1+1)$-dimensional nonlinear time-fractional PDE,

$$
\begin{equation*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\boldsymbol{F}_{T}[w], \alpha>0, \tag{2.4}
\end{equation*}
$$

where $\boldsymbol{F}_{T}[w]$ is the transformed ordinary differential operator given by

$$
\begin{equation*}
\boldsymbol{F}_{T}[w]=\boldsymbol{F}_{T}\left(z, w, w_{z}^{(1)}, \ldots, w_{z}^{(m)}\right), w_{z}^{(j)}=\frac{\partial^{j} w}{\partial z^{j}}, j=1,2, \ldots, m . \tag{2.5}
\end{equation*}
$$

Step-2 : Apply the invariant subspace method to the above reduced $(1+1)$-dimensional nonlinear time-fractional PDE (2.4) for finding the invariant subspaces.

Step-3 : Using the obtained invariant subspaces, the given $(1+1)$-dimensional nonlinear time-fractional PDE (2.4) reduces to a system of fractional ODEs.

Step-4 : Next, one can apply the well-known analytical methods to the obtained system of fractional ODEs. From this, we can look for particular form of the exact solution as follows:

$$
u\left(x_{1}, x_{2}, \ldots, x_{k}, t\right)=w(z, t)=\sum_{s=1}^{n} C_{s}(t) \phi_{s}(z),
$$

where $z=\lambda_{1} x_{1}+\lambda_{2} x_{2}+\cdots+\lambda_{k} x_{k}, n \in \mathbb{N}$.
Now, using the invariant subspace method as introduced by Galaktionov and Svirshchevskii [41, let us explain how to find the invariant subspaces for the equation (2.4). First, we consider the $n$-th order linear homogeneous ODE

$$
\begin{equation*}
\frac{d^{n} y}{d z^{n}}+p_{n-1}(z) \frac{d^{n-1} y}{d z^{n-1}}+\cdots+p_{0}(z) y=0 \tag{2.6}
\end{equation*}
$$

where the functions $p_{s}(z), s=0,1,2, \ldots, n-1$, are continuous functions of $z$. Then there exist $n$-linearly independent solutions for the above ODE (2.6), say $\phi_{s}(z), s=1,2, \ldots, n$. Let $\mathbf{V}_{n}$ be the linear space spanned by the above-mentioned linearly independent functions $\phi_{s}(z), s=1,2, \ldots, n$, which can be simply written as

$$
\begin{equation*}
\mathbf{V}_{n}=\operatorname{Span}\left\{\phi_{s}(z) \mid s=1,2, \ldots, n\right\} \tag{2.7}
\end{equation*}
$$

The above linear space (solution space) $\mathbf{V}_{n}$ is said to be invariant under the nonlinear ordinary differential operator $\boldsymbol{F}_{T}[w]$ given in (2.5) if $w \in \mathbf{V}_{n}$ implies $\boldsymbol{F}_{T}[w] \in \mathbf{V}_{n}$. In other words, we can write as follows:

$$
\begin{equation*}
w=\sum_{s=1}^{n} C_{s} \phi_{s}(z) \text { implies that } \boldsymbol{F}_{T}[w]=\sum_{s=1}^{n} \Omega_{s}\left(C_{1}, C_{2}, \ldots, C_{n}\right) \phi_{s}(z), \tag{2.8}
\end{equation*}
$$

where $C_{s} \in \mathbb{R}$, and the functions $\Omega_{s}\left(C_{1}, C_{2}, \ldots, C_{n}\right), s=1,2, \ldots, n$, denote the coefficient of expansion with respect to the basis set $\left\{\phi_{s}(z) \mid s=1,2, \ldots, n\right\}$.
Additionally, we wish to point out that the linear space $\mathbf{V}_{n}$ given in (2.7) is invariant under the nonlinear partial differential operator $\boldsymbol{F}[u]$ given in (2.2) if $w \in \mathbf{V}_{n}$ implies $\boldsymbol{F}_{T}[w] \in \mathbf{V}_{n}$. This means that if the transformed nonlinear ordinary differential operator $\boldsymbol{F}_{T}[w]$ admits the linear space $\mathbf{V}_{n}$, then the linear space $\mathbf{V}_{n}$ is also invariant under the given nonlinear partial differential operator $\boldsymbol{F}[u]$ and vice-versa.

The following theorem helps to find the maximal dimension of the linear space for the given nonlinear differential operator (2.5).

Theorem 2.1. [41] If the $n$-dimensional linear (vector) space is invariant under the given $m$-th order nonlinear ordinary differential operator $\boldsymbol{F}_{T}[w]=\boldsymbol{F}_{T}\left(z, w, w_{z}^{(1)}, \ldots, w_{z}^{(m)}\right)$, then $n \leq 2 m+1$.

More precisely, by the virtue of maximal dimension theorem 2.1, the possible dimensions of linear space for the given $m$-th order nonlinear ordinary differential operator $\boldsymbol{F}_{T}[w]$ are $1,2, \ldots, 2 m+1$.
Now, we show how to find the exact solutions of the equation (2.1) using the invariant subspace $\mathbf{V}_{n}$ for the given differential operator $\boldsymbol{F}_{T}[w]$ that is discussed below.

Theorem 2.2. Let $\mathbf{V}_{n}=\operatorname{Span}\left\{\phi_{s}(z) \mid s=1,2, \ldots, n\right\}$ be an $n$-dimensional linear space. Suppose that $\mathbf{V}_{n}$ is invariant under the ordinary differential operator $\boldsymbol{F}_{T}[w]$ given in (2.5). Then the $(1+1)$-dimensional nonlinear time-fractional PDE

$$
\begin{equation*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\boldsymbol{F}_{T}[w], \alpha>0, \tag{2.9}
\end{equation*}
$$

admits an exact solution in the finite separable form

$$
\begin{equation*}
w(z, t)=\sum_{s=1}^{n} C_{s}(t) \phi_{s}(z) \tag{2.10}
\end{equation*}
$$

if and only if the $(k+1)$-dimensional nonlinear time-fractional PDE

$$
\begin{equation*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=\boldsymbol{F}[u], \alpha>0, \tag{2.11}
\end{equation*}
$$

admits an exact solution in the finite separable form

$$
\begin{equation*}
u\left(x_{1}, x_{2}, \ldots, x_{k}, t\right)=w(z, t)=\sum_{s=1}^{n} C_{s}(t) \phi_{s}\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}+\cdots+\lambda_{k} x_{k}\right), \tag{2.12}
\end{equation*}
$$

where $z=\lambda_{1} x_{1}+\lambda_{2} x_{2}+\cdots+\lambda_{k} x_{k}$. Moreover, the functions $C_{s}(t), s=1,2, \ldots, n$, satisfy the following system of fractional ODEs

$$
\begin{equation*}
\frac{d^{\alpha} C_{s}(t)}{d t^{\alpha}}=\Omega_{s}\left(C_{1}(t), C_{2}(t), \ldots, C_{n}(t)\right), s=1,2, \ldots, n \tag{2.13}
\end{equation*}
$$

Next, we present a specific study for finding the invariant subspaces and exact solutions of the $(3+1)$-dimensional generalized nonlinear time-fractional CDR equation (1.6).

## 3 Invariant subspaces associated with (3+1)-dimensional generalized nonlinear time-fractional CDR equation (1.6)

In this section, we present a detailed algorithmic study for finding the invariant subspaces of the (3+1)-dimensional generalized nonlinear time-fractional CDR equation (1.6). Thus, the nonlinear partial differential operator reads as follows:

$$
\begin{equation*}
\mathbf{F}[u]=\sum_{r=1}^{3} \frac{\partial}{\partial x_{r}}\left(F_{r}(u) \frac{\partial u}{\partial x_{r}}\right)+\sum_{r=1}^{3} K_{r}(u) \frac{\partial u}{\partial x_{r}}+R(u) . \tag{3.1}
\end{equation*}
$$

Now, using the ansatz (2.3) with $k=3$, we can reduce the given partial differential operator (3.1) with three independent space variables into the ordinary differential operator with one new independent space variable. Hence, we consider the particular solution of the equation (1.6) as $u\left(x_{1}, x_{2}, x_{3}, t\right)=w(z, t), z=\lambda_{1} x_{1}+\lambda_{2} x_{2}+\lambda_{3} x_{3}$. Thus, the given $(3+1)$-dimensional generalized nonlinear time-fractional CDR equation (1.6) is transformed into the $(1+1)$-dimensional generalized nonlinear time-fractional CDR equation in the form

$$
\begin{equation*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\boldsymbol{F}_{T}[w] \equiv \frac{\partial}{\partial z}\left(F(w) \frac{\partial w}{\partial z}\right)+K(w) \frac{\partial w}{\partial z}+R(w), \alpha \in(0,2], \tag{3.2}
\end{equation*}
$$

and the corresponding initial and boundary conditions (1.7)-(1.9) can be considered as follows,

$$
\begin{array}{cc}
w(z, 0)=\xi(z), & \alpha \in(0,1], \\
w(z, 0)=\left.\xi(z) \& \frac{\partial w}{\partial t}\right|_{t=0}=\eta(z), & \alpha \in(1,2], \tag{3.4}
\end{array}
$$

and

$$
\left.w(z, t)\right|_{z=0}=\left\{\left.\begin{array}{l}
\delta_{1}(t), \text { if } \alpha \in(0,1],  \tag{3.5}\\
\delta_{2}(t), \text { if } \alpha \in(1,2],
\end{array} \quad \& \quad w(z, t)\right|_{z=l}=\left\{\begin{array}{l}
\delta_{3}(t), \text { if } \alpha \in(0,1], \\
\delta_{4}(t), \text { if } \alpha \in(1,2]
\end{array}\right.\right.
$$

where the functions $F(w)=\sum_{r=1}^{3} \lambda_{r}^{2} F_{r}(w)$ and $K(w)=\sum_{r=1}^{3} \lambda_{r} K_{r}(w)$. Next, we present a detailed algorithmic study for finding finite-dimensional invariant subspaces for the
nonlinear differential operator $\boldsymbol{F}_{T}[w]$ given in (3.2). Now, we introduce the $n$-dimensional linear space

$$
\begin{equation*}
\mathbf{V}_{n}=\operatorname{Span}\left\{\phi_{s}(z) \mid s=1,2, \ldots, n\right\} \tag{3.6}
\end{equation*}
$$

where the functions $\phi_{s}(z), s=1,2, \ldots, n$, are linearly independent solutions of the following ODE:

$$
\begin{equation*}
D_{n}[y] \equiv\left[\frac{d^{n}}{d z^{n}}+p_{n-1}(z) \frac{d^{n-1}}{d z^{n-1}}+\cdots+p_{0}(z)\right] y=0 \tag{3.7}
\end{equation*}
$$

Here the functions $p_{s}(z), s=0,1,2, \ldots, n-1$, are continuous functions of z . The solution space $\mathbf{V}_{n}$ is invariant under the following nonlinear differential operator

$$
\begin{equation*}
\boldsymbol{F}_{T}[w]=\frac{\partial}{\partial z}\left(F(w) \frac{\partial w}{\partial z}\right)+K(w) \frac{\partial w}{\partial z}+R(w) \tag{3.8}
\end{equation*}
$$

if $\boldsymbol{F}_{T}[w] \in \mathbf{V}_{n}$ for all $w \in \mathbf{V}_{n}$. Thus, we get the following invariance conditions

$$
\begin{align*}
D_{n}\left[\boldsymbol{F}_{T}[w]\right] & \equiv\left[\frac{d^{n}}{d z^{n}}+p_{n-1}(z) \frac{d^{n-1}}{d z^{n-1}}+\cdots+p_{0}(z)\right] \boldsymbol{F}_{T}[w]=0  \tag{3.9}\\
\text { whenever } \quad D_{n}[w] & \equiv\left[\frac{d^{n}}{d z^{n}}+p_{n-1}(z) \frac{d^{n-1}}{d z^{n-1}}+\cdots+p_{0}(z)\right] w=0
\end{align*}
$$

By the maximal dimension theorem 2.1, the possible dimensions of the linear space $\mathbf{V}_{n}$ for the given differential operator $\boldsymbol{F}_{T}[w]$ are $n=1,2,3,4,5$, because $\operatorname{dim}\left(\mathbf{V}_{n}\right) \leq 5$.

In order to determine the unknown functions $F_{r}(w), K_{r}(w), R(w), r=1,2,3$, and $p_{s}(z), s=0,1,2, \ldots, n-1$, and their corresponding invariant subspaces with different dimensions, we substitute

$$
\begin{equation*}
\frac{d^{n} w}{d z^{n}}=-\left[p_{n-1}(z) \frac{d^{n-1}}{d z^{n-1}}+\cdots+p_{0}(z)\right] w \tag{3.10}
\end{equation*}
$$

and the operator (3.8) into the equation (3.9), we obtain an over-determined system of equations. Solving the obtained system, we obtain the differential operators with their corresponding linear spaces.
Now, we present how to determine the two-dimensional invariant linear space with their corresponding differential operators.

Theorem 3.1. Consider the two-dimensional linear space $\mathbf{V}_{2}$ defined as the solution space of the second order linear homogeneous ODE

$$
\begin{equation*}
\frac{d^{2} y}{d z^{2}}+p_{1}(z) \frac{d y}{d z}+p_{0}(z) y=0 \tag{3.11}
\end{equation*}
$$

then there exists nonlinear differential operator $\boldsymbol{F}_{T}[w]$ that preserves the linear space defined by the ODE (3.11) when $p_{1}(z) p_{0}(z)=0$.
The full description of the two-dimensional invariant linear spaces and their corresponding differential operators $\boldsymbol{F}_{T}[w]$ are listed in Table 1.

Proof. Let $\mathbf{V}_{2}=\operatorname{Span}\left\{\phi_{1}(z), \phi_{2}(z)\right\}$. Thus, $\operatorname{dim}\left(\mathbf{V}_{n}\right)=n=2$.
For $n=2$, the invariance condition (3.9) can be read as follows:

$$
\begin{align*}
D_{2}\left[\boldsymbol{F}_{T}[w]\right] \equiv & {\left[\frac{d^{2}}{d z^{2}}+p_{1}(z) \frac{d}{d z}+p_{0}(z)\right] \boldsymbol{F}_{T}[w]=0 }  \tag{3.12}\\
& \text { whenever } \frac{d^{2} w}{d z^{2}}=-p_{1}(z) \frac{d w}{d z}-p_{0}(z) w .
\end{align*}
$$

Simplifying the above invariant condition (3.12) and equating the coefficients of $w_{z},\left(w_{z}\right)^{2}$, etc., independently equal to zero, we obtain the following system of equations:

$$
\begin{align*}
& \mathbf{D}^{(3)}(F(w))=0,-5 \mathbf{D}^{(2)}(F(w)) p_{1}(z)+\mathbf{D}^{(2)}(K(w))=0,-6 \mathbf{D}^{(2)}(F(w)) p_{0}(z) w- \\
& \mathbf{D}(F(w))\left(4 \frac{d}{d z} p_{1}(z)+3 p_{0}(z)-4 p_{1}^{2}(z)\right)-2 p_{1}(z) \mathbf{D}(K(w))+\mathbf{D}^{(2)}(R(w))=0, \\
& -\mathbf{D}(F(w))\left(4 w \frac{d}{d z} p_{0}(z)-7 w p_{0}(z) p_{1}(z)\right)-3 w p_{0}(z) \mathbf{D}(K(w))-F(w)\left(2 \frac{d}{d z} p_{0}(z)\right.  \tag{3.13}\\
& \left.-2 p_{1}(z) \frac{d}{d z} p_{1}(z)+\frac{d^{2}}{d z^{2}} p_{1}(z)\right)-K(w) \frac{d}{d z} p_{1}(z)=0,3 \mathbf{D}(F(w)) w^{2} p_{0}^{2}(z)-K(w) w \frac{d}{d z} p_{0}(z) \\
& +F(w)\left(-w \frac{d^{2}}{d z^{2}} p_{0}(z)+2 p_{0}(z) w \frac{d}{d z} p_{1}(z)\right)+\mathbf{D}(R(w)) w p_{0}(z)+R(w) p_{0}(z)=0,
\end{align*}
$$

where $\mathbf{D}^{(i)}(\cdot)$ denotes the $i$-th order total derivative of the corresponding functions, $i=$ 1,2 , the functions $F(w)=\sum_{r=1}^{3} \lambda_{r}^{2} F_{r}(w)$, and $K(w)=\sum_{r=1}^{3} \lambda_{r} K_{r}(w)$. Substituting $F(w)$ and $K(w)$ in (3.13), we obtain the following equations:

$$
\begin{align*}
& \sum_{r=1}^{3} \lambda_{r}^{2} \mathbf{D}^{(3)} F_{r}(w)=0,-5\left(\sum_{r=1}^{3} \lambda_{r}^{2} \mathbf{D}^{(2)} F_{r}(w)\right) p_{1}(z)+\sum_{r=1}^{3} \lambda_{r} \mathbf{D}^{(2)} K_{r}(w)=0 \\
& -\left(\sum_{r=1}^{3} \lambda_{r}^{2} \mathbf{D} F_{r}(w)\right)\left(4 \frac{d}{d z} p_{1}(z)+3 p_{0}(z)-4 p_{1}^{2}(z)\right)-6\left(\sum_{r=1}^{3} \lambda_{r}^{2} \mathbf{D}^{(2)} F_{r}(w)\right) p_{0}(z) w \\
& +\mathbf{D}^{(2)}(R(w))-2 p_{1}(z)\left(\sum_{r=1}^{3} \lambda_{r} \mathbf{D} K_{r}(w)\right)=0,-\left(\sum_{r=1}^{3} \lambda_{r}^{2} \mathbf{D} F_{r}(w)\right)\left(4 w \frac{d}{d z} p_{0}(z)\right. \\
& \left.-7 w p_{0}(z) p_{1}(z)\right)-3 w p_{0}(z)\left(\sum_{r=1}^{3} \lambda_{r} \mathbf{D} K_{r}(w)\right)-\left(\sum_{r=1}^{3} \lambda_{r} K_{r}(w)\right) \frac{d}{d z} p_{1}(z)  \tag{3.14}\\
& -\left(\sum_{r=1}^{3} \lambda_{r}^{2} F_{r}(w)\right)\left(2 \frac{d}{d z} p_{0}(z)-2 p_{1}(z) \frac{d}{d z} p_{1}(z)+\frac{d^{2}}{d z^{2}} p_{1}(z)\right)=0,3\left(\sum_{r=1}^{3} \lambda_{r}^{2} \mathbf{D} F_{r}(w)\right) w^{2} p_{0}^{2}(z) \\
& +\left(\sum_{r=1}^{3} \lambda_{r}^{2} F_{r}(w)\right)\left(-\frac{d^{2}}{d z^{2}} p_{0}(z)+2 p_{0}(z) \frac{d}{d z} p_{1}(z)\right) w-\left(\sum_{r=1}^{3} \lambda_{r} K_{r}(w)\right) w \frac{d}{d z} p_{0}(z) \\
& +\mathbf{D}(R(w)) w p_{0}(z)+R(w) p_{0}(z)=0,
\end{align*}
$$

where $\mathbf{D}^{(i)}(\cdot)$ denotes the $i$-th order total derivative of the corresponding functions, $i=$ 1,2 . The above system (3.14) is not solvable in general. Thus we take either $p_{1}(z)=$

0 or $p_{0}(z)=0$. Let us first consider the case $p_{1}(z)=0$. Thus, we obtain one twodimensional linear space $\mathbf{V}_{2}=\operatorname{Span}\left\{\sin \left(\sqrt{\rho_{0}} z\right), \cos \left(\sqrt{\rho_{0}} z\right)\right\}$ with their corresponding differential operator $\boldsymbol{F}_{T}[w]=\lambda_{1}^{2} \frac{\partial}{\partial z}\left(\left(\frac{\mu_{1} w^{2}}{3 \lambda_{1}^{\rho} \rho_{0}}+\mu_{4}\right) \frac{\partial w}{\partial z}\right)+\lambda_{1} \mu_{3} \frac{\partial w}{\partial z}+\mu_{1} w^{3}+\mu_{2} w$. Next, we consider $p_{0}(z)=0$. In this case, we obtain the four different two-dimensional linear spaces with their corresponding distinct differential operators $\boldsymbol{F}_{T}[w]$. For these two cases, we have listed the obtained two-dimensional invariant subspaces with their corresponding differential operators, in Table 1.

In a similar way, we can find the various other dimensional linear spaces with their corresponding differential operators $\boldsymbol{F}_{T}[w]$. For example, we consider the dimensions of linear spaces to be 1,3 and 4 . For these cases, the obtained linear spaces with their corresponding differential operators $\boldsymbol{F}_{T}[w]$, are listed in Tables 2 and 3 .
Additionally, we can consider the particular forms of $F_{r}(w), K_{r}(w), r=1,2,3$, and $R(w)$ as given below:

$$
\begin{align*}
& F_{1}(w)=\beta_{2} w^{2}+\beta_{1} w+\beta_{0}, \\
& F_{2}(w)=\kappa_{2} w^{2}+\kappa_{1} w+\kappa_{0}, \\
& F_{3}(w)=\zeta_{2} w^{2}+\zeta_{1} w+\zeta_{0}, \\
& K_{1}(w)=f_{2} w^{2}+f_{1} w+f_{0},  \tag{3.15}\\
& K_{2}(w)=g_{2} w^{2}+g_{1} w+g_{0}, \\
& K_{3}(w)=h_{2} w^{2}+h_{1} w+h_{0}, \\
& R(w)=r_{3} w^{3}+r_{2} w^{2}+r_{1} w+r_{0},
\end{align*}
$$

where $\beta_{i}, \kappa_{i}, \zeta_{i}, f_{i}, g_{i}, h_{i}, i=0,1,2$, and $r_{j}, j=0,1,2,3$, are real arbitrary constants. For this case, the given differential operator $\boldsymbol{F}_{T}[w]$ is obtained as

$$
\begin{align*}
\boldsymbol{F}_{T}[w] & =\frac{\partial}{\partial z}\left[\left(\lambda_{1}^{2}\left(\beta_{2} w^{2}+\beta_{1} w+\beta_{0}\right)+\lambda_{2}^{2}\left(\kappa_{2} w^{2}+\kappa_{1} w+\kappa_{0}\right)+\lambda_{3}^{2}\left(\zeta_{2} w^{2}+\zeta_{1} w+\zeta_{0}\right)\right) \frac{\partial w}{\partial z}\right] \\
& +\left[\lambda_{1}\left(f_{2} w^{2}+f_{1} w+f_{0}\right)+\lambda_{2}\left(g_{2} w^{2}+g_{1} w+g_{0}\right)+\lambda_{3}\left(h_{2} w^{2}+h_{1} w+h_{0}\right)\right] \frac{\partial w}{\partial z}  \tag{3.16}\\
& +r_{3} w^{3}+r_{2} w^{2}+r_{1} w+r_{0} .
\end{align*}
$$

Now let us consider $\operatorname{dim}\left(\mathbf{V}_{n}\right)=2$ and $\operatorname{dim}\left(\mathbf{V}_{n}\right)=3$. For these cases, we obtain various types of two and three-dimensional linear spaces $\mathbf{V}_{n}$ with their corresponding quadratic and cubic nonlinear differential operators that are listed in Tables 4 and 5 .
Here we would like to mention that in a similar way, we can find the various other dimensional linear spaces corresponding to the differential operators $\boldsymbol{F}_{T}[w]$ with different nonlinearity.
Here, we consider $\mu_{i} \in \mathbb{R}, i=0,1,2, \ldots, 5$.
Table 2: Different dimensional invariant subspaces for the differential operator $\boldsymbol{F}_{T}[w]$ given in (3.8)

| Cases | Coefficients of the operator 3.8 | Invariant Subspaces |
| :---: | :--- | :--- |
| 6. | $F(w)=\lambda_{1}^{2}\left(\frac{\mu_{1} w}{2 \lambda_{1} \rho_{0}}+\mu_{3}\right), K(w)=\lambda_{1}\left(\mu_{1} w+\mu_{2}\right), R(w)=\mu_{0} w$ | $\mathbf{V}_{1}=\operatorname{Span}\left\{e^{-\rho_{0} z}\right\}$ |
| 7. | $F(w)=\lambda_{1}^{2}\left(\mu_{4} w+\mu_{5}\right), K(w)=\lambda_{1} \mu_{3}, R(w)=\mu_{1} w+\mu_{2}$ | $\mathbf{V}_{3}=\operatorname{Span}\left\{1, z, \frac{1}{2} z^{2}\right\}$ |
| 8. | $F(w)=\lambda_{1}^{2}\left(\frac{1}{4} \frac{\mu_{1} w}{\lambda_{1}^{2} \rho_{1}}+\mu_{5}\right), K(w)=\lambda_{1} \mu_{4}, R(w)=\frac{1}{2} \mu_{1} w^{2}+\mu_{2} w+\mu_{3}$ | $\mathbf{V}_{3}=\operatorname{Span}\left\{1, \sin \left(\sqrt{\rho_{1}} z\right), \cos \left(\sqrt{\rho_{1}} z\right)\right\}$ |
| 9. | $F(w)=\lambda_{1}^{2} \mu_{5}, K(w)=0, R(w)=\mu_{3} w+\mu_{4}$ | $\mathbf{V}_{3}=\operatorname{Span}\left\{1, z,-\mu_{1}^{2} \cos \left(\frac{\mu_{2}+z}{\mu_{1}}\right)\right\}$ |
| 10. | $F(w)=\lambda_{1}^{2}\left(\frac{\mu_{1} w}{6 \lambda_{1}^{2} \rho_{1}}+\mu_{4}\right), K(w)=\lambda_{1}\left(\frac{7 \sqrt{2}}{12 \lambda_{1} \sqrt{p_{1}}} \mu_{1} w+\mu_{4}\right), R(w)=\frac{1}{2} \mu_{1} w^{2}+\mu_{2} w+\mu_{3}$ | $\mathbf{V}_{3}=\operatorname{Span}\left\{1, e^{\left.-\frac{1}{2} \sqrt{2 p_{1}} z, e^{-\sqrt{2 p_{1} z}}\right\}}\right.$ |
| 11. | $F(w)=\frac{\lambda_{1} \mu_{2}}{\rho_{2}}, K(w)=0, R(w)=\mu_{1} w$ | $\mathbf{V}_{4}=\operatorname{Span}\left\{1, z, \sin \left(\sqrt{\rho_{2}} z\right), \cos \left(\sqrt{\rho_{2}} z\right)\right\}$ |

Table 1: Two-dimensional invariant subspaces for the differential operator $\boldsymbol{F}_{T}[w]$ given in (3.8).

| Cases | Coefficients of the operator (3.8) | Invariant Subspaces |
| :---: | :---: | :---: |
| 1. | $F(w)=\lambda_{1}^{2}\left(\frac{1}{2} \mu_{5} w^{2}+\mu_{6} w+\mu_{7}\right), K(w)=\lambda_{1}\left(\mu_{3} w+\mu_{4}\right), R(w)=\mu_{1} w+\mu_{2}$ | $\mathbf{V}_{2}=\operatorname{Span}\{1, z\}$ |
| 2. | $\begin{aligned} & F(w)=\lambda_{1}^{2}\left(-\frac{1}{12}\left(\frac{-6 \mu_{5} \rho_{1} \lambda_{1} w-\mu_{1} w^{2}+3 \mu_{2} w}{\rho_{1}^{2} \lambda_{1}^{2}}\right)+\mu_{7}\right) \\ & K(w)=\lambda_{1}\left(\frac{5}{12} \frac{\mu_{1} w^{2}}{\rho_{1} \lambda_{1}}+\mu_{5} w+\mu_{6}\right), R(w)=\frac{1}{6} \mu_{1} w^{3}+\frac{1}{2} \mu_{2} w^{2}+\mu_{3} w+\mu_{4} \end{aligned}$ | $\mathbf{V}_{2}=\operatorname{Span}\left\{1, e^{-\rho_{1} z}\right\}$ |
| 3. | $F(w)=\lambda_{1}^{2}\left(\frac{\mu_{1} w^{2}}{3 \lambda_{1}^{2} \rho_{0}}+\mu_{4}\right), K(w)=\lambda_{1} \mu_{3}, R(w)=\mu_{1} w^{2}+\mu_{2}$ | $\mathbf{V}_{2}=\operatorname{Span}\left\{\sin \left(\sqrt{\rho_{0}} z\right), \cos \left(\sqrt{\rho_{0}} z\right)\right\}$ |
| 4. | $F(w)=\lambda_{1}^{2}\left(\mu_{4} w+\mu_{5}\right), K(w)=0, R(w)=\mu_{2} w+\mu_{3}$ | $\mathbf{V}_{2}=\operatorname{Span}\left\{1,\left(z-\mu_{1}\right)^{2}\right\}$ |
| 5. | $F(w)=\lambda_{1}^{2}\left(\frac{\mu_{1}^{2} \mu_{3}}{4 \lambda_{1}^{2}} w+\mu_{6}\right), K(w)=0, R(w)=\frac{1}{2} \mu_{3} w^{2}+\mu_{4} w+\mu_{5}$ | $\mathbf{V}_{2}=\operatorname{Span}\left\{1, \sin \left(\frac{z+\mu_{2}}{\mu_{1}}\right)\right\}$ |

Table 3: Different dimensional invariant subspaces for the differential operator $\boldsymbol{F}_{T}[w]$ given in 3.8].

| Cases | Coefficients of the operator 3.8 | Invariant Subspaces |
| :---: | :---: | :---: |
| 12. | $F(w)=\lambda_{1}^{2} \mu_{4}, K(w)=\lambda_{1} \mu_{3}, R(w)=\mu_{1} w+\mu_{2}$ | $\begin{aligned} & \mathbf{V}_{3}=\operatorname{Span}\left\{1, e^{-\frac{1}{2}\left(\rho_{1}+\sqrt{p_{1}^{2}-4 p_{1}}\right) z}, e^{-\frac{1}{2}\left(\rho_{1}-\sqrt{p_{1}^{2}-4 p_{1}}\right) z}\right\} \\ & \mathbf{V}_{3}=\operatorname{Span}\left\{1, \cosh \left(\sqrt{\rho_{2}} z\right), \sinh \left(\sqrt{\rho_{2}} z\right)\right\} \\ & \mathbf{V}_{3}=\operatorname{Span}\left\{1, z, e^{-\rho_{1} z}\right\} \\ & \mathbf{V}_{4}=\operatorname{Span}\left\{1, z, \cos \left(\sqrt{\rho_{2}} z\right), \sin \left(\sqrt{\rho_{2}} z\right)\right\} \\ & \left.\mathbf{V}_{4}=\operatorname{Span}\left\{1, z, z^{2}, e^{\rho_{3} z}\right)\right\} \\ & \mathbf{V}_{4}=\operatorname{Span}\left\{1, z, z^{2}, z^{3}\right\} \end{aligned}$ |
| 13. | $F(w)=\lambda_{1} \frac{\mu_{3}}{2 \rho_{3}}, K(w)=-\lambda_{1} \mu_{3}, R(w)=\mu_{1} w+\mu_{2}$ | $\begin{aligned} \mathbf{V}_{3}= & \operatorname{Span}\left\{1, z, 4 \cosh \left[\frac{1}{2}\left(\frac{\rho_{1}}{\rho_{2}}+\frac{z}{\rho_{1}}\right)\right]\left(\cosh \left(\rho_{3} z\right)-\sinh \left(\rho_{3} z\right)\right)\right. \\ & \left.+2 \sinh \left[\frac{1}{2}\left(\frac{\rho_{1}}{\rho_{2}}+\frac{z}{\rho_{1}}\right)\right]\left(\cosh \left(\rho_{3} z\right)-\sinh \left(\rho_{3} z\right)\right)\right\} \\ \mathbf{V}_{3}= & \operatorname{Span}\left\{1, z,-\frac{2 \rho_{1}^{2}}{\left(2 \rho_{1}^{2}+1\right)^{2}} \sinh \left(\frac{\left(2 \rho_{1} \rho_{3}+1\right)\left(z+\rho_{2}\right)}{2 \rho_{1}}\right)\right. \\ & -\frac{2 \rho_{1}^{2}}{\left(2 \rho_{1}-1\right)^{2}}\left[\sinh \left(\frac{\left(2 \rho_{1} \rho_{3}-1\right)\left(z+\rho_{2}\right)}{22 \rho_{1}}\right)-\cosh \left(\frac{\left(2 \rho_{1} \rho_{3}-1\right)\left(z+\rho_{2}\right)}{2 \rho_{1}}\right)\right] \\ & \left.+\frac{2 \rho_{1}^{2}}{\left(2 \rho_{1} \rho_{3}+1\right)^{2}} \cosh \left(\frac{\left(2 \rho_{1} \rho_{3}+1\right)\left(z+\rho_{2}\right)}{2 \rho_{1}}\right)\right\} \\ \mathbf{V}_{4}= & \operatorname{Span}\left\{1, z, z^{2}, \frac{4 \rho_{1}^{3}}{\left(2 \rho_{1}+1\right)^{3}} \sinh \left(\frac{\left(2 \rho_{1} \rho_{3}+1\right)\left(z+\rho_{2}\right)}{2 \rho_{1}}\right)\right. \\ & +\frac{4 \rho_{1}^{3}}{\left(2 \rho_{1} \rho_{3}-1\right)^{3}}\left[\sinh \left(\frac{\left(2 \rho_{1} \rho_{3}-1\right)\left(z+\rho_{2}\right)}{2 \rho_{1}}\right)-\cosh \left(\frac{\left(2 \rho_{1} \rho_{3}+1\right)\left(z+\rho_{2}\right)}{2 \rho_{1}}\right)\right] \\ & \left.-\frac{4 \rho_{1}^{3}}{\left(2 \rho_{1} \rho_{3}-1\right)^{3}} \cosh \left(\frac{\left(2 \rho_{1} \rho_{3}-1\right)\left(z+\rho_{2}\right)}{2 \rho_{1}}\right)\right\} \end{aligned}$ |

Table 4: Different dimensional invariant subspaces for the differential operator $\boldsymbol{F}_{T}[w]$ given in (3.16] with quadratic nonlinearity.

| Cases | Coefficients of the operator (3.16) | Invariant Subspaces |
| :---: | :---: | :---: |
| 1. | $\begin{aligned} & F(w)=\lambda_{1}^{2}\left(\beta_{1} w+\beta_{0}\right)+\lambda_{2}^{2}\left(\kappa_{1} w+\kappa_{0}\right)+\lambda_{3}^{2}\left(\zeta_{1} w+\zeta_{0}\right) \\ & K(w)=\lambda_{1}\left(f_{1} w+f_{0}\right)+\lambda_{2}\left(g_{1} w+g_{0}\right)+\lambda_{3}\left(h_{1} w+h_{0}\right), R(w)=r_{1} w+r_{0} \\ & F(w)=\lambda_{1}^{2}\left(\beta_{1} w+\beta_{0}\right)+\lambda_{2}^{2}\left(\kappa_{1} w+\kappa_{0}\right)+\lambda_{3}^{2}\left(\zeta_{1} w+\zeta_{0}\right) \\ & K(w)=\lambda_{1} f_{0}+\lambda_{2} g_{0}+\lambda_{3} h_{0}, R(w)=0 \end{aligned}$ | $\mathbf{V}_{2}=\operatorname{Span}\{1, z\}$ |
| 2. | $\begin{aligned} & F(w)=\lambda_{1}^{2}\left(\beta_{1} w+\beta_{0}\right)+\lambda_{2}^{2}\left(\kappa_{1} w+\kappa_{0}\right)+\lambda_{3}^{2}\left(\zeta_{1} w+\zeta_{0}\right) \\ & K(w)=\lambda_{1}\left(f_{1} w+f_{0}\right)+\lambda_{2}\left(g_{1} w+g_{0}\right)+\lambda_{3}\left(h_{1} w+h_{0}\right) \\ & R(w)=\left[-2\left(\beta_{1} \lambda_{1}^{2}+\kappa_{1} \lambda_{2}^{2}+\zeta_{1} \lambda_{3}^{2}\right) \rho_{1}^{2}+\rho_{1}\left(f_{1} \lambda_{1}+g_{1} \lambda_{2}+h_{1} \lambda_{3}\right)\right] w^{2}+r_{1} w+r_{0} \\ & F(w)=\lambda_{1}^{2}\left(\frac{\beta_{1}}{\lambda_{1}^{2}} w+\beta_{0}\right)+\lambda_{2}^{2}\left(\kappa_{1} w+\kappa_{0}\right)+\lambda_{3}^{2}\left(\zeta_{1} w+\zeta_{0}\right) \\ & K(w)=\lambda_{1}\left(\frac{2 \beta_{1} \rho_{1}}{\lambda_{1}} w+f_{0}\right)+\lambda_{2} g_{0}+\lambda_{3} h_{0}, R(w)=0 \end{aligned}$ | $\mathbf{V}_{2}=\operatorname{Span}\left\{1, e^{-\rho_{1} z}\right\}$ |
| 3. | $\begin{aligned} & F(w)=\lambda_{1}^{2}\left(\beta_{1} w+\beta_{0}\right)+\lambda_{2}^{2}\left(\kappa_{1} w+\kappa_{0}\right)+\lambda_{3}^{2}\left(\zeta_{1} w+\zeta_{0}\right) \\ & K(w)=\lambda_{1}\left[\left(\frac{7\left(\beta_{1} \lambda_{1}^{2}+\kappa_{1} \lambda_{2}^{2}+\zeta_{1} \lambda_{3} 3\right)-3\left(g_{1} \lambda_{2}+h_{1} \lambda_{3}\right)}{\left.\lambda_{1} w+f_{0}\right]+\lambda_{2}\left(g_{1} w+g_{0}\right)+\lambda_{3}\left(h_{1} w+h_{0}\right)}\right.\right. \\ & R(w)=\left[\frac{2}{3}\left(\beta_{1} \lambda_{1}^{2}+\kappa_{1} \lambda_{2}^{2}+\zeta_{1} \lambda_{3}^{2}\right)_{1}^{2}\right] w^{2}+r_{1} w \end{aligned}$ | $\mathbf{V}_{2}=\operatorname{Span}\left\{e^{-\frac{1}{3} \rho_{1} z}, e^{-\frac{2}{3} \rho_{1} z}\right\}$ |
| 4. | $\begin{aligned} & F(w)=\lambda_{1}^{2}\left(\beta_{1} w+\beta_{0}\right)+\lambda_{2}^{2}\left(\kappa_{1} w+\kappa_{0}\right)+\lambda_{3}^{2}\left(\zeta_{1} w+\zeta_{0}\right) \\ & K(w)=\lambda_{1} f_{0}+\lambda_{2} g_{0}+\lambda_{3} h_{0} \\ & R(w)=2\left(\beta_{1} \lambda_{1}^{2}+\kappa_{1} \lambda_{2}^{2}+\zeta_{1} \lambda_{3}^{2}\right) \rho_{1} w^{2}+r_{1} w+r_{0} \end{aligned}$ | $\mathbf{V}_{3}=\operatorname{Span}\left\{1, \sin \left(\sqrt{\rho_{1}} z\right), \cos \left(\sqrt{\rho_{1}} z\right)\right\}$ |

Table 5: Different dimensional invariant subspaces for the cubic nonlinear differential operator $\boldsymbol{F}_{T}[w]$ given in (3.16)

| Cases | Coefficients of the operator 3.16 | Invariant Subspaces |
| :--- | :---: | ---: |
|  | $F(w)=\lambda_{1}^{2}\left(\beta_{2} w^{2}+\beta_{1} w+\beta_{0}\right)+\lambda_{2}^{2}\left(\kappa_{2} w^{2}+\kappa_{1} w+\kappa_{0}\right)+\lambda_{3}^{2}\left(\zeta_{2} w^{2}+\zeta_{1} w+\zeta_{0}\right)$ |  |
| $K(w)=\lambda_{1}\left[\left(\frac{5\left(\beta_{2} \lambda_{1}^{2}+\kappa_{2} \lambda_{2}^{2}+\zeta_{2} \lambda_{3}^{2}\right) \rho_{1}-\left(g_{1} \lambda_{2}+h_{1} \lambda_{3}\right)}{\lambda_{1}}\right) w^{2}+f_{1} w+f_{0}\right]$ |  |  |
| $+\lambda_{2}\left(g_{2} w^{2}+g_{1} w+g_{0}\right)+\lambda_{3}\left(h_{2} w^{2}+h_{1} w+h_{0}\right)$ |  |  |
| 5. | $R(w)=\left[2\left(\beta_{2} \lambda_{1}^{2}+\kappa_{2} \lambda_{2}^{2}+\zeta_{2} \lambda_{3}^{2}\right) \rho_{1}^{2}\right] w^{3}+\left[-2\left(\beta_{1} \lambda_{1}^{2}+\kappa_{1} \lambda_{2}^{2}+\zeta_{1} \lambda_{3}^{2}\right) \rho_{1}^{2}\right.$ | $\mathbf{V}_{2}=\operatorname{Span}\left\{1, e^{-\rho_{1} z}\right\}$ |
| $\left.+\left(f_{1} \lambda_{1}+g_{1} \lambda_{2}+h_{1} \lambda_{3}\right) \rho_{1}\right] w^{2}+r_{1} w$ |  |  |
| $F(w)=\lambda_{1}^{2}\left(\left[\frac{r_{3}}{2 \lambda_{1}^{2} \rho_{1}^{2}} w^{2}+\left[\frac{\left.\left(\lambda_{1} f_{1}+\lambda_{2} g_{1}+\lambda_{3} h_{1}\right)-r_{2}\right]}{2 \lambda_{1}^{2} \rho_{1}}\right] w+\beta_{0}\right)+\lambda_{2}^{2} \kappa_{0}+\lambda_{3}^{2} \zeta_{0}\right.$ |  |  |
| $K(w)=\lambda_{1}\left[\left(\frac{5 r_{3}}{2 \lambda_{1} \rho_{1}}\right) w^{2}+f_{1} w+f_{0}\right]+\lambda_{2}\left(g_{1} w+g_{0}\right)+\lambda_{3}\left(h_{1} w+h_{0}\right)$ |  |  |
| $R(w)=r_{3} w^{3}+r_{2} w^{2}+r_{1} w+r_{0}$ |  |  |

$F(w)=\lambda_{1}^{2}\left(\beta_{2} w^{2}+\beta_{1} w+\beta_{0}\right)+\lambda_{2}^{2}\left(\kappa_{2} w^{2}+\kappa_{1} w+\kappa_{0}\right)+\lambda_{3}^{2}\left(\zeta_{2} w^{2}+\zeta_{1} w+\zeta_{0}\right)$
$K(w)=\lambda_{1}\left(f_{1} w+f_{0}\right)+\lambda_{2}\left(g_{1} w+g_{0}\right)+\lambda_{3}\left(h_{1} w+h_{0}\right)$
$R(w)=r_{1} w+r_{0}$
${ }^{\circ}$

## $\left\{z^{\text {' }}\right.$ I $\}$ URd $S ~={ }^{z} \boldsymbol{\Lambda}$

## 4 Exact solutions of the equation (1.6)

This section presents how to construct the different types of exact solutions for the given $(3+1)$-dimensional generalized nonlinear time-fractional CDR equation (1.6) using the obtained invariant linear spaces that are listed in Tables 1.5.

### 4.1 Various types of exact solutions for nonlinear time-fractional CDR equations

In this subsection, let us first construct the exact solutions for the nonlinear timefractional CDR equation (1.6) using the obtained invariant linear spaces which are discussed below in detail.

Example 1. Let us first consider the (3+1)-dimensional nonlinear time-fractional CDR equation (1.6) in the form

$$
\begin{align*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}= & \frac{\partial}{\partial x_{1}}\left[\left(-\frac{\lambda_{2}^{2} F_{2}(u)+\lambda_{3}^{2} F_{3}(u)}{\lambda_{1}^{2}}+\frac{\mu_{1}}{2 \lambda_{1} \rho_{0}} u+\mu_{3}\right) \frac{\partial u}{\partial x_{1}}\right] \\
& +\sum_{r=2}^{3} \frac{\partial}{\partial x_{r}}\left(F_{r}(u) \frac{\partial u}{\partial x_{r}}\right)+\left(-\frac{\lambda_{2} K_{2}(u)+\lambda_{3} K_{3}(u)}{\lambda_{1}}+\mu_{1} u+\mu_{2}\right)\left(\frac{\partial u}{\partial x_{1}}\right)  \tag{4.1}\\
& +\sum_{r=2}^{3} K_{r}(u)\left(\frac{\partial u}{\partial x_{r}}\right)+\mu_{0} u, \alpha \in(0,2],
\end{align*}
$$

along with the appropriate initial and boundary conditions (1.7)-(1.9). Here $F_{r}(u)$ and $K_{r}(u), r=2,3$ are arbitrary functions of $u$ and $\mu_{i} \in \mathbb{R}, i=0,1,2,3$. For this case, the transformed nonlinear time-fractional $C D R$ equation (3.2) reads as follows:
$\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\boldsymbol{F}_{T}[w] \equiv \lambda_{1}^{2} \frac{\partial}{\partial z}\left[\left(\frac{\mu_{1}}{2 \lambda_{1} \rho_{0}} w+\mu_{3}\right) \frac{\partial w}{\partial z}\right]+\lambda_{1}\left(\mu_{1} w+\mu_{2}\right) \frac{\partial w}{\partial z}+\mu_{0} w, \alpha \in(0,2]$,
along with the following initial and boundary conditions:

$$
\begin{array}{cc}
w(z, 0)=\xi(z), & \alpha \in(0,1], \\
w(z, 0)=\left.\xi(z) \& \frac{\partial w}{\partial t}\right|_{t=0}=\eta(z), & \alpha \in(1,2] \tag{4.4}
\end{array}
$$

and

$$
\left.w(z, t)\right|_{z=0}=\left\{\left.\begin{array}{l}
\delta_{1}(t), \text { if } \alpha \in(0,1],  \tag{4.5}\\
\delta_{2}(t), \text { if } \alpha \in(1,2],
\end{array} \quad \& \quad w(z, t)\right|_{z=l}=\left\{\begin{array}{l}
\delta_{3}(t), \text { if } \alpha \in(0,1] \\
\delta_{4}(t), \text { if } \alpha \in(1,2]
\end{array}\right.\right.
$$

which preserves the one-dimensional linear space $\mathbf{V}_{1}=\operatorname{Span}\left\{e^{-\rho_{0} z}\right\}$. Note that this case is listed in Table 2 of case 6. Thus, for $w=C e^{-\rho_{0} z} \in \mathbf{V}_{1}$, we obtain

$$
\boldsymbol{F}_{T}\left[C e^{-\rho_{0} z}\right]=C\left(\rho_{0}^{2} \lambda_{1}^{2} \mu_{3}-\lambda_{1} \mu_{2} \rho_{0}+\mu_{0}\right) e^{-\rho_{0} z} \in \mathbf{V}_{1}
$$

Then, there exist an exact solution of (4.2) as follows

$$
\begin{equation*}
w(z, t)=C(t) e^{-\rho_{0} z} \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d^{\alpha} C(t)}{d t^{\alpha}}=\gamma C(t), \gamma=\rho_{0}^{2} \lambda_{1}^{2} \mu_{3}-\lambda_{1} \mu_{2} \rho_{0}+\mu_{0} \tag{4.7}
\end{equation*}
$$

For the integer orders $\alpha=1$ and $\alpha=2$, we get the exact solution of (4.2) as

$$
w(z, t)=\left\{\begin{array}{l}
A_{0} e^{-\rho_{0} z+\gamma t}, \text { if } \alpha=1,  \tag{4.8}\\
{\left[A_{0} \cosh (\sqrt{\gamma} t)+\frac{A_{1}}{\sqrt{\gamma}} \sinh (\sqrt{\gamma} t)\right] e^{-\rho_{0} z}, \text { if } \alpha=2}
\end{array}\right.
$$

Next, we explain how to derive the exact solution of (4.2) for arbitrary order $\alpha, \alpha \in(0,2]$. In this connection, we know that the Laplace transformation of the $\alpha$-th order Caputo fractional derivative [52] as follows:

$$
\mathcal{L}\left\{\frac{d^{\alpha} \tau(t)}{d t^{\alpha}} ; s\right\}=s^{\alpha} \mathcal{L}\{\tau(t) ; s\}-\left.\sum_{k=0}^{q-1} s^{\alpha-k-1} \frac{d^{k} \tau(t)}{d t^{k}}\right|_{t=0}, q-1 \leq \alpha<q, q \in \mathbb{N} .
$$

First, let $\alpha \in(0,1]$. Thus, applying the Laplace and inverse Laplace transformations on (4.7), we get

$$
\begin{equation*}
C(t)=C(0) E_{\alpha, 1}\left(\gamma t^{\alpha}\right) \tag{4.9}
\end{equation*}
$$

where $E_{\alpha_{1}, \alpha_{2}}(\xi)$ is the 2-parameter Mittag-Leffler function [52], defined as $E_{\alpha_{1}, \alpha_{2}}(\xi)=$ $\sum_{s=0}^{\infty} \frac{\xi^{s}}{\Gamma\left(\alpha_{1} s+\alpha_{2}\right)}, \mathcal{R}\left(\alpha_{i}\right)>0, i=1,2$.
Next, for $\alpha \in(1,2]$, on applying the Laplace transformation for the equation 4.7), we get

$$
\begin{equation*}
\mathcal{L}\{C(t) ; s\}=\frac{s^{\alpha-1}}{s^{\alpha}-\gamma} C(0)+\frac{s^{\alpha-2}}{s^{\alpha}-\gamma} C^{\prime}(0) . \tag{4.10}
\end{equation*}
$$

Taking inverse Laplace transformation of the above equation, one obtains

$$
\begin{equation*}
C(t)=C(0) E_{\alpha, 1}\left(\gamma t^{\alpha}\right)+C^{\prime}(0) t E_{\alpha, 2}\left(\gamma t^{\alpha}\right) . \tag{4.11}
\end{equation*}
$$

Substituting (4.9) and (4.11) in (4.6), we obtain the exact solution of (4.2) in the form

$$
w(z, t)=\left\{\begin{array}{l}
A_{0} E_{\alpha, 1}\left(\gamma t^{\alpha}\right) e^{-\rho_{0} z}, \alpha \in(0,1]  \tag{4.12}\\
{\left[A_{0} E_{\alpha, 1}\left(\gamma t^{\alpha}\right)+A_{1} t E_{\alpha, 2}\left(\gamma t^{\alpha}\right)\right] e^{-\rho_{0} z}, \alpha \in(1,2],}
\end{array}\right.
$$

where $A_{0}=C(0), A_{1}=C^{\prime}(0)$, and $\gamma=\rho_{0}^{2} \lambda_{1}^{2} \mu_{3}-\lambda_{1} \mu_{2} \rho_{0}+\mu_{0}$. Since $E_{\alpha, 1}(0)=$ $1, \frac{d}{d t}\left[E_{\alpha, 1}\left(\gamma t^{\alpha}\right)\right]=t^{\alpha-1} E_{\alpha, \alpha}\left(\gamma t^{\alpha}\right), \frac{d}{d t}\left[t E_{\alpha, 2}\left(\gamma t^{\alpha}\right)\right]=E_{\alpha, 1}\left(\gamma t^{\alpha}\right)$ and $\frac{d}{d t}\left[t^{\alpha} E_{\alpha, \alpha+1}\left(\gamma t^{\alpha}\right)\right]=$
$t^{\alpha-1} E_{\alpha, \alpha}\left(\gamma t^{\alpha}\right)$ which are given in [52]. In addition, the exact solutions (4.12) satisfy the given initial and boundary conditions (4.3)-(4.5) along with

$$
\begin{aligned}
& \xi(z)=A_{0} e^{-\rho_{0} z}, \quad \eta(z)=A_{1} e^{-\rho_{0} z} \\
& \delta_{1}(t)=A_{0} E_{\alpha, 1}\left(\gamma t^{\alpha}\right), \quad \delta_{2}(t)=A_{0} E_{\alpha, 1}\left(\gamma t^{\alpha}\right)+A_{1} t E_{\alpha, 2}\left(\gamma t^{\alpha}\right), \\
& \delta_{3}(t)=A_{0} e^{-\rho_{0} l} E_{\alpha, 1}\left(\gamma t^{\alpha}\right), \text { and } \delta_{4}(t)=\left[A_{0} E_{\alpha, 1}\left(\gamma t^{\alpha}\right)+A_{1} t E_{\alpha, 2}\left(\gamma t^{\alpha}\right)\right] e^{-\rho_{0} l} .
\end{aligned}
$$

Additionally, we wish to point out that the obtained integer-order solutions (4.8) coincide with the fractional-order exact solutions (4.12) when $\alpha=1$ and $\alpha=2$, respectively.

In addition, we would like to point out that Prakash et al.[51] have derived the exact solution for the equation (4.1) along with $F_{r}(u)=c_{r 1} u+c_{r 0}, K_{r}(u)=l_{r 1} u+$ $l_{r 0}, c_{r i}, l_{r i} \in \mathbb{R}, i=0,1, r=2,3$, and $\mu_{0}=0$ using the one-dimensional linear subspace $\mathbf{V}_{1}=\operatorname{Span}\left\{e^{-\left(a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}\right)}\right\}$, which is obtained from the direct approach of the invariant subspace method. The obtained solution (4.12) is similar to the obtained solution in [51]. However, the invariant subspace method with variable transformation is easy to apply for finding the exact solution of nonlinear time-fractional PDEs.

Example 2. Now, we consider the following quadratic nonlinear time-fractional $C D R$ equation

$$
\begin{align*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}= & \frac{\partial}{\partial x_{1}}\left[\left(\frac{\beta_{1}}{\lambda_{1}^{2}} u+\beta_{0}\right) \frac{\partial u}{\partial x_{1}}\right]+\kappa_{0} \frac{\partial^{2} u}{\partial x_{2}^{2}}+\zeta_{0} \frac{\partial^{2} u}{\partial x_{3}^{2}}  \tag{4.13}\\
& +\left(\frac{2 \beta_{1} \rho_{1}}{\lambda_{1}} u+f_{0}\right)\left(\frac{\partial u}{\partial x_{1}}\right)+g_{0}\left(\frac{\partial u}{\partial x_{2}}\right)+h_{0}\left(\frac{\partial u}{\partial x_{3}}\right), \alpha \in(0,2],
\end{align*}
$$

along with the appropriate initial and boundary conditions (1.7)-(1.9). The above equation (4.13) gets transformed into

$$
\begin{align*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\boldsymbol{F}_{T}[w] \equiv & \frac{\partial}{\partial z}\left[\left(\beta_{1} w+\lambda_{1}^{2} \beta_{0}+\lambda_{2}^{2} \kappa_{0}+\lambda_{3}^{2} \zeta_{0}\right) \frac{\partial w}{\partial z}\right]  \tag{4.14}\\
& +\left(2 \beta_{1} \rho_{1} w+\lambda_{1} f_{0}+\lambda_{2} g_{0}+\lambda_{3} h_{0}\right) \frac{\partial w}{\partial z}, \alpha \in(0,2]
\end{align*}
$$

along with the given initial and boundary conditions (3.3)-(3.5).
Here, the differential operator $\boldsymbol{F}_{T}[w]$ admits the two-dimensional exponential linear space $\mathbf{V}_{2}=\operatorname{Span}\left\{1, e^{-\rho_{1} z}\right\}$, which is listed in case 2 of Table 4, For $\alpha \in(0,2]$, we find the exact solutions of the equation (4.14) as follows:

$$
w(z, t)=\left\{\begin{array}{l}
b_{0}+a_{0} E_{\alpha, 1}\left(\gamma t^{\alpha}\right) e^{-\rho_{1} z}, \text { if } \quad \alpha \in(0,1],  \tag{4.15}\\
b_{1} t+b_{0}+C_{1}(t) e^{-\rho_{1} z}, \text { if } \alpha \in(1,2]
\end{array}\right.
$$

where $\gamma=\rho_{1}^{2}\left(\beta_{0} \lambda_{1}^{2}+\kappa_{0} \lambda_{2}^{2}+\zeta_{0} \lambda_{3}^{2}-\beta_{1} b_{0}\right)-\rho_{1}\left(f_{0} \lambda_{1}+g_{0} \lambda_{2}+h_{0} \lambda_{3}\right)$ and the function $C_{1}(t)$ satisfies the following fractional-order ODE
$\frac{d^{\alpha} C_{1}(t)}{d t^{\alpha}}=-\rho_{1}^{2} \beta_{1}\left(b_{1} t+b_{0}\right) C_{1}(t)+\rho_{1} C_{1}(t)\left[\rho_{1}\left(\lambda_{1}^{2} \beta_{0}+\lambda_{2}^{2} \kappa_{0}+\lambda_{3}^{2} \zeta_{0}\right)-\left(f_{0} \lambda_{1}+g_{0} \lambda_{2}+h_{0} \lambda_{3}\right)\right]$,
which may not be solvable in general. If we choose $b_{1}=0$, we get $C_{1}(t)=a_{0} E_{\alpha, 1}\left(\gamma_{2} t^{\alpha}\right)+$ $a_{1} t E_{\alpha, 2}\left(\gamma t^{\alpha}\right)$ when $\alpha \in(1,2]$. For this case, we obtain the exact solution of (4.14) as follows:

$$
w(z, t)=b_{0}+\left[a_{0} E_{\alpha, 1}\left(\gamma t^{\alpha}\right)+a_{1} t E_{\alpha, 2}\left(\gamma t^{\alpha}\right)\right] e^{-\rho_{1} z}, \text { if } \alpha \in(1,2] .
$$

Note that when $\alpha=1$ and $\alpha=2$, the obtained exact solution of (4.14) is as follows:

$$
w(z, t)=\left\{\begin{array}{l}
b_{0}+e^{\gamma t-\rho_{1} z}, \text { if } \alpha=1,  \tag{4.16}\\
b_{0}+\left[a_{0} \cosh (\sqrt{\gamma} t)+\frac{a_{1}}{\sqrt{\gamma}} \sinh (\sqrt{\gamma} t)\right] e^{-\rho_{1} z}, \text { if } \alpha=2 .
\end{array}\right.
$$

In addition, we note that the fractional-order exact solution 4.15) coincides with integerorder exact solution (4.16) if $\alpha=1$ and $\alpha=2$. It is also observed that the obtained solutions (4.15) satisfy the given initial and boundary conditions (3.3)-(3.5) along with

$$
\begin{aligned}
& \xi(z)=b_{0}+a_{0} e^{-\rho_{1} z}, \quad \eta(z)=a_{1} e^{-\rho_{1} z} \\
& \delta_{1}(t)=b_{0}+a_{0} E_{\alpha, 1}\left(\gamma t^{\alpha}\right), \delta_{2}(t)=b_{0}+a_{0} E_{\alpha, 1}\left(\gamma t^{\alpha}\right)+a_{1} t E_{\alpha, 2}\left(\gamma t^{\alpha}\right) \\
& \delta_{3}(t)=b_{0}+a_{0} e^{-\rho_{1} l} E_{\alpha, 1}\left(\gamma t^{\alpha}\right), \text { and } \delta_{4}(t)=b_{0}+\left[a_{0} E_{\alpha, 1}\left(\gamma t^{\alpha}\right)+a_{1} t E_{\alpha, 2}\left(\gamma t^{\alpha}\right)\right] e^{-\rho_{1} l} .
\end{aligned}
$$

Additionally, we observe that in [51], exact solution of the above equation (4.13) with initial conditions was derived using the 4-dimensional linear space $\mathbf{V}_{4}=\operatorname{Span}\left\{e^{-2 \rho_{1} \lambda_{1} x_{1}}\right.$, $\left.e^{-\left(2 \rho_{1} \lambda_{1} x_{1}+a_{2} x_{2}\right)}, e^{-\left(2 \rho_{1} \lambda_{1} x_{1}+a_{3} x_{3}\right)}, e^{-\left(2 \rho_{1} \lambda_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}\right)}\right\}$, which is obtained from the direct approach of the invariant subspace method.

Example 3. Consider the nonlinear time-fractional convection-diffusion equation of the form

$$
\begin{align*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}= & \frac{\partial}{\partial x_{1}}\left[\left(\beta_{1} u+\beta_{0}\right) \frac{\partial u}{\partial x_{1}}\right]+\frac{\partial}{\partial x_{2}}\left[\left(\kappa_{1} u+\kappa_{0}\right) \frac{\partial u}{\partial x_{2}}\right] \\
& +\frac{\partial}{\partial x_{3}}\left[\left(\zeta_{1} u+\zeta_{0}\right) \frac{\partial u}{\partial x_{3}}\right]+f_{0}\left(\frac{\partial u}{\partial x_{1}}\right)+g_{0}\left(\frac{\partial u}{\partial x_{2}}\right)+h_{0}\left(\frac{\partial u}{\partial x_{3}}\right), \alpha \in(0,2], \tag{4.17}
\end{align*}
$$

along with the appropriate initial and boundary conditions (1.7)-(1.9). Under the transformation (2.3), the above equation (4.17) is transformed into the following form

$$
\begin{align*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}} \equiv \boldsymbol{F}_{T}[w]= & \frac{\partial}{\partial z}\left[\left(\left(\lambda_{1}^{2} \beta_{1}+\lambda_{2}^{2} \kappa_{1}+\lambda_{3}^{2} \zeta_{1}\right) w+\lambda_{1}^{2} \beta_{0}+\kappa_{0} \lambda_{2}^{2}+\lambda_{3}^{2} \zeta_{0}\right) \frac{\partial w}{\partial z}\right]  \tag{4.18}\\
& +\left(\lambda_{1} f_{0}+\lambda_{2} g_{0}+\lambda_{3} h_{0}\right)\left(\frac{\partial w}{\partial z}\right), \alpha \in(0,2],
\end{align*}
$$

along with the following initial and boundary conditions:

$$
\begin{array}{cc}
w(z, 0)=\xi(z), & \alpha \in(0,1], \\
w(z, 0)=\left.\xi(z) \& \frac{\partial w}{\partial t}\right|_{t=0}=\eta(z), & \alpha \in(1,2], \tag{4.20}
\end{array}
$$

and

$$
\left.w(z, t)\right|_{z=0}=\left\{\left.\begin{array}{l}
\delta_{1}(t), \text { if } \alpha \in(0,1],  \tag{4.21}\\
\delta_{2}(t), \text { if } \alpha \in(1,2],
\end{array} \quad \& \quad w(z, t)\right|_{z=l}=\left\{\begin{array}{l}
\delta_{3}(t), \text { if } \alpha \in(0,1] \\
\delta_{4}(t), \text { if } \alpha \in(1,2]
\end{array}\right.\right.
$$

The differential operator $\boldsymbol{F}_{T}[w]$ given in (4.18) admits a 2-dimensional linear space $\mathbf{V}_{2}=$ Span $\{1, z\}$, which is listed in case 1 of Table 囵. For the integer values $\alpha=1$ and $\alpha=2$, we obtain exact solutions of (4.18) as follows,

$$
w(z, t)=\left\{\begin{array}{l}
b_{0}\left(\gamma_{1} b_{0}+\gamma_{2}\right) t+a_{0}+b_{0} z, \text { if } \alpha=1,  \tag{4.22}\\
\frac{1}{12} t^{4} b_{1}^{2} \gamma_{1}+t^{3}\left(\frac{1}{3} b_{1} b_{0} \gamma_{1}+\frac{1}{6} b_{1} \gamma_{2}\right) \\
+\frac{1}{2} b_{0}\left(b_{0} \gamma_{1}+\gamma_{2}\right) t^{2}+a_{1} t+a_{0}+\left(b_{1} t+b_{0}\right) z, \text { if } \alpha=2
\end{array}\right.
$$

where $\gamma_{1}=\lambda_{1}^{2} \beta_{1}+\lambda_{2}^{2} \kappa_{1}+\lambda_{3}^{2} \zeta_{1}$ and $\gamma_{2}=\lambda_{1} f_{0}+\lambda_{2} g_{0}+\lambda_{3} h_{0}$.
For $\alpha \in(0,2]$, the exact solutions of the equation (4.18) are obtained as follows,

$$
w(z, t)=\left\{\begin{array}{l}
b_{0}\left(\gamma_{1} b_{0}+\gamma_{2}\right) \frac{t^{\alpha}}{\Gamma(\alpha+1)}+a_{0}+b_{0} z, \text { if } \alpha \in(0,1]  \tag{4.23}\\
\frac{t^{\alpha+2}}{\Gamma(\alpha+3)} b_{1}^{2} \gamma_{1}+\frac{t^{\alpha+1}}{\Gamma(\alpha+2)}\left(2 b_{1} b_{0} \gamma_{1}+b_{1} \gamma_{2}\right) \\
+b_{0}\left(b_{0} \gamma_{1}+\gamma_{2}\right) \frac{t^{\alpha}}{\Gamma(\alpha+1)}+a_{1} t+a_{0}+\left(b_{1} t+b_{0}\right) z, \text { if } \alpha \in(1,2]
\end{array}\right.
$$

The above solutions (4.23) coincide with the integer-order solutions (4.22) if $\alpha=1$ and $\alpha=2$. Also, we note that the exact solutions 4.23) satisfy the given initial and boundary conditions (4.19)-(4.21) with

$$
\begin{aligned}
\xi(z) & =a_{0}+b_{0} z, \quad \eta(z)=a_{1}+b_{1} z, \\
\delta_{1}(t) & =b_{0}\left(\gamma_{1} b_{0}+\gamma_{2}\right) \frac{t^{\alpha}}{\Gamma(\alpha+1)}+a_{0}, \\
\delta_{2}(t) & =\frac{t^{\alpha+2}}{\Gamma(\alpha+3)} b_{1}^{2} \gamma_{1}+\frac{t^{\alpha+1}}{\Gamma(\alpha+2)}\left(2 b_{1} b_{0} \gamma_{1}+b_{1} \gamma_{2}\right)+b_{0}\left(b_{0} \gamma_{1}+\gamma_{2}\right) \frac{t^{\alpha}}{\Gamma(\alpha+1)}+a_{1} t+a_{0}, \\
\delta_{3}(t)= & b_{0}\left(\gamma_{1} b_{0}+\gamma_{2}\right) \frac{t^{\alpha}}{\Gamma(\alpha+1)}+a_{0}+b_{0} l, \text { and } \\
\delta_{4}(t)= & \frac{t^{\alpha+2}}{\Gamma(\alpha+3)} b_{1}^{2} \gamma_{1}+\frac{t^{\alpha+1}}{\Gamma(\alpha+2)}\left(2 b_{1} b_{0} \gamma_{1}+b_{1} \gamma_{2}\right)+b_{0}\left(b_{0} \gamma_{1}+\gamma_{2}\right) \frac{t^{\alpha}}{\Gamma(\alpha+1)} \\
& +a_{1} t+a_{0}+\left(b_{1} t+b_{0}\right) l .
\end{aligned}
$$

Also, we have shown the two-dimensional (2D) and three-dimensional (3D) graphical representations of the arbitrary-order exact solutions (4.23) for different values of $\alpha, \alpha \in(0,2]$, with parameter values $\gamma_{1}=\gamma_{2}=-10, a_{0}=a_{1}=10, b_{0}=200, b_{1}=-100$, in Figures 1 and 2. Additionally, we note that the exact solution of 4.17) was derived in [51] using the four-dimensional invariant subspace $\mathbf{V}_{4}=\operatorname{Span}\left\{1, x_{1}, x_{2}, x_{3}\right\}$, which was


Figure 1: (a) 2D and (b) 3D graphical representations of the arbitrary-order exact solutions (4.23) for various values of $\alpha, \alpha \in(0,1]$.


Figure 2: (a) 2D and (b) 3D graphical representations of the arbitrary-order exact solutions (4.23) for various values of $\alpha, \alpha \in(1,2]$.
discussed through the direct approach of the invariant subspace method. From this, we can observe that the invariant subspace method associated with the variable transformation technique is easy to apply for finding the exact solutions of the higher-dimensional nonlinear time-fractional PDEs because the variable transformation allows one to reduce higher-dimensional nonlinear time-fractional PDEs into $(1+1)$-dimensional nonlinear time-fractional PDEs

Note 1. The graphical depictions demonstrate the physical relevance of the acquired exact solutions to the considered time-fractional convection-reaction-diffusion equation. We
have mainly observed that the obtained exact solutions behave differently for various ranges of $\alpha \in(0,2]$, as $\alpha$ changes. Additionally, we note that Figures 1 and 2 show the slow and fast diffusion processes, respectively.

Example 4. Let us consider the following transformed nonlinear time-fractional diffusionreaction equation

$$
\begin{equation*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\boldsymbol{F}_{T}[w] \equiv \lambda_{1}^{2} \frac{\partial}{\partial z}\left[\left(\frac{1}{4} \frac{\mu_{1}}{\lambda_{1}^{2} \rho_{1}} w+\mu_{5}\right) \frac{\partial w}{\partial z}\right]+\frac{1}{2} \mu_{1} w^{2}+\mu_{2} w+\mu_{3}, \alpha \in(0,2], \tag{4.24}
\end{equation*}
$$

where $\mu_{i} \in \mathbb{R}, i=1, \ldots, 5$, along with the following initial and boundary conditions:

$$
\begin{array}{cc}
w(z, 0)=\xi(z), & \alpha \in(0,1], \\
w(z, 0)=\left.\xi(z) \& \frac{\partial w}{\partial t}\right|_{t=0}=\eta(z), & \alpha \in(1,2], \tag{4.26}
\end{array}
$$

and

$$
\left.w(z, t)\right|_{z=0}=\left\{\left.\begin{array}{l}
\delta_{1}(t), \text { if } \alpha \in(0,1],  \tag{4.27}\\
\delta_{2}(t), \text { if } \alpha \in(1,2],
\end{array} \quad \& \quad w(z, t)\right|_{z=l}=\left\{\begin{array}{l}
\delta_{3}(t), \text { if } \alpha \in(0,1] \\
\delta_{4}(t), \text { if } \alpha \in(1,2]
\end{array}\right.\right.
$$

The nonlinear differential operator $\boldsymbol{F}_{T}[w]$ preserves the 3-dimensional trigonometric linear space $\mathbf{V}_{3}=\operatorname{Span}\left\{1, \sin \left(\sqrt{\rho_{1}} z\right), \cos \left(\sqrt{\rho_{1}} z\right)\right\}$ as given in case 8 of Table 2, which helps to reduce the given equation (4.24) into

$$
\begin{aligned}
& \frac{d^{\alpha} C_{1}(t)}{d t^{\alpha}}=\frac{1}{4} \mu_{1}\left(C_{1}(t)^{2}+C_{2}(t)^{2}+C_{3}(t)^{2}\right)+\mu_{2} C_{1}(t)+\mu_{3}, \\
& \frac{d^{\alpha} C_{r}(t)}{d t^{\alpha}}=-\lambda_{1}^{2} \mu_{5} \rho_{1} C_{r}(t)+\frac{3}{4} \mu_{1} C_{1}(t) C_{r}(t)+\mu_{2} C_{r}(t), r=2,3
\end{aligned}
$$

The above system of fractional ODEs may not be solvable in general. If we take $\mu_{1}=0$, we obtain the exact solutions of (4.24) as follows,

$$
w(z, t)=\left\{\begin{array}{l}
a_{1} E_{\alpha, 1}\left(\mu_{2} t^{\alpha}\right)+\mu_{3} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{2} t^{\alpha}\right)+E_{\alpha, 1}\left(\gamma t^{\alpha}\right)\left[A_{1} \sin \left(\sqrt{\rho_{1}} z\right)\right.  \tag{4.2.2}\\
\left.+A_{2} \cos \left(\sqrt{\rho_{1}} z\right)\right], \text { if } \alpha \in(0,1] \\
E_{\alpha, 1}\left(\gamma t^{\alpha}\right)\left[A_{1} \sin \left(\sqrt{\rho_{1}} z\right)+A_{2} \cos \left(\sqrt{\rho_{1}} z\right)\right] \\
+t E_{\alpha, 2}\left(\gamma t^{\alpha}\right)\left[A_{3} \sin \left(\sqrt{\rho_{1}} z\right)+A_{4} \cos \left(\sqrt{\rho_{1}} z\right)\right] \\
+\mu_{3} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{2} t^{\alpha}\right)+a_{1} E_{\alpha, 1}\left(\mu_{2} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{2} t^{\alpha}\right), \text { if } \alpha \in(1,2]
\end{array}\right.
$$

where $a_{1}, a_{2}, A_{i} \in \mathbb{R}, i=1,2,3,4$, and $\gamma=\mu_{2}-\lambda_{1}^{2} \mu_{5} \rho_{1}$. The above exact solutions (4.28) satisfy the given initial and boundary conditions 4.25)-(4.27) along with
$\xi(z)=a_{1}+A_{1} \sin \left(\sqrt{\rho_{1}} z\right)+A_{2} \cos \left(\sqrt{\rho_{1}} z\right)$,
$\eta(z)=a_{2}+A_{3} \sin \left(\sqrt{\rho_{1}} z\right)+A_{4} \cos \left(\sqrt{\rho_{1}} z\right)$,
$\delta_{1}(t)=a_{1} E_{\alpha, 1}\left(\mu_{2} t^{\alpha}\right)+\mu_{3} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{2} t^{\alpha}\right)+E_{\alpha, 1}\left(\gamma t^{\alpha}\right) A_{2}$,
$\delta_{2}(t)=A_{2} E_{\alpha, 1}\left(\gamma t^{\alpha}\right)+t E_{\alpha, 2}\left(\gamma t^{\alpha}\right) A_{4}+\mu_{3} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{2} t^{\alpha}\right)+a_{1} E_{\alpha, 1}\left(\mu_{2} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{2} t^{\alpha}\right)$,
$\delta_{3}(t)=a_{1} E_{\alpha, 1}\left(\mu_{2} t^{\alpha}\right)+\mu_{3} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{2} t^{\alpha}\right)+A E_{\alpha, 1}\left(\gamma t^{\alpha}\right)$, and
$\delta_{4}(t)=A E_{\alpha, 1}\left(\gamma t^{\alpha}\right)+B t E_{\alpha, 2}\left(\gamma t^{\alpha}\right)+\mu_{3} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{2} t^{\alpha}\right)+a_{1} E_{\alpha, 1}\left(\mu_{2} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{2} t^{\alpha}\right)$,
where $A=A_{1} \sin \left(\sqrt{\rho_{1}} l\right)+A_{2} \cos \left(\sqrt{\rho_{1}} l\right)$, and $B=A_{3} \sin \left(\sqrt{\rho_{1}} l\right)+A_{4} \cos \left(\sqrt{\rho_{1}} l\right)$. Here, we have also shown the 2D and 3D graphical representations of the arbitrary-order exact solutions 4.28) for different values of $\alpha, \alpha \in(0,2]$, in Figures 3 and 4.


Figure 3: (a) 2D and (b) 3D graphical representations of the arbitrary-order exact solutions (4.28) with parameter values $A_{1}=1, A_{2}=-2, a_{1}=3, \gamma=\mu_{2}=1, \mu_{3}=-4, \rho_{1}=9$, for various values of $\alpha, \alpha \in(0,1]$.


Figure 4: (a) 2D and (b) 3D graphical representations of the arbitrary-order exact solutions (4.28) with parameter values $A_{1}=A_{3}=\gamma=\mu_{2}=1, A_{2}=-2, A_{4}=-1, a_{2}=$ $-3, a_{1}=3, \mu_{3}=4, \rho_{1}=9$, for various values of $\alpha, \alpha \in(1,2]$.

### 4.2 Various types of exact solutions for some linear cases of (1.6)

Example 5. Consider the following transformed linear time-fractional $C D R$ equation

$$
\begin{equation*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\boldsymbol{F}_{T}[w] \equiv \lambda_{1}^{2} \mu_{4}\left(\frac{\partial^{2} w}{\partial z^{2}}\right)+\lambda_{1} \mu_{3}\left(\frac{\partial w}{\partial z}\right)+\mu_{1} w+\mu_{2}, \alpha \in(0,2], \tag{4.29}
\end{equation*}
$$

where $\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4} \in \mathbb{R}$, along with the following initial and boundary conditions:

$$
\begin{array}{cc}
w(z, 0)=\xi(z), & \alpha \in(0,1], \\
w(z, 0)=\left.\xi(z) \& \frac{\partial w}{\partial t}\right|_{t=0}=\eta(z), & \alpha \in(1,2], \tag{4.31}
\end{array}
$$

and

$$
\left.w(z, t)\right|_{z=0}=\left\{\left.\begin{array}{l}
\delta_{1}(t), \text { if } \alpha \in(0,1],  \tag{4.32}\\
\delta_{2}(t), \text { if } \alpha \in(1,2],
\end{array} \& \quad w(z, t)\right|_{z=l}=\left\{\begin{array}{l}
\delta_{3}(t), \text { if } \alpha \in(0,1] \\
\delta_{4}(t), \text { if } \alpha \in(1,2]
\end{array}\right.\right.
$$

The given equation (4.29) preserves the ( $n+1$ )-dimensional exponential invariant subspace $\mathbf{V}_{n+1}=\operatorname{Span}\left\{1, e^{-\rho_{1} z}, \ldots, e^{-\rho_{n} z}\right\}$. For $\alpha=1$ and $\alpha=2$, the given equation 4.29) possesses the following exact solutions,

$$
w(z, t)=\left\{\begin{array}{l}
a_{1} e^{\mu_{1} t}+\mu_{2}\left(e^{\mu_{1} t}-1\right)+\sum_{s=1}^{n} A_{s} e^{\gamma_{s} t-\rho_{s}}, \text { if } \alpha=1,  \tag{4.33}\\
a_{1} \cosh \left(\sqrt{\mu_{1}} t\right)+\frac{a_{2}}{\sqrt{\mu_{1}}} \sinh \left(\sqrt{\mu_{1}} t\right)+\frac{\mu_{2}}{\mu_{1}} \cosh \left(\sqrt{\mu_{1}} t\right) \\
+\sum_{s=1}^{n}\left(A_{s} \cosh \left(\sqrt{\gamma_{s}} t\right)+\frac{B_{s}}{\sqrt{\gamma_{s}}} \sinh \left(\sqrt{\gamma_{s}} t\right)\right) e^{-\rho_{s} z}, \text { if } \alpha=2,
\end{array}\right.
$$

where $a_{1}, a_{2}, A_{s}, B_{s}, \in \mathbb{R}, s=1,2 \ldots, n$, and $\gamma_{s}=\lambda_{1}^{2} \rho_{s}^{2} \mu_{4}-\lambda_{1} \mu_{3} \rho_{s}+\mu_{1}, s=1,2, \ldots, n, n \in$ $\mathbb{N}$. Thus, we obtain the exact solutions of the equation (4.29) as follows,

$$
w(z, t)=\left\{\begin{array}{l}
a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n} A_{s} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right) e^{-\rho_{s} z}, \text { if } \alpha \in(0,1],  \tag{4.34}\\
\sum_{s=1}^{n}\left(A_{s} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right)+B_{s} t E_{\alpha, 2}\left(\gamma_{s} t^{\alpha}\right)\right) e^{-\rho_{s} z}+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right) \\
+a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{1} t^{\alpha}\right), \text { if } \alpha \in(1,2] .
\end{array}\right.
$$

Here also it should be noted that the obtained exact solutions (4.34) satisfy the given initial and boundary conditions (4.30)-(4.32) such that

$$
\xi(z)=a_{1}+\sum_{s=1}^{n} A_{s} e^{-\rho_{s} z}, \quad \eta(z)=a_{2}+\sum_{s=1}^{n} B_{s} e^{-\rho_{s} z},
$$

$$
\begin{aligned}
\delta_{1}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n} A_{s} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right), \\
\delta_{2}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{1} t^{\alpha}\right)+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right) \\
& +\sum_{s=1}^{n}\left(A_{s} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right)+B_{s} t E_{\alpha, 2}\left(\gamma_{s} t^{\alpha}\right)\right), \\
\delta_{3}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n} \hat{A}_{s} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right), \\
\delta_{4}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{1} t^{\alpha}\right)+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right) \\
& +\sum_{s=1}^{n}\left(\hat{A}_{s} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right)+\hat{B}_{s} t E_{\alpha, 2}\left(\gamma_{s} t^{\alpha}\right)\right),
\end{aligned}
$$

where $\hat{A}_{s}=A_{s} e^{-\rho_{s} l}$, and $\hat{B}_{s}=B_{s} e^{-\rho_{s} l}, s=1,2, \ldots, n$. Additionally, it is also observed that the non-integer order solutions (4.34) coincide with the integer-order solutions (4.33) if $\alpha=1$ and $\alpha=2$.

Example 6. Consider the following linear time-fractional diffusion-reaction equation

$$
\begin{equation*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\lambda_{1}^{2} \mu_{3}\left(\frac{\partial^{2} w}{\partial z^{2}}\right)+\mu_{1} w+\mu_{2}, \alpha \in(0,2], \tag{4.35}
\end{equation*}
$$

where $\mu_{1}, \mu_{2}, \mu_{3} \in \mathbb{R}$, along with the given initial and boundary conditions (3.3)-(3.5). The given equation (4.35) admits the $(2 n+1)$-dimensional hyperbolic linear space

$$
\mathbf{V}_{2 n+1}=\operatorname{Span}\left\{1, \sinh \left(\rho_{1} z\right), \cosh \left(\rho_{1} z\right), \ldots, \sinh \left(\rho_{n} z\right), \cosh \left(\rho_{n} z\right)\right\}
$$

For $\alpha=1$ and $\alpha=2$, the given equation (4.35) yields the following exact solutions,
$w(z, t)=\left\{\begin{array}{l}a_{1} e^{\mu_{1} t}+\mu_{2}\left(e^{\mu_{1} t}-1\right)+\sum_{s=1}^{n} e^{\gamma_{s} t}\left[A_{2 s-1} \sinh \left(\rho_{s} z\right)+A_{2 s} \cosh \left(\rho_{s} z\right)\right], \text { if } \alpha=1, \\ a_{1} \cosh \left(\sqrt{\mu_{1}} t\right)+\frac{a_{2}}{\sqrt{\mu_{1}}} \sinh \left(\sqrt{\mu_{1}} t\right)+\frac{\mu_{2}}{\mu_{1}} \cosh \left(\sqrt{\mu_{1}} t\right) \\ +\sum_{s=1}^{n}\left[A_{2 s-1} \sinh \left(\rho_{s} z\right)+A_{2 s} \cosh \left(\rho_{s} z\right)\right] \cosh \left(\sqrt{\gamma_{s}} t\right) \\ +\frac{1}{\sqrt{\gamma_{s}}} \sinh \left(\sqrt{\gamma_{s}} t\right)\left[B_{2 s-1} \sinh \left(\rho_{s} z\right)+B_{2 s} \cosh \left(\rho_{s} z\right)\right], i f \alpha=2,\end{array}\right.$
where $a_{1}, a_{2}, A_{s}, B_{s} \in \mathbb{R}, s=1,2, \ldots, 2 n$, and $\gamma_{s}=\lambda_{1}^{2} \mu_{3} \rho_{s}^{2}+\mu_{1}, s=1,2, \ldots, n$.
Thus, we obtain the exact solutions of the equation (4.35) in the form

$$
w(z, t)=\left\{\begin{array}{l}
\sum_{s=1}^{n} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right)\left[A_{2 s-1} \sinh \left(\rho_{s} z\right)+A_{2 s} \cosh \left(\rho_{s} z\right)\right]  \tag{4.37}\\
+a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right), \text { if } \alpha \in(0,1], \\
\sum_{s=1}^{n} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right)\left[A_{2 s-1} \sinh \left(\rho_{s} z\right)+A_{2 s} \cosh \left(\rho_{s} z\right)\right]+a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right) \\
+a_{2} t E_{\alpha, 2}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n} t E_{\alpha, 2}\left(\gamma_{s} t^{\alpha}\right)\left[B_{2 s-1} \sinh \left(\rho_{s} z\right)+B_{2 s} \cosh \left(\rho_{s} z\right)\right] \\
+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right), \text { if } \alpha \in(1,2] .
\end{array}\right.
$$

The above solutions (4.37) satisfy the given initial and boundary conditions (3.3)-(3.5) along with

$$
\begin{aligned}
\xi(z)= & a_{1}+\sum_{s=1}^{n}\left[A_{2 s-1} \sinh \left(\rho_{s} z\right)+A_{2 s} \cosh \left(\rho_{s} z\right)\right], \\
\eta(z)= & a_{2}+\sum_{s=1}^{n}\left[B_{2 s-1} \sinh \left(\rho_{s} z\right)+B_{2 s} \cosh \left(\rho_{s} z\right)\right], \\
\delta_{1}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right) A_{2 s}, \\
\delta_{2}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{1} t^{\alpha}\right)+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right) \\
& +\sum_{s=1}^{n}\left[E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right) A_{2 s}+t E_{\alpha, 2}\left(\gamma_{s} t^{\alpha}\right) B_{2 s}\right] \\
\delta_{3}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right) \hat{A}, \text { and } \\
\delta_{4}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{1} t^{\alpha}\right)+\mu_{2} t^{\alpha} E_{\alpha, \alpha+1}\left(\mu_{1} t^{\alpha}\right) \\
& +\sum_{s=1}^{n}\left[E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right) \hat{A}+t E_{\alpha, 2}\left(\gamma_{s} t^{\alpha}\right) \hat{B}\right],
\end{aligned}
$$

where $\hat{A}=\sum_{s=1}^{n}\left[A_{2 s-1} \sinh \left(\rho_{s} l\right)+A_{2 s} \cosh \left(\rho_{s} l\right)\right]$ and $\hat{B}=\sum_{s=1}^{n}\left[B_{2 s-1} \sinh \left(\rho_{s} l\right)+B_{2 s} \cosh \left(\rho_{s} l\right)\right]$. It should be noted that the exact solutions (4.37) coincide with the integer-order solutions (4.36) if $\alpha=1$ and $\alpha=2$.

Example 7. Consider the following linear time-fractional diffusion-reaction equation

$$
\begin{equation*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=-\mu_{2} \lambda_{1}^{2}\left(\frac{\partial^{2} w}{\partial z^{2}}\right)+\mu_{1} w, \quad \alpha \in(0,2], \tag{4.38}
\end{equation*}
$$

where $\mu_{1}, \mu_{2} \in \mathbb{R}$, along with the given initial and boundary conditions (3.3)-(3.5).
The given equation (4.38) admits the ( $3 n+1$ )-dimensional trigonometric and exponential invariant subspace

$$
\mathbf{V}_{3 n+1}=\operatorname{Span}\left\{1, e^{\varrho_{1} z}, \ldots, e^{\varrho_{n} z}, \sin \left(\sqrt{\rho_{1}} z\right), \cos \left(\sqrt{\rho_{1}} z\right), \ldots, \sin \left(\sqrt{\rho_{n}} z\right), \cos \left(\sqrt{\rho_{n}} z\right)\right\} .
$$

Thus, the obtained exact solutions of (4.38) for $\alpha=1$ and $\alpha=2$ are as follows,

$$
w(z, t)=\left\{\begin{array}{l}
a_{1} e^{\mu_{1} t}+\sum_{s=1}^{n} B_{s} e^{\beta_{s} t-\varrho_{s} z}+\sum_{s=1}^{n} e^{\gamma_{s}} t\left[A_{2 s-1} \sin \left(\sqrt{\rho_{s}} z\right)+A_{2 s} \cos \left(\sqrt{\rho_{s}} z\right)\right], \text { if } \alpha=1,  \tag{4.39}\\
a_{1} \cosh \left(\sqrt{\mu_{1}} t\right)+a_{2} \frac{\sinh \left(\sqrt{\mu_{1}} t\right)}{\sqrt{\mu_{1}}}+\sum_{s=1}^{n} \cosh \left(\sqrt{\gamma_{s}} t\right)\left[A_{2 s-1} \sin \left(\sqrt{\rho_{s}} z\right)\right. \\
\left.\left.+A_{2 s} 3 \cos \left(\sqrt{\rho_{s}} z\right)\right]+\sum_{s=1}^{n} \frac{\sinh \left(\sqrt{\gamma_{s}} t\right)}{\sqrt{\gamma_{s}}}\right)\left[M_{2 s-1} \sin \left(\sqrt{\rho_{s}} z\right)\right. \\
\left.\left.+M_{2 s} \cos \left(\sqrt{\rho_{s}} z\right)\right]+\sum_{s=1}^{n}\left[B_{s} \cosh \left(\sqrt{\beta_{s}} t\right)+N_{s} \frac{\sinh \left(\sqrt{\beta_{s}} t\right)}{\sqrt{\beta_{s}}}\right)\right] e^{e_{s} z}, \text { if } \alpha=2,
\end{array}\right.
$$

where $a_{1}, a_{2}, A_{s}, B_{s}, M_{s}, N_{s} \in \mathbb{R}$, and $\gamma_{s}=\lambda_{1}^{2} \mu_{2} \rho_{s}+\mu_{1}, s=1,2, \ldots, n$.
Now, for $\alpha \in(0,2]$, we obtain the exact solutions of (4.38) as follows:

$$
w(z, t)=\left\{\begin{array}{l}
a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n} B_{s} E_{\alpha, 1}\left(\beta_{s} t^{\alpha}\right) e^{\rho_{s} z}+\sum_{s=1}^{n} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right)\left[A_{2 s-1} \sin \left(\sqrt{\rho_{s}} z\right)\right.  \tag{4.40}\\
\left.+A_{2 s} \cos \left(\sqrt{\rho_{s}} z\right)\right], i f \alpha \in(0,1], \\
a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n}\left[B_{s} E_{\alpha, 1}\left(\beta_{s} t^{\alpha}\right)+N_{s} t E_{\alpha, 2}\left(\beta_{s} t^{\alpha}\right)\right] e^{\rho_{s} z}{ }_{(2} \\
+\sum_{s=1}^{n} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right)\left[A_{2 s-1} \sin \left(\sqrt{\rho_{s}} z\right)+A_{2 s} 3 \cos \left(\sqrt{\rho_{s}} z\right)\right] \\
+\sum_{s=1}^{n}\left[M_{2 s-1} \sin \left(\sqrt{\rho_{s}} z\right)+M_{2 s} \cos \left(\sqrt{\rho_{s}} z\right)\right] t E_{\alpha, 2}\left(\gamma_{s} t^{\alpha}\right), \text { if } \alpha \in(1,2] .
\end{array}\right.
$$

The obtained exact solutions (4.40 satisfy the given initial and boundary conditions (3.3)-(3.5) along with

$$
\begin{aligned}
\xi(z)= & a_{1}+\sum_{s=1}^{n}\left(B_{s} e^{\rho_{s} z}+A_{2 s-1} \sin \left(\sqrt{\rho_{s}} z\right)+A_{2 s} \cos \left(\sqrt{\rho_{s}} z\right)\right), \\
\eta(z)= & a_{2}+\sum_{s=1}^{n}\left(N_{s} e^{\rho_{s} z}+M_{2 s-1} \sin \left(\sqrt{\rho_{s}} z\right)+M_{2 s} \cos \left(\sqrt{\rho_{s}} z\right)\right), \\
\delta_{1}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n}\left[A_{2 s} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right)+B_{s} E_{\alpha, 1}\left(\beta_{s} t^{\alpha}\right)\right], \\
\delta_{2}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n}\left[A_{2 s} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right)+B_{s} E_{\alpha, 1}\left(\beta_{s} t^{\alpha}\right)\right] \\
& +\sum_{s=1}^{n}\left[M_{2 s} t E_{\alpha, 2}\left(\gamma_{s} t^{\alpha}\right)+N_{s} t E_{\alpha, 2}\left(\beta_{s} t^{\alpha}\right)\right] \\
\delta_{3}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+\sum_{s=1}^{n} B_{s} E_{\alpha, 1}\left(\beta_{s} t^{\alpha}\right)+A \sum_{s=1}^{n} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right), \\
\delta_{4}(t)= & a_{1} E_{\alpha, 1}\left(\mu_{1} t^{\alpha}\right)+a_{2} t E_{\alpha, 2}\left(\mu_{1} t^{\alpha}\right)+B \sum_{s=1}^{n} B_{s} E_{\alpha, 1}\left(\beta_{s} t^{\alpha}\right) \\
& +A_{1} \sum_{s=1}^{n} E_{\alpha, 1}\left(\gamma_{s} t^{\alpha}\right)+B \sum_{s=1}^{n} N_{s} t E_{\alpha, 2}\left(\beta_{s} t^{\alpha}\right)+A_{2} \sum_{s=1}^{n} t E_{\alpha, 2}\left(\gamma_{s} t^{\alpha}\right),
\end{aligned}
$$

where $B=\sum_{s=1}^{n} e^{\varrho_{s} l}, A=\sum_{s=1}^{n} A_{2 s}, A_{1}=\sum_{s=1}^{n}\left[A_{2 s-1} \sin \left(\sqrt{\rho_{s}} l\right)+A_{2 s} \cos \left(\sqrt{\rho_{s}} l\right)\right]$, and $A_{2}=$ $\sum_{s=1}^{n}\left[M_{2 s-1} \sin \left(\sqrt{\rho_{s}} l\right)+M_{2 s} \cos \left(\sqrt{\rho_{s}} l\right)\right]$.
Example 8. Finally, we consider the linear time-fractional diffusion-convection equation in the following form

$$
\begin{equation*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\lambda_{1}^{2} \mu_{2}\left(\frac{\partial^{2} w}{\partial z^{2}}\right)+\lambda_{1} \mu_{1}\left(\frac{\partial w}{\partial z}\right), \alpha \in(0,2] \tag{4.41}
\end{equation*}
$$

where $\mu_{1}, \mu_{2} \in \mathbb{R}$, along with the given initial and boundary conditions (3.3)-(3.5).
The above equation (4.41) preserves the linear space $\mathbf{V}_{n}=\operatorname{Span}\left\{1, z, z^{2}, z^{3}, \ldots, z^{n-1}\right\}$. Let $n=5$. The integer-order solutions of equation (4.41) are then obtained as follows,

$$
w(z, t)=\left\{\begin{array}{l}
\sum_{r=1}^{5} A_{r} z^{5-r}+t\left(\gamma_{0} z^{3}+\gamma_{1} z^{2}+\gamma_{3} z+\gamma_{6}\right)+\frac{t^{2}}{2}\left(\gamma_{2} z^{2}+\gamma_{4} z+\gamma_{7}\right)  \tag{4.42}\\
+\frac{t^{3}}{6}\left(\gamma_{5} z+\gamma_{8}\right)+\lambda_{1} \mu_{1} \gamma_{5} \frac{t^{4}}{24}, \text { if } \alpha=1, \\
\sum_{r=1}^{5}\left(A_{r}+B_{r} t\right) z^{5-r}+\frac{t^{2}}{2!}\left(\gamma_{0} z^{3}+\gamma_{1} z^{2}+\gamma_{3} z+\gamma_{6}\right) \\
+\frac{t^{3}}{3!}\left(\beta_{0} z^{3}+\beta_{1} z^{2}+\beta_{3} z+\beta_{6}\right)+\frac{t^{4}}{4!}\left(\gamma_{2} z^{2}+\gamma_{4} z+\gamma_{7}\right)+\frac{t^{5}}{5!}\left(\beta_{2} z^{2}\right. \\
\left.+\beta_{4} z+\beta_{7}\right)+\frac{t^{6}}{6!}\left(\gamma_{5} z+\gamma_{8}\right)+\frac{t^{7}}{7!}\left(\beta_{5} z+\beta_{8}\right)+\lambda_{1} \mu_{1} \gamma_{5} \frac{t^{8}}{8!} \\
+\lambda_{1} \mu_{1} \beta_{5} \frac{t^{9}}{9!}, \text { if } \alpha=2,
\end{array}\right.
$$

where

$$
\begin{array}{ll}
\gamma_{8}=2 \lambda_{1}^{2} \mu_{2} \gamma_{2}+\lambda_{1} \mu_{1} \gamma_{4}, & \beta_{8}=2 \lambda_{1}^{2} \mu_{2} \beta_{2}+\lambda_{1} \mu_{1} \beta_{4}, \\
\gamma_{7}=2 \lambda_{1}^{2} \mu_{2} \gamma_{1}+\lambda_{1} \mu_{1} \gamma_{3}, & \beta_{7}=2 \lambda_{1}^{2} \mu_{2} \beta_{1}+\lambda_{1} \mu_{1} \beta_{3}, \\
\gamma_{6}=2 \lambda_{1}^{2} \mu_{2} A_{3}+\lambda_{1} \mu_{1} A_{4}+\mu_{2}, \beta_{6}=2 \lambda_{1}^{2} \mu_{2} B_{3}+\lambda_{1} \mu_{1} B_{4}, \\
\gamma_{5}=2 \lambda_{1} \mu_{1} \gamma_{2}, & \beta_{5}=2 \lambda_{1} \mu_{1} \beta_{2}, \\
\gamma_{4}=24 \lambda_{1}^{3} \mu_{2} \mu_{1} A_{1}+2 \lambda_{1} \mu_{1} \gamma_{1}, & \beta_{4}=24 \lambda_{1}^{3} \mu_{2} \mu_{1} B_{1}+2 \lambda_{1} \mu_{1} \beta_{1}, \\
\gamma_{3}=6 \lambda_{1}^{2} \mu_{2} A_{2}+2 \lambda_{1} \mu_{1} A_{3}, & \beta_{3}=6 \lambda_{1}^{2} \mu_{2} B_{2}+2 \lambda_{1} \mu_{1} B_{3}, \\
\gamma_{2}=12 \lambda_{1}^{2} \mu_{1}^{2} A_{1}, & \beta_{2}=12 \lambda_{1}^{2} \mu_{1}^{2} B_{1}, \\
\gamma_{1}=12 \lambda_{1}^{2} \mu_{2} A_{1}+3 \lambda_{1} \mu_{1} A_{2}, & \beta_{1}=12 \lambda_{1}^{2} \mu_{2} B_{1}+3 \lambda_{1} \mu_{1} B_{2}, \\
\gamma_{0}=4 \lambda_{1} \mu_{1} A_{1}, & \beta_{0}=4 \lambda_{1} \mu_{1} B_{1},
\end{array}
$$

and $A_{r}, B_{r} \in \mathbb{R}, r=1,2, \ldots, 5$.
For $\alpha \in(0,2]$, the obtained exact solutions of (4.41) are in the form

$$
\begin{align*}
w(z, t)= & \sum_{r=1}^{5} A_{r} z^{5-r}+\frac{t^{\alpha}}{\Gamma(\alpha+1)}\left(\gamma_{0} z^{3}+\gamma_{1} z^{2}+\gamma_{3} z+\gamma_{6}\right) \\
& +\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)}\left(\gamma_{2} z^{2}+\gamma_{4} z+\gamma_{7}\right)+\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)}\left(\gamma_{5} z+\gamma_{8}\right)  \tag{4.43}\\
& +\lambda_{1} \mu_{1} \gamma_{5} \frac{t^{4 \alpha}}{\Gamma(4 \alpha+1)}, \text { if } \alpha \in(0,1]
\end{align*}
$$

$$
\begin{aligned}
w(z, t)= & \sum_{r=1}^{5}\left(A_{r}+B_{r} t\right) z^{5-r}+\frac{t^{\alpha}}{\Gamma(\alpha+1)}\left(\gamma_{0} z^{3}+\gamma_{1} z^{2}+\gamma_{3} z+\gamma_{6}\right) \\
& +\frac{t^{\alpha+1}}{\Gamma(\alpha+2)}\left(\beta_{0} z^{3}+\beta_{1} z^{2}+\beta_{3} z+\beta_{6}\right)+\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)}\left(\gamma_{2} z^{2}+\gamma_{4} z+\gamma_{7}\right) \\
& +\frac{t^{2 \alpha+1}}{\Gamma(2 \alpha+2)}\left(\beta_{2} z^{2}+\beta_{4} z+\beta_{7}\right)+\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)}\left(\gamma_{5} z+\gamma_{8}\right) \\
& +\frac{t^{3 \alpha+1}}{\Gamma(3 \alpha+2)}\left(\beta_{5} z+\beta_{8}\right)+\lambda_{1} \mu_{1} \gamma_{5} \frac{t^{4 \alpha}}{\Gamma(4 \alpha+1)} \\
& +\lambda_{1} \mu_{1} \beta_{5} \frac{t^{4 \alpha+1}}{\Gamma(4 \alpha+2)}, \text { if } \alpha \in(1,2]
\end{aligned}
$$

The above fractional-order exact solutions (4.44)-(4.44) satisfy the given initial and boundary conditions (3.3)-(3.5) along with

$$
\begin{aligned}
\xi(z)= & \sum_{r=1}^{5} A_{r} z^{5-r}, \quad \eta(z)=\sum_{r=1}^{5} B_{r} z^{5-r} \\
\delta_{1}(t)= & A_{5}+\frac{t^{\alpha}}{\Gamma(\alpha+1)} \gamma_{6}+\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} \gamma_{7}+\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)} \gamma_{8}+\lambda_{1} \mu_{1} \gamma_{5} \frac{t^{4 \alpha}}{\Gamma(4 \alpha+1)}, \\
\delta_{2}(t)= & A_{5}+B_{5} t+\frac{t^{\alpha}}{\Gamma(\alpha+1)} \gamma_{6}+\frac{t^{\alpha+1}}{\Gamma(\alpha+2)} \beta_{6}+\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} \gamma_{7}+\frac{t^{2 \alpha+1}}{\Gamma(2 \alpha+2)} \beta_{7} \\
& +\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)} \gamma_{8}+\frac{t^{3 \alpha+1}}{\Gamma(3 \alpha+2)} \beta_{8}+\lambda_{1} \mu_{1} \gamma_{5} \frac{t^{4 \alpha}}{\Gamma(4 \alpha+1)}+\lambda_{1} \mu_{1} \beta_{5} \frac{t^{4 \alpha+1}}{\Gamma(4 \alpha+2)}, \\
\delta_{3}(t)= & a_{1}+\frac{t^{\alpha}}{\Gamma(\alpha+1)} a_{2}+\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} a_{3}+\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)} a_{4}+\lambda_{1} \mu_{1} \gamma_{5} \frac{t^{4 \alpha}}{\Gamma(4 \alpha+1)}, \\
\delta_{4}(t)= & a_{1}+b_{1} t+\frac{t^{\alpha}}{\Gamma(\alpha+1)} a_{2}+\frac{t^{\alpha+1}}{\Gamma(\alpha+2)} b_{2}+\frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} a_{3}+\frac{t^{2 \alpha+1}}{\Gamma(2 \alpha+2)} b_{3} \\
& +\frac{t^{3 \alpha}}{\Gamma(3 \alpha+1)} a_{4}+\frac{t^{3 \alpha+1}}{\Gamma(3 \alpha+2)} b_{4}+\lambda_{1} \mu_{1} \gamma_{5} \frac{t^{4 \alpha}}{\Gamma(4 \alpha+1)}+\lambda_{1} \mu_{1} \beta_{5} \frac{t^{4 \alpha+1}}{\Gamma(4 \alpha+2)},
\end{aligned}
$$

where $a_{1}=\sum_{r=1}^{5} A_{r} l^{5-r}, b_{1}=\sum_{r=1}^{5} B_{r} l^{5-r}, a_{2}=\gamma_{0} l^{3}+\gamma_{1} l^{2}+\gamma_{3} l+\gamma_{6}, b_{2}=\beta_{0} l^{3}+\beta_{1} l^{2}+\beta_{3} l+\beta_{6}$,
$a_{3}=\gamma_{2} l^{2}+\gamma_{4} l+\gamma_{7}, b_{3}=\beta_{2} l^{2}+\beta_{4} l+\beta_{7}, a_{4}=\gamma_{5} l+\gamma_{8}$, and $b_{4}=\beta_{5} l+\beta_{8}$.
Also, we observe that when $\alpha=1$ and $\alpha=2$, the fractional-order exact solutions 4.44)(4.44) coincide with integer-order solutions (4.42).

## 5 Extension of invariant subspace method associated with variable transformation to ( $k+1$ )-dimensional nonlinear time-fractional PDEs involving several linear time delays

This section presents how we can extend the invariant subspace method associated with variable transformation to $(k+1)$-dimensional nonlinear time-fractional PDEs with several linear time delays.

### 5.1 Estimation of invariant subspaces associated with variable transformation for the $(k+1)$-dimensional nonlinear timefractional PDE involving several linear time delays

Let us consider the following generalized $(k+1)$-dimensional nonlinear time-fractional PDE with several linear time delays

$$
\begin{align*}
& \frac{\partial^{\alpha} u}{\partial t^{\alpha}}=\tilde{\mathbf{F}}\left[u, \tilde{u}_{i}\right] \equiv \boldsymbol{F}[u]+\sum_{i=1}^{N} \kappa_{i} \tilde{u}_{i}, \alpha>0, t>0,  \tag{5.1}\\
& u\left(x_{1}, \ldots, x_{k}, t\right)=\nu\left(x_{1}, \ldots, x_{k}, t\right) \quad \text { if } t \in[-\hat{\tau}, 0],
\end{align*}
$$

where $\kappa_{i}>0, i=1, \ldots, N, N \in \mathbb{N}, \boldsymbol{F}[u]$ as given in (2.2), $u=u\left(x_{1}, \ldots, x_{k}, t\right), \tilde{u}_{i}=$ $u\left(x_{1}, \ldots, x_{k}, t-\tau_{i}\right), \tau_{i}>0$ and $\hat{\tau}=\max \left\{\tau_{i}: i=1, \ldots, N\right\}, x_{i} \in \mathbb{R}, i=1, \ldots, k$.
Here, the methodology of the invariant subspace method associated with the transformation is the same as discussed earlier in section 2. Using the ansatz (2.3), the differential operator $\tilde{\mathbf{F}}\left[u, \tilde{u}_{i}\right]$ gets transformed into

$$
\begin{equation*}
\tilde{\boldsymbol{F}}_{T}\left[w, \hat{w}_{i}\right]=\boldsymbol{F}_{T}\left(z, w, w_{z}^{(1)}, \ldots, w_{z}^{(m)}\right)+\sum_{i=1}^{N} \kappa_{i} \hat{w}_{i}, w_{z}^{(j)}=\frac{\partial^{j} w}{\partial z^{j}}, \tag{5.2}
\end{equation*}
$$

where $\hat{w}_{i}=w\left(z, t-\tau_{i}\right), \tau_{i}>0, \hat{\tau}=\max \left\{\tau_{i}: i=1,2, . ., N\right\}, j=1,2, \ldots, m$. Thus, the linear space $\mathbf{V}_{n}(n<\infty)$ given in $(2.7)$ is an invariant subspace of the nonlinear differential operator $\tilde{\mathbf{F}}_{T}\left[w, \hat{w}_{i}\right]$ in 5.2 if $\tilde{\mathbf{F}}_{T}\left[\mathbf{V}_{n}\right] \subseteq \mathbf{V}_{n}$. Thus, when $w=\sum_{s=1}^{n} C_{s} \phi_{s}(z)$,

$$
\tilde{\mathbf{F}}_{T}\left[\sum_{s=1}^{n} C_{s} \phi_{s}(z), \sum_{s=1}^{n} \tilde{C}_{s} \phi_{s}(z)\right]=\sum_{s=1}^{n} \Omega_{s}\left(C_{1}, C_{2}, \ldots, C_{n}\right) \phi_{s}(z)+\sum_{i=1}^{N} \sum_{s=1}^{n} \kappa_{i} \tilde{C}_{s} \phi_{s}(z)
$$

where $\tilde{C}_{s}, C_{s} \in \mathbb{R}$ and $\Omega_{s}$ denote the coefficients with respect to the basis set $\left\{\phi_{s}\left(\sum_{r=1}^{k} \lambda_{r} x_{r}\right) \mid\right.$ $s=1,2, \ldots, n\}$. We would like to mention that the linear space $\mathbf{V}_{n}$ given in (2.7) is invariant under the nonlinear ordinary differential operator $\tilde{\mathbf{F}}_{T}\left[w, \hat{w}_{i}\right]$ given in (5.2) if and
only if the nonlinear partial differential operator $\tilde{\mathbf{F}}\left[u, \tilde{u}_{i}\right]$ preserves the linear space $\mathbf{V}_{n}$ given in (2.7) along with variable transformation $z=\sum_{r=1}^{k} \lambda_{r} x_{r}$ and vice-versa.

Next, we give a detailed study for deriving the exact solutions of the initial and boundary value problems for the time delay $(3+1)$-dimensional generalized nonlinear time-fractional CDR equation using the invariant subspace method associated with the variable transformation $z=\lambda_{1} x_{1}+\lambda_{2} x_{2}+\lambda_{3} x_{3}$.

### 5.2 Estimation of invariant subspaces associated with variable transformation for the time delay $(3+1)$-dimensional generalized nonlinear time-fractional CDR equation

Consider the (3+1)-dimensional generalized nonlinear time-fractional CDR equation with several linear time delays of the form,

$$
\begin{align*}
& \frac{\partial^{\alpha} u}{\partial t^{\alpha}}=\tilde{\mathbf{F}}\left[u, \tilde{u}_{i}\right] \equiv \sum_{r=1}^{3} \frac{\partial}{\partial x_{r}}\left(F_{r}(u) \frac{\partial u}{\partial x_{r}}\right)+\sum_{r=1}^{3} K_{r}(u) \frac{\partial u}{\partial x_{r}}+R(u)+\sum_{i=1}^{N} \kappa_{i} \tilde{u}_{i}, \alpha \in(0,2],  \tag{5.3}\\
& u\left(x_{1}, x_{2}, x_{3}, t\right)=\nu\left(x_{1}, x_{2}, x_{3}, t\right) \quad \text { if } t \in[-\hat{\tau}, 0], \hat{\tau}=\max \left\{\tau_{i}: i=1,2, . ., N\right\},
\end{align*}
$$

where $F_{r}(u), K_{r}(u), R(u)$ and $\tilde{u}_{i}=u\left(x_{1}, x_{2}, x_{3}, t-\tau_{i}\right), \tau_{i}>0, i=1,2, \ldots, N, r=1,2,3$, describe diffusion, convection, reaction term involving time delay, respectively.
Using the ansatz 2.3 with $k=3$, the given (3+1)-dimensional generalized time-fractional time delay CDR equation (5.3) is transformed to a $(1+1)$-dimensional generalized nonlinear time-fractional delay CDR equation as follows:

$$
\begin{align*}
& \frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\tilde{\mathbf{F}}_{T}\left[w, \hat{w}_{i}\right] \equiv \frac{\partial}{\partial z}\left(F(w) \frac{\partial w}{\partial z}\right)+K(w) \frac{\partial w}{\partial z}+R(w)+\sum_{i=1}^{N} \kappa_{i} \hat{w}_{i}, \alpha \in(0,2],  \tag{5.4}\\
& w(z, t)=\nu(z, t) \quad \text { if } t \in[-\hat{\tau}, 0], \hat{\tau}=\max \left\{\tau_{i}: i=1,2, . ., N\right\} .
\end{align*}
$$

Here $F(w)=\sum_{r=1}^{3} \lambda_{r}^{2} F_{r}(w), K(w)=\sum_{r=1}^{3} \lambda_{r} K_{r}(w), w(z, t)=u\left(x_{1}, x_{2}, x_{3}, t\right)$, and $\hat{w}_{i}=$ $w\left(z, t-\tau_{i}\right)=u\left(x_{1}, x_{2}, x_{3}, t-\tau_{i}\right)$, where $z=\lambda_{1} x_{1}+\lambda_{2} x_{2}+\lambda_{3} x_{3}, \tau_{i}>0, i=1,2, \ldots, N$.
Next, we discuss the efficacy and applicability of the invariant subspace method along with variable transformation for deriving the exact solutions to the initial and boundary value problem for the $(3+1)$-dimensional generalized nonlinear time-fractional CDR equation with linear time delay.

### 5.3 Exact solution of initial and boundary value problem for the time delay nonlinear time-fractional CDR equation (5.4)

Consider the time delay nonlinear time-fractional CDR equation in the following form

$$
\begin{align*}
\frac{\partial^{\alpha} w}{\partial t^{\alpha}}=\tilde{\boldsymbol{F}}_{T}[w, \hat{w}] \equiv & \lambda_{1}^{2} \frac{\partial}{\partial z}\left[\left(\frac{\mu_{1}}{2 \lambda_{1} \rho_{0}} w+\mu_{3}\right) \frac{\partial w}{\partial z}\right]+\lambda_{1}\left(\mu_{1} w+\mu_{2}\right) \frac{\partial w}{\partial z} \\
& +\mu_{0} w+\kappa w(z, t-\tau)  \tag{5.5}\\
& w(z, t)=\nu(z, t)=\delta_{0}(t) e^{-\rho_{0} z} \quad \text { if } t \in[-\tau, 0], \tau>0, \alpha \in(0,2]
\end{align*}
$$

where $\kappa, \mu_{i} \in \mathbb{R}, i=0,1,2,3$, along with the appropriate initial and boundary conditions

$$
\begin{array}{cc}
w(z, 0)=\xi(z), & \alpha \in(0,1] \\
w(z, 0)=\left.\xi(z) \& \frac{\partial w}{\partial t}\right|_{t=0}=\eta(z), & \alpha \in(1,2] \tag{5.7}
\end{array}
$$

and

$$
\left.w(z, t)\right|_{z=0}=\left\{\left.\begin{array}{l}
\delta_{1}(t), \text { if } \alpha \in(0,1],  \tag{5.8}\\
\delta_{2}(t), \text { if } \alpha \in(1,2],
\end{array} \quad \& \quad w(z, t)\right|_{z=l}=\left\{\begin{array}{l}
\delta_{3}(t), \text { if } \alpha \in(0,1] \\
\delta_{4}(t), \text { if } \alpha \in(1,2]
\end{array}\right.\right.
$$

It is easy to observe that the above-given operator $\tilde{\boldsymbol{F}}_{T}[w, \hat{w}]$ preserves the linear space $\mathbf{V}_{1}=\operatorname{Span}\left\{e^{-\rho_{0} z}\right\}$, which is listed in case 6 of Table 2 without delay term.

Proceeding in a similar way as above, for $\alpha \in(0,2]$, the exact solutions of (5.5) are obtained as

$$
w(z, t)=\left\{\begin{array}{l}
e^{-\rho_{0} z}\left\{A \sum_{m=0}^{n} \kappa^{m}(t-m \tau)^{\alpha m} E_{\alpha, \alpha m+1}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)\right.  \tag{5.9}\\
+\left[\sum_{m=0}^{n} \kappa^{m+1}(t-m \tau)^{\alpha(m+1)-1} E_{\alpha, \alpha(m+1)}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)\right] \\
\left.*\left[\delta_{0}(t-\tau) T(t-\tau)\right]\right\}, \alpha \in(0,1], \\
e^{-\rho_{0} z}\left\{A\left(E_{\alpha, 1}^{1}\left(\gamma t^{\alpha}\right)+\sum_{m=1}^{n} \kappa^{m}(t-m \tau)^{\alpha m} E_{\alpha, \alpha m+1}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)\right)\right. \\
+\hat{A}\left(t E_{\alpha, 2}^{1}\left(\gamma_{2} t^{\alpha}\right)+\sum_{m=1}^{n} \kappa^{m}(t-m \tau)^{\alpha m+1} E_{\alpha, \alpha m+2}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)\right) \\
+\int_{0}^{t}\left(\sum_{m=0}^{n} \kappa^{m+1}(y-m \tau)^{\alpha(m+1)-1} E_{\alpha, \alpha(m+1)}^{m+1}\left(\gamma_{2}(y-m \tau)^{\alpha}\right)\right. \\
\left.\left.\times \delta_{0}(t-\tau-y) T(t-\tau-y)\right) d y\right\}, \alpha \in(1,2],
\end{array}\right.
$$

where $\gamma=\rho_{0}^{2} \lambda_{1}^{2} \mu_{3}-\lambda_{1} \mu_{2} \rho_{0}+\mu_{0}, A, \hat{A} \in \mathbb{R}, n-1<\frac{t}{\tau} \leq n, 0<\left|\frac{\kappa e^{-\tau s}}{s^{\alpha}-\gamma}\right|<1, T(t)=$ $\left\{\begin{array}{ll}1, & t<0, \\ 0, & t \geq 0\end{array}\right.$ and $E_{a, b}^{c}(y)=\sum_{m=0}^{\infty} \frac{(c)_{m} y^{m}}{m!\Gamma(a m+b)}$ is the generalized three parameter MittagLeffler function with $(c)_{m}=\frac{\Gamma(c+m)}{\Gamma(c)}, m \in \mathbb{N}$. Additionally, * denotes the convolution
of functions defined as $a(y) * b(y)=\int_{0}^{y} a(y-x) b(x) d x$.
The obtained exact solutions satisfy the initial and boundary conditions (5.6)-(5.8) with $\xi(z)=A e^{-\rho_{0} z}, \eta(z)=\hat{A} e^{-\rho_{0} z}$,

$$
\begin{aligned}
\delta_{1}(t)= & A \sum_{m=0}^{n} \kappa^{m}(t-m \tau)^{\alpha m} E_{\alpha, \alpha m+1}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)+\left[\sum_{m=0}^{n} \kappa^{m+1}(t-m \tau)^{\alpha(m+1)-1}\right. \\
& \left.E_{\alpha, \alpha(m+1)}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)\right] *\left[\delta_{0}(t-\tau) T(t-\tau)\right], \\
\delta_{2}(t)= & A\left(E_{\alpha, 1}^{1}\left(\gamma t^{\alpha}\right)+\sum_{m=1}^{n} \kappa^{m}(t-m \tau)^{\alpha m} E_{\alpha, \alpha m+1}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)\right) \\
& +\hat{A}\left(t E_{\alpha, 2}^{1}\left(\gamma_{2} t^{\alpha}\right)+\sum_{m=1}^{n} \kappa^{m}(t-m \tau)^{\alpha m+1} E_{\alpha, \alpha m+2}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)\right)+\int_{0}^{t}\left(\sum_{m=0}^{n} \kappa^{m+1}\right. \\
& \left.(y-m \tau)^{\alpha(m+1)-1} E_{\alpha, \alpha(m+1)}^{m+1}\left(\gamma_{2}(y-m \tau)^{\alpha}\right) \delta_{0}(t-\tau-y) T(t-\tau-y)\right) d y, \\
\delta_{3}(t)= & B \sum_{m=0}^{n} \kappa^{m}(t-m \tau)^{\alpha m} E_{\alpha, \alpha m+1}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)+\left[\sum_{m=0}^{n} \kappa^{m+1}(t-m \tau)^{\alpha(m+1)-1}\right. \\
& \left.E_{\alpha, \alpha(m+1)}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)\right] *\left[\delta_{0}(t-\tau) T(t-\tau)\right], \\
\delta_{4}(t)= & B\left(E_{\alpha, 1}^{1}\left(\gamma t^{\alpha}\right)+\sum_{m=1}^{n} \kappa^{m}(t-m \tau)^{\alpha m} E_{\alpha, \alpha m+1}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)\right) \\
& +\hat{B}\left(t E_{\alpha, 2}^{1}\left(\gamma_{2} t^{\alpha}\right)+\sum_{m=1}^{n} \kappa^{m}(t-m \tau)^{\alpha m+1} E_{\alpha, \alpha m+2}^{m+1}\left(\gamma(t-m \tau)^{\alpha}\right)\right)+\int_{0}^{t}\left(\sum_{m=0}^{n} \kappa^{m+1}\right. \\
& \left.(y-m \tau)^{\alpha(m+1)-1} E_{\alpha, \alpha(m+1)}^{m+1}\left(\gamma_{2}(y-m \tau)^{\alpha}\right) \delta_{0}(t-\tau-y) T(t-\tau-y)\right) d y,
\end{aligned}
$$

where $B=A e^{-\rho_{0} l}$, and $\hat{B}=\hat{A} e^{-\rho_{0} l}$.

## 6 Applications

The class of diffusion equations is one of most fundamental class of equations in physical sciences. Thus, the study of behavior and asymptotic nature of generalizations of this kind of equations has been an interesting area of study for scientists for ages. The process of diffusion has been developed by Fick from the fact that concentration gradient in an isotropic medium is proportional to the rate of transportation of diffusing particles across a unit area, which is mathematically viewed [10] as

$$
\mathbf{F}=D\left(\frac{\partial u}{\partial x}\right)
$$

where $\mathbf{F}$ is the rate of transfer per unit area, $u$ is the concentration of diffusing particle with space variable $x$ and diffusion coefficient $D$. When diffusion is assumed to be only along the $x$-direction, Fick formulated the one-dimensional diffusion equation as follows,

$$
\begin{equation*}
\frac{\partial u}{\partial t}=D\left(\frac{\partial^{2} u}{\partial x^{2}}\right) . \tag{6.1}
\end{equation*}
$$

Direct analogy with equations of heat conduction initially formulated by Fourier was a remarkable observation during that period. For one-dimensional vertical flow, one may consider a combination of the equation of continuity for conservation of water mass 53]

$$
\begin{equation*}
\frac{\partial u}{\partial t}=-\left(\frac{\partial R}{\partial x}\right) \tag{6.2}
\end{equation*}
$$

along with the Buckingham-Darcy law for unsaturated flow 53]

$$
\begin{equation*}
R=-F(u)\left(\frac{\partial u}{\partial x}\right)+Q(u) \tag{6.3}
\end{equation*}
$$

The above equations (6.2)-(6.3) lead to the (1+1)-dimensional convection-diffusion equation 53]

$$
\begin{gather*}
\frac{\partial u}{\partial t}=\frac{\partial}{\partial x}\left(F(u) \frac{\partial u}{\partial x}\right)-\left(\frac{d Q(u)}{d u}\right)\left(\frac{\partial u}{\partial x}\right),  \tag{6.4}\\
\uparrow_{\text {capillarity }}
\end{gather*}
$$

which can be written as

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\partial}{\partial x}\left(F(u) \frac{\partial u}{\partial x}\right)+K(u)\left(\frac{\partial u}{\partial x}\right), \tag{6.5}
\end{equation*}
$$

where $K(u)=-\left(\frac{d Q(u)}{d u}\right), u=u(x, t)$ is the volumetric water content at time $t$ in the depth $x$ below the soil surface, $F(u)$ is the concentration dependent soil-water diffusivity and $Q(u)$ is the concentration-dependent hydraulic conductivity. Note that Liu [62] has discussed the various kinds of exact solutions of (6.4) using the invariant subspace method. The equation (6.5) is called a generalized $(1+1)$-dimensional nonlinear convection-diffusion equation. In science and engineering, most of the applications of the above type of equations are in modeling as in the form of diffusion, diffusion-convection (or advection) and diffusion-reaction (or absorption) equations. The general class of ( $1+1$ )dimensional nonlinear convection-diffusion-reaction equation reads as follows [31, 54,

$$
\begin{equation*}
u_{t}=\left(F(u) u_{x}\right)_{x}+K(u) u_{x}+R(u), \quad u=u(x, t), x \in \mathbb{R}, t \geq 0, \tag{6.6}
\end{equation*}
$$

where $u_{t}=\frac{\partial u}{\partial t}, u_{x}=\frac{\partial u}{\partial x}, F(u)$ is the diffusion coefficient, $K(u)$ is the convective term and $R(u)$ gives the kinetics of the system. Equation (6.6) reduces to the following well-known nonlinear reaction-diffusion equations [54]:
(1) When $F(u)=1, K(u)=0$, and $R(u)=u(1-u)$, equation (6.6) is referred to as the well-known Fisher equation or logistic equation [54].
(2) The above equation (6.6) becomes the Newell-Whitehead equation or amplitude equation [54] if $F(u)=1, K(u)=0$, and $R(u)=u\left(1-u^{2}\right)$.
(3) If $F(u)=1, K(u)=0$, and $R(u)=u^{2}(1-u)$, then the above equation 6.6) is called the Zeldovich equation [54].
(4) Equation (6.6) is known as the Nagumo equation or bistable equation [54] if $F(u)=$ $1, K(u)=0$, and $R(u)=u(1-u)(u-\beta)$ with $\beta \in(0,1)$.
(5) When $F(u)=1, K(u)=0$, and $R(u)$-arbitrary, equation 6.6 can be viewed as the KPP equation [54], which is a generalization of the Fisher equation, the Newell-Whitehead equation, the Zeldovich equation and the Nagumo equation.
(6) When $F(u)=m u^{m-1}, K(u)=0$, and $R(u)= \pm u^{p}, m, p>0$, the equation 6.6) is called the porous media equation [54] with absorption (source).

Here we wish to point out some applications of the invariant subspace method to the above equations (6.5) and (6.6) as discussed below.
(a) When $F(u)=c_{1}$, equation (6.5) reduces to the generalized Burgers' equation [54], which admits the two-dimensional linear space $\mathbf{V}_{2}=\operatorname{Span}\{1, x\}$ if $K(u)=c_{2} u$.
(b) If $F(u)=u^{-\frac{3}{2}}$ and $K(u)=0$, then the above equation (6.5) is known as the fast diffusion equation [41] which possesses an exact solution based on the linear space $\mathbf{V}_{4}=\operatorname{Span}\left\{1, x, x^{2}, x^{3}\right\}$ associated with $v=u^{-\frac{3}{2}}$.
(c) When $F(u)=u^{-\frac{4}{3}}, K(u)=0$, and $R(u)=u^{\frac{7}{3}}$, equation (6.6) is referred to as the fast diffusion equation with reaction term [41], which possesses exact solution based on the linear space $\mathbf{V}_{5}=\operatorname{Span}\left\{1, x, x^{2}, x^{3}, x^{4}\right\}$ along with $v=u^{-\frac{4}{3}}$.
(d) If $F(u)=u^{-\frac{4}{3}}, K(u)=0$, and $R(u)=-u^{-\frac{1}{3}}$, then the equation (6.6) is called a fast diffusion equation with absorption term [41, which possesses exact solution based on the linear space $\mathbf{V}_{5}=\operatorname{Span}\left\{1, \cos \left(\frac{4}{\sqrt{3}} x\right), \sin \left(\frac{4}{\sqrt{3}} x\right), \cos \left(\frac{2}{\sqrt{3}} x\right), \sin \left(\frac{2}{\sqrt{3}} x\right)\right\}$ along with $v=u^{-\frac{4}{3}}$.
(e) For $F(u)=u^{\sigma}, K(u)=0, R(u)=-u^{1-\sigma}, \sigma>0$, the above equation (6.6) represents a porous medium equation with absorption [41] which possesses the exact solution based on the linear space $\mathbf{V}_{2}=\operatorname{Span}\left\{1, x^{2}\right\}$ along with $v=u^{\sigma}$.

Recently, invariant subspaces and exact solutions of $(1+1)$-dimensional generalized nonlinear convection-diffusion-reaction equations (6.6) with power-law nonlinearities have been discussed in [31]. In the literature, some remarkable works can be seen for deriving the exact solutions of higher-dimensional nonlinear convection-diffusion-reaction equations that are given below.

- Exact solutions of the quadratic wave equation [41] with $(2+1)$-dimensions, $u_{t t}=$ $\nabla \cdot(u \nabla u)+b u+a$, have been derived based on the 3 -dimensional invariant subspace $\mathbf{V}_{3}=\operatorname{Span}\left\{1, x_{1}^{2}, x_{2}^{2}\right\}$ in [41], where $u=u\left(x_{1}, x_{2}, t\right), x_{i} \in \mathbb{R}, i=1,2, t \geq 0$.
- The invariant subspace of the porous medium equation 41] with $(N+1)$-dimensions, $u_{t}=\nabla \cdot\left(u^{\sigma} \nabla u\right)+a u^{1-\sigma}+b u, \sigma \neq 0$, is $\mathbf{V}_{N+1}=\operatorname{Span}\left\{1, x_{1}^{2}, x_{2}^{2}, \ldots, x_{N}^{2}\right\}$, where $u=u\left(x_{1}, x_{2}, \ldots, x_{N}, t\right), x_{i} \in \mathbb{R}, i=1,2, \ldots, N, t \geq 0$.
- The 9-dimensional linear subspace $\mathbf{V}_{9}=\operatorname{Span}\left\{1, x_{1}, x_{2}, x_{1}^{2}, x_{1} x_{2}, x_{2}^{2}, x_{1} r, x_{2} r, r^{2}\right\}, r=$ $\left(x_{1}+x_{2}\right)^{2}$ can be used to exhibit the solutions of the (2+1)-dimensional fast diffusion equation [41] $u_{t}=\nabla \cdot\left(\frac{1}{u} \nabla u\right), u=u\left(x_{1}, x_{2}, t\right)$.

However, in complex systems, it is observed that the diffusion process is non-predictable (anomalous) as it does not always follow the Gaussian statistics or Fick's law which are characteristics of the normal Brownian diffusion. It can be seen that anomalous diffusion is dominant in many complex systems of physics and biology [16, 17]. Metzler and Klafter [18] have derived anomalous diffusion process mathematically by continuous-time random walk scheme in terms of fractional-order derivatives in the form

$$
\begin{equation*}
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}-\frac{t^{-\alpha}}{\Gamma(1-\alpha)} u_{0}(x)=\mathcal{H}_{\alpha} \frac{\partial}{\partial x}\left(\frac{\partial^{2} u}{\partial x^{2}}\right), \tag{6.7}
\end{equation*}
$$

where $u_{0}(x)$ is the initial value of diffusion and $\mathcal{H}_{\alpha}$ is the generalized diffusion coefficient. The anomalous behavior is characterized by their nonlinear power-law time dependence of the mean square displacement, that is

$$
\left\langle x^{2}(t)\right\rangle=\frac{2 \mathcal{H}_{\alpha}}{\Gamma(1+\alpha)} t^{\alpha} .
$$

Note that the diffusion exponent $\alpha(>0)$ divides the domain of anomalous diffusion [18] into three types that are (i) If $\alpha \in(0,1)$, the process represents a sub-diffusion, (ii) when $\alpha \in(1,2]$, the process represents a ballistic (super) diffusion and (iii) when $\alpha=1$, the process represents the normal Brownian diffusion (time dependent and linear mean square displacement, i.e., $\left.\left\langle x^{2}(t)\right\rangle \sim k t\right)$.
Due to the rich applications of anomalous diffusion and its generalizations in all fields of science and engineering, many scientists devoted their time to investigating its structural
and dynamical properties. Different numerical methods were employed to establish the properties of the anomalous behavior of diffusion in complex systems like Monte-Carlo simulation, forward Euler difference formula [58], green's function method [55], to name a few. Recently, exact solutions of time-fractional linear diffusion equation were studied through the Lie symmetries in [11. The Lie-symmetries of time-fractional linear diffusion equations with variable coefficient were studied by Sahadevan and Prakash [26]. In [33], Sahadevan and Prakash have studied the exact solutions of $(1+1)$-dimensional timefractional reaction-diffusion equations and (1+1)-dimensional time-fractional convectiondiffusion equations through the invariant subspace method. Also, exact solutions of ( $1+$ 1)-dimensional time-fractional generalized nonlinear reaction-diffusion with time delay equations have been derived through the invariant subspace method [39]. Exact solutions of $(2+1)$-dimensional biological population model

$$
\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=\frac{\partial^{2}\left(u^{2}\right)}{\partial x_{1}^{2}}+\frac{\partial^{2}\left(u^{2}\right)}{\partial x_{2}^{2}}+\kappa u^{a}\left(1-\gamma u^{a}\right)
$$

were studied extensively for various parameter values of $\kappa, a, \gamma$ using separation of the variable method [59], invariant subspace method associated with variable transformation [44] and direct approach of invariant subspace method [50].

## 7 Discussion and concluding remarks

In this paper, we have systematically investigated how to apply the invariant subspace method associated with variable transformation for deriving the exact solutions of the $(k+1)$-dimensional nonlinear time-fractional PDEs in detail. Also, this detailed specific study was used for finding the various types of exact solutions of the $(3+1)$-dimensional nonlinear time-fractional convection-diffusion-reaction equation explicitly, along with the appropriate initial and boundary conditions. Moreover, we note that the obtained exact solutions of the equation as mentioned above can be written in terms of polynomial, exponential, trigonometric, hyperbolic, and Mittag-Leffler functions. In addition, the discussed method was extended for the $(k+1)$-dimensional nonlinear time-fractional PDEs with several linear time delays, and also the exact solutions of the $(3+1)$-dimensional nonlinear time-fractional delay convection-diffusion-reaction equation were derived using the discussed method. It is well-known that the non-integer order derivatives have some unusual properties, such as violation of the standard form of the Leibniz rule, chain rule, and semigroup property. Due to these reasons, there are no well-defined analytical methods for nonlinear non-integer order PDEs.

We wish to point out that in [51], Prakash et al. have investigated the invariant subspace method for finding the exact solutions of $(k+1)$-dimensional nonlinear time-
fractional PDEs without any variable transformation. Also, they have derived various types of exact solutions for the $(3+1)$-dimensional nonlinear time-fractional convectiondiffusion equation using the direct approach of the invariant subspace method. From this, we can look for exact solutions of the $(k+1)$-dimensional nonlinear time-fractional PDEs of the form (1.1). This work has been extended to derive exact solutions for a higherdimensional time-fractional equation using the invariant subspace method with variable transformation. Also, Abdel Kader et al. [44] have investigated exact solutions of a nonlinear time-fractional $(2+1)$-dimensional biological population model with variable coefficients using the invariant subspace method associated with variable transformation. So, we can expect the particular form of exact solutions (1.2) for (k+1)-dimensional time-fractional PDEs from these studies. The derivation of the exact solution (1.1) may not be straightforward for higher-dimensional nonlinear time-fractional PDEs using the invariant subspace method without any variable transformation. However, it is easy to apply this study for the higher-dimensional case because it allows one to reduce the ( $k+1$ )dimensional equation to the ( $1+1$ )-dimensional equation. Hence these investigations show that the discussed method is a very important, efficient, and powerful analytical tool to derive the exact solutions to the initial and boundary value problems of the nonlinear time-fractional higher-dimensional PDEs in science and engineering. The applicability of the method has been already discussed in the literature for time-space fractional nonlinear PDEs [37, 38]. The discussed method may be applied to systematically find the exact solutions of space fractional nonlinear PDEs with some additional assumptions, which will be studied in the future.
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