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Abstract—Proportional delay differentiation (PDD) model is demonstrated various characteristics in support of the PDD
an important approach to relative differentiated services provi- model in different class load conditions and different time-
sioning on the Internet. It aims to maintain pre-specified packet scales. Most of them are capable of achieving desired delay
gueueing-delay ratios between different classes of traffic at each __. . . . o
hop. Existing PDD packet scheduling algorithms are able to rat|o§, if the_ ratios are feasible, unde.r heavy load _c_ondmons
achieve the goa| in |0ng time-scales when the System is h|gh|yand n |0ng tlme-ScaleS. HOWGVGI’, fOI’ ||ght |Oad Cond|t|0ns and
utilized. This paper presents a new PDD scheduling algorithm, in short time-scales, they exhibit various limitations. We shall
called Little’s average delay(LAD), based on aproof of Little’s  compare them with our algorithm in Section IV.

Law. It monitors the arrival rate of the packets in each traffic In this paper, we present a new PDD algorithm, called

class and the cumulative delays of the packets and schedules the, . S
packet according to their transient queueing properties in order PthtIes average delay (LAD), based on a proof of Little’s

to achieve the desired class delay ratios in both short and long Law. Little’s Law regarding a queueing system states the
time-scales. Simulation results show that LAD is able to provide stationaryrelationship between queue length, arrival rate, and
predictable and cont_rollable services in vqrious system conditions gueueing delay on average in the long run. Its proof reveals a
and that such services, whenever feasible, can be guaranteedyansient property regarding the queueing length [10]. That
independent of the distributions of packet arrivals and sizes. In . ; - .
comparison with other PDD scheduling algorithms, LAD can is, the queueing Iength of _a class at any tImPT.IS e,qual fo
provide the same level of service quality in long time-scales and the product of the traffic arrival rate and the waiting time of
more accurate and robust control over the delay ratio in short backlogged packets, plus the experienced delay of departed
time-scales. In particular, LAD outperforms its main competitors  packets. Accordingly, LAD monitors the average arrival rate
significantly when the desired delay ratio is large. of every traffic class and the queueing delay of arrived packets,
including both the waiting packets in the queue and departed
packets, for the purpose of controlling the delay ratio in both
The past decade has seen an increasing demand for poag and short time-scales.
visioning of different levels of quality of service (QoS) on Simulation results show that LAD overcomes the limitations
the Internet to support different types of network applicatiorsf its main competitors: AWTP, HDP, and MDP. Specifically,
and different user requirements. To meet this demand, tuxhenever the PDD model of a desired class delay ratio is
service architectures have been proposed: Integrated Servieesible, LAD is capable of providing more accurate and
(IntServ) [3] and Differentiated Services (DiffServ) [2]. Byrobust control over the delay ratio than its competitors in
reserving routing resources along the service delivery patk#port time-scales. The improvement is significant when the
IntServ is able to provide guaranteed service quality. In codesired delay ratio is large. In long time-scales, LAD performs
trast, DiffServ aims to provide differentiated services amongp worse than its competitors under any load conditions.
classes of aggregated traffic flows within a router. Two difvloreover, the performance of LAD is independent of the
ferent schemes exist for DiffServ: Absolute DiffServ andistributions of packet arrivals and packet sizes because of
relative DiffServ. Absolute DiffServ aims to guarantee a classtee generality of Little’s Law.
received resource, such as bandwidth. Relative DiffServ is toThe remainder of the paper is organized as follows. Sec-
quantify the quality spacing between different classes. tion 1l gives an overview of the PDD model and a brief review
Recently, Dovrolis,et al. defined a proportional delay of the existing PDD algorithms. Section Il presents the LAD
differentiation (PDD) model in support of relative DiffServ [4],algorithm and discusses its design and implementation issues.
[5]. It ensures the quality spacing between classes of traffic$ection IV evaluates the algorithm via extensive simulation
be proportional to certain pre-specified class differentiation pand compares it with other PDD algorithms. We conclude this
rameters. Since then, many packet scheduling algorithms hpaper in Section V.
been developed to implement the PDD model. Representa-
tives of the PDD algorithms include backlog-proportional rate Il. BACKGROUND AND RELATED WORK
(BPR) [4], joint buffer management and scheduling (JoBS) [8], We consider packet scheduling of a lossless, work-
proportional average delay (PAD) [5], waiting-time priorityconserving, and non-preemptive link that servidgégM > 2)
(WTP) [5], adaptive WTP [7], hybrid proportional delayfirst-come-first-served (FCFS) queues, one for each traffic
(HPD) [5], and mean-delay proportional (MDP) [9]. Theyclass. The lossless property requires that the average arrival

I. INTRODUCTION



rate of the aggregate traffic must be less than the link capaditye average queueing delay of backlogged classes. It is known
and that there is enough queueing space to buffer backloggleat at timet, arrived packets of a class in a time window
packets. The work-conserving property is that the link is nevgr— 7, ¢], can be in one of the two states: departed or waited
left idle as long as there are backlogged packets waiting fior the queue. PAD considers the average delay of departed
service in the queues. The non-preemptive property requirgsckets in the time window only. It is capable of achieving the
the transmission of a packet cannot be interrupted. The &PD model constraints in various load conditions. However,
gregate traffic of the queueing system is determined by tRAD exhibits a pathological behavior in short time-scales;
superposition of thél/ traffic streams. that is, occasionally higher classes to experience larger delays
The objective of the PDD model is to control the qualthan lower classes, which is caused by its ignorance of those
ity spacing between different classes so that their averdggcklogged packets. To address this issue, HPD was proposed
delay ratios be proportional to certain class differentiaticio take into account the average delay of departed packets,
parameters pre-defined by network operators. lietdenote and the delay of the head-of-line packet simultaneously. HPD
the average delay of class and ¢; the pre-defined delay enhances the average control quality of PAD, and meanwhile
differentiation parameter. The PDD model requires to ensuwggoids its pathological behavior problem. However, in Sec-
that for any two classesandj, 1 <i,7 < M, tion 1V, we will show that HPD achieves the class delay
W, 5 ratio with large statistical variations in short time-scales. MDP
W= 5 (1) considers the delay of all arrived packets of each class in a
J J time window([t—, t]. In addition, it also takes into account the
Notice that the PDD model is not always feasible. The uppestimated delay of backlogged packets when they are departed.
bound of feasible delay ratio for a G/G/1 system can ha Section IV, we shall show that MDP delivers performance
estimated using a strict priority based scheduling algorithm [|Jomparable to HPD. However, its performance deteriorates
The PDD model requires the differentiated services lzes the target quality spacing between the classes is enlarged.
predictable and controllable in the sense that network operatbiste that PAD, HPD and MDP schedule backlogged packets
should be able to adjust the service quality spacing betweeidifferent classes based on heuristic delay information of
any two classes by setting delay differentiation parameteagived packets. LAD presented in this paper is based on a
and that the average delay ratios of different classes pmof of Little's Law [10]. It considers the delay of departed
consistent with their delay differentiation parameters in botackets as well as the delay of the packets in the backlogged
long and short time-scales. Such consistency should alsoduue in the time windovt — 7, ¢].
maintained for individual packets departed successively from
different classes. In addition, the service differentiation should
be independent of class load traffic characteristics. Regardléssl.ittle’s Law

of the distributions of packet arrivals and sizes, the consistencyror a G/G/1 queueing system, Little’s Law states that the
should be maintained whenever the PDD model is feasibleaverage number of packets in the system is equal to the product
Many packet scheduling algorithms have been proposed fsiraverage arrival rate of packets and the average waiting time
PDD service model. Rate-based algorithms, as exemplified &y the packets in the system. DefidgT) as the average
BPR [4] and JoBS [8], adjust service rate allocations of class@gmber of the packets in the system during the time interval
dynamically to meet the proportional delay differentiatior[(),T}, W (T) as the waiting time per packet averaged over all
constraints. However, for accurate rate allocation, the systepckets A(T) as the average arrival rate. Suppd®¢7’) and
should operate under high load conditions, this limits th)e(T) have limits asl” — oo, that is
applicability of the rate-based PDD algorithms. In contrast, our ) )
algorithm has good performance in various load conditions. W= T@;QW(T% andA = lim M)
Time-dependent priority baged algorithms z_id]ust the pnontyhen, the limit of L(T), denoted byL, exists and
of a backlogged class according to the experienced delay of its
head-of-line packet. In WTP, the priority of a backlogged class L=\W. 2
is adjusted to be proportional to its head-of-line packet’s delay o . _
normalized with respect to its delay differentiation parameter. 1 N€ beauty of Little’s Law (2) is that it does not depend
Albeit simple, WTP implements the PDD model only wheifPon any particular queueing discipline (pac.k.et schedul_lng
the system utilization approaches unity[4]. To overcome su@orithms); nor does it depend upon any specific assumptions
limitation, adaptive WTP adjusts the priority of a class n(ﬂe.ga'rdm’g the .packet' arrival distribution or the packet size
only according to its experienced delay, but also based on ffigtripution. It is applicable to the queueing system of each

current class load condition. We find out that such adjustméfic class in the PDD model. _ _
is valid for certain network traffic with small degree of self- LAD algorithm controls the delay ratios between different

similarity. In contrast, the performance of our algorithm i§laSses based on the Little's Law. Substitutipgh for W, the
independent of network traffic characteristics and load condiPiective of PDD model in (1) leads to a new constraint:
tions. L; L;

_ J
Some algorithms determine the next packet according to Nibi A6 ®)
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for any two classes and j. To ensure proportional delay Assume that\(T') and W (T') exist asT — oo, (8) leads to
differentiation between two classes, their normalized quetleat
length with respect to their respective arrival rates and delay
differentiation parameters should be kept equal. The LAD

L= lim NT)W(T) = AW. (11)

T—o0

algorithm is to control the delay ratio by adjusting theirThis completes the proof.
average gueueing lengths according tq their arriyal rates. g The LAD Algorithm
Notice that (2) reveals an asymptotic (or stationary) rela-

tionship between the queue length, packet arrival rate, and
packet waiting time in the system. It is not enough to gui
PDD scheduling because the objective of proportional del

needs to meet in small time windows. Because most of W8b
requests are small in size [1], provisioning of relative deld)
differentiation service in short time-scales is as important
in long time-scales. LAD algorithm is based on a transie
property of the queueing system, as revealed by a proof of

Little’s Law [10]. Following is a sketch of the proof.

Suppose that packets, po, . . . arrive attimety, to, ..
t; < tiy1), and depart at{,td,..
necessarily forwarded in FCFS discipline. Dend{¢T") the
total number of arrived packets in the time interya] 77;

0<

.. The packets are not

TThe basic idea of LAD algorithm is to control the delay

o tio of classes by monitoring their arrival rates and queueing

lays of their arrived packets based on transient relationship
tween the queue length, arrival rate and waiting time, as
vealed by (8). In particular, (10) defines the average waiting
me per packet in a window of siz&. The numerator of

e first term actually represents the accumulated delays of

t"ﬁé departed packets and the numerator of the second term

represents the accumulated waiting time of the packets in the
backlogged queue so far at tinf¥é Accordingly, we define
the LAD algorithm as follows.

For classi, the LAD scheduler maintains three control
variables to monitor its traffic flow over finite time windadit

NY(T) and N°(T) the number of departed packets and th@e cumulative delays of departed pack@tg; the number of

number of waiting packets in queue, respectively. It followdVed packet

that at timeT,
N(T) = NUT) + N¢(T). (4)

Define I;(t) as the presentation function of packetat time
t, that is

1, if packetp; is present at time t;
Ii(t) = .
0, otherwise.
Then, we have
N(T)

> L)

=1
Since packep; stays in queue during the interva, t¢] and
its queueing delay; = t¢ —t;, we have

T d
/0 L)t = { T—t;, t&>T. ©

Therefore, the cumulative queue length in the intefGall’]
NYT)+N(T)

IS
T T
/ONC(t)dt: ; /0 Li(t)dt
SRS

{i:t¢<T} {i:t; <Tt¢>T}

®)

(T —t;), (7)

and the average queue length in interf@all] is

1 T
L) = /0 Ne(#)dt = \(T)W(T), ®)
where
A(T)zw, 9)
Wy Zsn | Dsraen T70)

N(T) N(T)

3V,; and current queue lengfkif. At the begin-

ning of each time window, these variables are (re)initialized.
Note that the size of is in terms of number of successively
departed packets from the system. These control variables are
updated according to the following rules:

1) At the beginning of each time windowy; — Nf and
Wi «— 0.

2) Upon the receipt of a packet of clagsthe packet is
timestamped andV; — N; + 1, and N/ «— N + 1.

3) After transmitting a packet of clagsN¢ «— Nf—1 and
Wi «— W¢ + w, wherew is the measured delay of the
packet.

Let W¢ denote the current cumulative delay of backlogged

packets in the queug According to (10), we set the priority
of classi as

We +We
N6
Whenever the queueing system is available for packet trans-

mission, a backlogged packet of clags with the highest
priority is selected. That is,

Py = (12)

(13)

j" =arg 12@)}(\4 Pi.

Ties for the highest priority are broken by serving the packet
that has entered the queueing system earliest. Note that the
validity of Little’s Law does not depend upon any particular
gueueing discipline. Therefore, the next packet can be any
backlogged packet if a more complicated scheduling algorithm
is needed.

There are some important issues in the implementation of
the LAD algorithm. The foremost is the time window siZze
It is known that Little’s Law is valid when the time window
is sufficiently large. However, provisioning PDD services in
short time-scales is as important as in long time-scales. A good
choice of 7" should strike a balance between system stability



and responsiveness. On one side, a lafgevould avoid The experiments assumed the distributions of packet arrivals
abrupt changes of average queueing delay due to bursty traffied sizes are similar to those in [5], [7]. That is, the inter-
Particularly, wheril" is sufficiently large, the average delay ofarrivals between packets of a class follow a Pareto or Poisson
the packets in the time window would hide the effect of thdistribution. The packets size are variable with a small number
distributions of packet arrivals and packet sizes. On the oth#rchoices. The transmission time of a packet is proportional
side, a smalll’ would lead to an agile scheduler that responds its size.

to the change of traffic conditions quickly. Although we leave ) .

T to be an adjustable parameter by network operators, An Predictability of LAD

our simulations, we show that LAD is able to provide PDD We investigated the predictability of LAD in experiments
services in both long and short time-scales. over three classes of Pareto distributed traffic{ 1.5). Their

Another important implementation issue is the calculatiotelay differentiation parameters,( d,, d3) were set to4, 2, 1)
of the cumulative delay of backlogged packets in each quealrd the class load distribution\{(, Ao, \3) varies between
WE. It is too costly to scan each queue to re-calculdfg (1,1,1), (1,2,4) and(4,2,1).
every time when a packet is to be transmitted and the priorityWe obtained the simulations results in shdft £ 100),
of each class needs to be adjusted. Instead, we calculatederate " = 1000), and long " = 10000) time-scales, as
W£ recursively in the following way. Suppose that at tim¢he system utilization rate varies. Due to space limitation,

u when the last transmitted packet was selected from cldsg. 1 shows the results of short and long time-scales. In
i , the class hasn backlogged packetg;,p>,...,p,, and short time-scales, we can observe that the resulted error
their arrival times areq,t,,...,t,, respectively. Since the between achieved and desired delay ratios under moderate
gueueing system assumes no FCFS scheduling principle, sigstem utilization rates is larger than that under high system
next packet to be selected for forwarding from clagsn be utilization. Such error is negligible in long time-scales. This
any packet in the queue. Without loss of generality, we assuisemainly because the system utilization difference in short
packetpy is forwarded at time: + 7, that is, the time interval and long time-scales. Although the experiment assumed stable
between two successive packet departures Buppose there system utilization rates in the long run, the system utilization
aren new packet arrivals during the interval and their arrivalates were hardly maintained accurately in the short run. Due
time aret,,11,tm+2,- .-, tm+n. It follows that to the burstiness of the Internet traffic, the system transient
. . utilization rates in short time windows were often lower than
Wiu+1) =W, (TZ‘) —(u—te) +(m—1)x7 the stationary rates. That means even when the desired delay
_ _ ratio can be achieved in long time-scales, it maybe infeasible
+ ;(u T~ b)) (14) in short time-scales. Such behavior can be observed when the
system utilization is 65% and 80%.

Recall that the traffic of class has an arrival rate of,. Note that the feasibility of LAD is affected by the system
During the interval ofr, the average number of packet arrivalsttilization rate does not mean that LAD has requirements for
is ;7. Note thatE|[r] is the average service time of a packe@n accurate estimation of the system utilization rate. It can be
For a stable system, it should be less than or equal to ren from the results from the setting of class delay ratio of 2
average inter-arrival time. Thus, f@[n], the average numberin Fig. 1. As long as that the utilization is high enough for the
of packets entering into the system duringwe haveE[n] = PDD ratio to be feasible, LAD can achieve ratio in both short
Zi]\il E[n;] < 1. Therefore, the main computation overhea@nd long time-scales, independent of class load distributions.
of the updating is the multiplication, which is appropriate in To investigate the behaviors of individual packets from
real environment [5]. different classes, we plot in Fig. 1(c) the individual delays

For each packet transmission, LAD needs to calcula@é packets departed from 3000th to 4000th time unit and
and compare the priorities of all backlogged classes, white system load is 90%. All classes had the same load (
requires at mosiV calculations andV — 1 comparisons. The A1 = A2 = A3). From this figure, we can see that individual
calculation overhead is mainly due to the update of contrBckets of a higher class exhibit smaller changes of delay than
variables and timestamping operations. The cost for updatéhgse of a lower class in both dimensions of timeakis) and
small because it involves only a few number of add operatior#€lay { axis). More importantly, the packets from higher class

the timestamping operation is assumed in the implementati@ivays have smaller delay than those from lower class. In other
of WTP and MDP as well. words, LAD can provide predictable differentiated service.

IV. SIMULATION RESULTS B. Controllability of LAD

In this section, we present simulation results of LAD to We studied the controllability of LAD through an experi-
demonstrate its performance and properties. We also compauent over two classes of traffic with an equal load distribution
LAD with other PDD algorithms, including WTP, AWTP, (i.e., \; = A\2). Fig. 2 plots the achieved class delay ratios in
PAD, HPD, and MDP. A primary performance metric is errolong time-scales, in comparison with the desired delay ratios
between desired class delay ratio and achieved ratio. Tée the system utilization rate changes. The results in short
results are an average of 1000 runs. time-scales are ignored since there is no significant difference.
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Fig. 2. Delay ratios of class 1 to class 2 in different system utilizationsFig. 3. Delay ratios of class 1 to class 2 using LAD and priority-based
packet scheduling algorithms.

From this figure, it can be observed that LAD is capable of
achieving the target delay ratio of 2 under medium or higie strict priority-based algorithm are included, as well.
system utilization rates. It shows that when the desired ratioFrom Fig. 3, we can observe that the feasible delay ratio
goes up to 8, LAD cannot meet the PDD constraints in the lofigcreases with the system utilization rate and that whenever the
time-scale, unless the system utilization rate is higher thé@sired ratio is feasible, it can be achieved by LAD accurately;
70%. Aforementioned, this is because the ratio is infeasibiéherwise, the achieved ratio by LAD is very close to that
when p < 70% in the long timescale. Whenever the ratidgneasured by the strict priority-based algorithm. For example,
is feasible, the service difference between these two clas&é@ 3 shows that the maximum achievable delay ratio is 22
can be controlled accurately by network operators. With tighen the system utilization rate = 85%. Although the
increase of the desired class de|ay raij¢52, the minimum desired ratio of 32 is infeasible, LAD achieves the maximum
system utilization rate that makes the given delay ratio feasi@asible ratio.
increases.
D. Comparison with Other PDD Algorithms

C. Generality of LAD We compared LAD with other PDD algorithms, including

Recall that the generality of a PDD algorithm means th&/TP, AWTP, PAD, HPD, and MDP. In the experiments, we
its performance should be independent of the distributioassumed two classes of traffic with the equal class loads. The
of packet arrivals and sizes. We studied the generality phcket arrivals of each class followed a Pareto distribution
LAD through experiments over two classes with equal clags = 1.5) and all the packets had equal size. We generated
loads in the long timescale. In addition, we assumed thatstream of packets beforehand and assumed the same packet
the packet arrivals of the same class followed a Pareto ostaeam for all the experiments with different PDD algorithms.
Poisson distribution and that the packet sizes of each cldscall that AWTP adjusts the feasible set of control parameters
were variable. The variable packet sizes were set in the saawgording to the delay of the head-of-line packet in each class
pattern as in [4]. and the system utilization. Our implementation of AWTP used

We carried out the experiments for traffic with differenthe jumping window method, as suggested in [7], to estimate
packet arrival distributions: Pareto, Poisson, and mixed disttire arrival rate of traffic. HPD is a hybrid of WTP and PAD
butions. Due to space limitation, we only illustrate the resultsith a weighting parameter. We set the parameterto 0.875
for mixed distributions. In the mixed arrival distribution, weas recommended in [5]. MDP takes into account the delay of
assumed packets of class 1 followed a Poisson distribution ateparted packets and the estimated delay of all other waiting
packets of class 2 are Pareto distributed. To measure the acpsalkets in the determination of class priorities. Although the
feasible range for the same packet stream, the results dueMidP authors suggested a simplified method to approximate
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Fig. 5. Impact of scaling parameter on AWTP when applied to Pareto
T distributed traffic.01 /92 = 2.

N utilization, there are more packets in a backlogged queue
R during the intervalr, and consequently the estimation error

1 increases. When the system utilization rate goes beyond certain
] point, the impact of estimation accuracy becomes significant
4 and the overall performance of MDP starts to deteriorate.
‘ | | i Fig. 4(b) shows that the estimation error is exaggerated in

Delay ratio

% | | | - -
° o " system utitization (06 % % the case of a large desired delay ratio and the gap between
(b) 61/62 = 8. LAD and MDP is enlarged.

. Fig. 4 shows that WTP yields relatively large errors when
the system utilization rate is moderate. This is consistent with
the findings of other researchers [5], [7]. AWTP was proposed
as a remedy of this problem [7]. It relies on a policy iteration
the avera . a#;orithm to adjust the feasible set of control parameters
ge delay for all arrived packets to make a tradeg . . .
between quality and run-time overhead [9], we implementeatfCordlng to the delay of the head-of-line packet in each class
its original version in this experiment, and the clags load dlstrlbL_mons. The algorithm is pased on
) ] i ] an assumption that the arrival process of each traffic class is
1) Comparison in short time-scale$Ve first compared the 5 pgisson distributions. The authors showed that AWTP be
short timescale performance of the algorithms under differeg jicable to the traffic of ®aretodistribution with the shape
system utilization rates. The time window was sefite- 100 parameter = 1.9.
packets. The simulation results for the caseg;¢b, = 2and e note that the shape parameteof a Pareto distribution
8 are plotted in Fig. 4(a) and Fig. 4(b), respectively. characterizes the degree of self-similarity and burstiness of
Fig. 4(a) shows that all the PDD algorithms, except ANTRetwork traffic [6]. The larger, the less bursty and self-
can meet the PDD constraints to an acceptable extent &ilar behaviors were observed in trace studies. Given the
a small delay ratio under moderate and high system loggtt that0 < o < 2, the Pareto distribution withw = 1.9
conditions. In particular, LAD achieves the desired delayears much resemblance to a Poisson distribution. Fig. 4
ratio with minimum errors consistently. In contrast, HPD anghows the results from a Pareto distribution with= 1.5.
MDP demonstrate good performance under moderate l0a@ experimented with both AWTP and LAD for more Pareto
conditions, but yield relatively large errors when the systefiistributions with variousy and plotted the results in Fig. 5.
utilization rate goes up to as high as 90%. Recall that HPDfi$om this figure, we observe that the control parameters of
a hybrid of WTP and PAD. Both WTP and PAD gain perforAWTP are unable to meet the PDD constraints over general
mance as the utilization rate increases, but their improvemezireto distributed traffic. By contrast, LAD is insensitive to
rates are different. Hence, a linear combination of the WTRe Pareto distribution shape.
and PAD with a constant weighting parametein HPD is  2) Comparison in long time-scalesiVe compared LAD
expected to generate a convex performance plot with resp@gh other PDD algorithms, focusing on their robustness in
to the utilization rate. This impact of linear combination cagifferent timescales. The experiment settings remain the same
be seen more clearly in Fig. 4(b) for the case of a large desirgslin the last one, except that the system utilization rate is fixed
delay ratio. at 90%. Fig. 6(a) and Fig. 6(b) show three percentiles (the 5th,
The reason for the inaccuracy of MDP in highly utilizedb0th, and 95th) of achieved delay ratios for the target ratio of 2
systems is the estimation error of the delays of backloggadd 8, respectively. We give the numbers in the figures directly
packets in a time window df — 7, oo) at any timet. Although for some of the large percentiles.
MDP can measure the delay of packets in the time window Fig. 6 shows that LAD achieves the target ratios accurately
[t — 7,t], MDP uses a lower bound to estimate the delay afi all of the timescales that we tested and outperforms its
the packets in futurét, oo). With the increase of the systemcompetitors consistently in terms of the errors in various

Fig. 4. Delay ratios of class 1 to class 2 using different PDD algorithms
different system utilizations.



percentiles. This implies that LAD is more robust to keep the 5- 8.03 O Lab |+
class delay ratio under control and deliver the desired ratio I B e |
with small statistical variations. Although all the algorithms — _ | g W |
are able to meet the PDD constraints in terms of their medians € 3~ 8
with small deviations in long timescales, LAD is outstanding & | ]
to provide tight and robust control in a statistical sense over : 1
the class delay ratio in short timescales. En 7
Fig. 6(a) shows that all the PDD algorithms, except MDP, O ML LA L 1(__;05

are able to achieve the delay ratio of 2 with a high probability Time window (packet)

in the short timescale of 100 packets. LAD demonstrates an (@) 61/62 = 2.

excellent robustness because more than 90 percentage of the
total runs would produce ratios between 1.6 and 2.4. MDP is i
robust, as well, but its achieved ratios center around 1.6. In 12
contrast, AWTP, HPD, and PAD exhibit a “heavy tail” property

in that majority of the runs, under the control of the algorithms,
would lead to delay ratios that are close to the target ratio of
2, but the algorithms could lose the control in a few occasions. a

Fig. 6(a) also shows that the success probability of the
algorithms increases with the time scale. In the long timescale q Ll g DL
of 10000 packets, all the algorithms are able to achieve the Time window (packet)
target delay ratio robustly. (b) 61/62 = 8.

In comparison with Fig. 6(b), we observe that all the PDD
algorithms lose certain degrees of robustness when the deSﬁi@&*ﬁére
delay ratio d,/d, is large. In the short timescale of 100
packets, LAD performs slightly better than WTP and AWTP,
but outperforms PAD, HPD and MDP significantly in terms obf the distributions of packet arrivals and packet sizes. In
their medians. The goodness of WTP and AWTP are maintpmparison with other PDD algorithms, LAD provides the
due to the high utilization ratio (90%) that we assumed in th&ame level of service quality in long time-scales and more
experiment. WTP and AWTP provide consistent levels of Qo8g¢curate and robust control over the delay ratio in short time-
independent of the desired delay ratio. This is because tramales. Our future work will focus on the proportional loss
use extra control parameters to adjust the impact of the prifferentiation model and combine it with the PDD model.
defined delay ratio. But they are lack of robustness becauselte requirements for absolute QoS, such as the end-to-end
their medians with large statistical variations. PAD, HPD andelay will also be investigated.

MDP perform in a similar way to LAD. They differ in the

way of delay estimation of arrived packets. Fig. 6(b) shows

that their performance gap in short timescales gets larger Hd M. Arlitt and C. Williamson, “Internet web severs: Workload characteri-
L . . zation and performance implicationdE EE/ACM Trans. on Networking

the delay ratio increases. As the timescale increases, all the g5 oct 1997.

PDD algorithms gain more control over the delay ratio. In thg2] S. Blake, D. Black, M. Carlson, E. Davies, Z. Wang, and W. Welss,

long timescale of 10000 packets. LAD provides similar level Architecture for Differentiated ServiceRFC 2475, Dec. 1998.

9 P ’ P ?3] R. Braden, D. Clark, and S. Shenkéntegrated Services in the Internet
of QoS to HPD and MDP- _ _ architecture: An overvienRFC 1633, Jun. 1994

We conclude that in short timescales, LAD consistentlyj4] C.Dovrolis, D. Stiliadis, and P. Ramanathan, “Proportional differentiated

tperforms it mpetitors for lar target I ratios. For services: Delay differentiation and packet scheduling,Pioceedings
outperforms its competitors for large target delay ratios. Fo of SIGCOMM 1999, pp. 109120,

small target ratios, mOSt_Of the algprithms can provide aps; ___ “sproportional differentiated services: Delay differentiation and
acceptable level of quality of service. Under heavy load packet scheduling,IEEE/ACM Transactions on Networkingol. 10,

conditions and in long timescales, LAD performs similarly _ N0 1. pp. 12-26, 2002.

6] W. Leland, M. Taqqu, W. Willinger, and D. Wilson, “On the self-similar
to HPD and MDP. WTP, AWTP, and PAD are not as robus{ nature of Ethernet Traffic’JEEE/ACM Transactions on Networking
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Percentiles of achieved delay ratios using different PDD algorithms
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