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Abstract

Mobile Cloud Computing (MCC) is aimed at integrating mohdlevices with cloud computing. It is one of the most important
concepts that have emerged in the last few years. Mobiledsyin the traditional agent-client architecture of MC@lyautilize
resources in the cloud to enhance their functionalitieswéi@r, modern mobile devices have many more resources tfareb
As a result, researchers have begun to consider the paygsifimobile devices themselves sharing resources. Thialied the
cooperation-based architecture of MCC. Resource disgag@me of the most important issues that need to be solvedhiese
this goal. Most of the existing work on resource discovery ddopted a fixed choice of centralized or flooding stratediteny
improved versions of energyfeient methods based on both strategies have been proposesdnrchers due to the limited
battery life of mobile devices. This paper proposes a nostaptive method of resource discovery from featient point of view
to distinguish it from existing work. The proposed methotbauatically transforms between centralized and floodingtsgies
to save energy according tofidirent network environments. Theoretical models of bothrggneonsumption and the quality of
response information are presented in this paper. A heuaigforithm was also designed to implement the new adapt&thod of
resource discovery. The results from simulations dematesirthe &ectiveness of the strategy and thiféaency of the proposed
heuristic method.
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1. Introduction

Cloud computing, which is aimed at providing infrastruc- éﬁ@
—)\__

tures, platforms and software as services has been intedduc T= L g
and implemented in the last few years. It is widely recog- ) V' A
nized as the next generation of computing architecture eWir
less communication technologies have simultaneously eeen
tensively developed. Eerent kinds of wireless networks like
the third generation of mobile telecommunications tecbggl
(3G), Bluetooth, wireless local area networks (WLANs) and
worldwide interoperability for microwave access (WIMAX)
have become available in our daily lives. Users can chodse di
ferent networks according to ffiérent requirements. The net- Fig. 1: Architecture for cooperation-based MCC.
work connectivity and data throughput of mobile devicesehav
been greatly improved. Therefore, the integration of neotd-
vices with cloud computing has attracted a great deal ohatte
tion from both industrial and academic communities becatise
its potential value. Mobile Cloud Computing (MCC) has been
widely accepted as one of the most important solutions ® thi
issue.

MCC can be roughly divided into two fierent architec-

and processing speed). However, along with the development
of hardware and software technologies, modern mobile dsvic
like smart phones and tablets have many more resources than
before, e.g., computing, communication, sensor and sodtwa
application resources [2]. As a result, two shortcomingthe
tures: agent-client based and cooperation-based [1]. [Bluel c agent-cli(_ant based a}rchitec.ture have emerged: (1) ai@ijab
sources in the mobile devices themselves are not utilized ef

(data center), in the agent-client based architectureyiges e ;
overall resource management for mobile devices. Mobile def_|C|entIy and (2) long delays are caused by the long distance

vices use resources in the cloud to enhance their functionaltr)etween the Clt(.)Ud gind (;nl\o/lbc'lg dt_awce_:,r.] To sgillvedthe_se prot:j—
ities and improve their processing abilities (e.g., dataagje €ms, cooperation-base views Ihe€ moblie devices an

other fixed wireless devices (e.g., wireless routers ansiseh

as part of the cloud. Available resources in these deviceklco

*corresponding author. Tek81-75-753-4830 be shared among themselves through wireless g(_)mmunicaﬁon
Email address1iu@cube.kuee.kyoto-u.ac. jp (Wei Liu) Delays could also be reduced by devices benefiting from high
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throughput short-range communication and location préyim E Contral resource broker

The traditional cloud (data center) in the cooperatioredas- ‘ )

chitecture plays a role as a scheduler in the collaboration b / &\

wireless devices. Of course, according téfetient contexts, / \

the data center can also provide resources to mobile deagces § - -5

it does in the agent-client based architecture. Due to igehu // VZ )

potential benefits, cooperation-based architecture hesne - - F == 3G

the most interesting research area in MCC [3][4]. This new N yi = Adhoc WLANS
architecture of MCC has also been defined as “Fog Comput- W = &

ing” in [3]. However, to achieve cooperative resource shaari
among wireless devices, it is quite important to find how lavai
able resources in nearby devices are discovered. This paper Fig. 2: System architecture.
introduces an energyffecient method of adaptive resource dis-
covery to solve this problem.

Much research on resource discovery has been published [

15]. However, most of the existing work has adopted a fixed We assumed that mobile nodes were in heterogeneous wire-
strategy for resource discovery and failed to adapt thegesly  |ess networks including both 3G cellular and ad hoc WLANS in
based on dierent network resource statuses, e.g., the degree @his paper. Fig. 2 outlines the scenario. There is a cenase b
resource scarcity and the pattern of resource requirenfnts station in the 3G cellular network that is able to commurcat
differentiate it from “Network Status”, which mainly refers to with all nodes in the area. We called it the central resouroe b
network trdfic and bandwidth, Network Resource Status (NRSX(er (CRB) in the background of resource Sharing_ Apart from
is used in this paper to represent the characteristics ofires  that, every node can communicate with nearby nodes through a
distribution and usage in the network). Apart from that, exor ad hoc WLAN. The assumed communication abilities are com-
resources consume more energy. Battery capacity also [8scommon in current smart phones and other devices. Nodes are
a bottleneck in wireless applications. Consequently, naoi¢  assumed to be uniformly distributed throughout the are@] ([1
more research [9, 10, 14, 15] has aimed at providing energysrovides some application scenarios using this assumpkios
efficient solutions to resource discovery. However, therevame t  effect of node mobility, which may violate this assumption, has
main problems in their research: (1) most of them have savegeen left for future work). Nodes either maintain a resource
energy through sacrificing other important quality mettiks  djirectory in the CRB through a widely-covered 3G network (a
the accuracy and coverage of response information wittwut f  centralized mode) or flood resource requests in the areaghro

mal quantitative analysis and (2) they have only taken inte ¢ 3 short-range ad-hoc WLAN (a flooding mode) to discover re-
sideration resource discovery and energy consumption in hgoyrces.

mogeneous networks like 3G cellular or ad hoc WLANS alone. Different resource discovery modes consum@erint

Obviously, energy consumption in heterogeneous netwarks iamounts of energy. We tried to minimize energy consumption

more realistic and more important for modern society. through transformations between the two modes according to
This paper proposes an enerdji@ent method of resource different NRSs. Time is divided into consecutive time slots in

discovery that automatically transforms between cemedli  our model. We defing as an indicator that specifies whether a
and flooding strategies according tdfdrent NRSs. The three centralized or flooding mode is selected in time $lot

main contributions of this paper are: (1) According to thetbe

2. System model

of our knowledge, this is the first proposal that has intrelic 1  centralized mode is selected
an adaptive solution to resource discovery based on syrateg  x = (1)
transformations and the first work that has taken into censid 0 flooding mode is selected .

eration resource discovery in heterogeneous wirelessomkesw
(2) We also established theoretical models of eneffigiency ~ Accordingly, Ei(x) is defined as the energy consumed in time
and quality of response information. (3) A heuristic algfom  sloti based on dierent values ok. Without loss of gener-
was designed to implement the proposal and it was proved tality, the period from time slot 1 to time sl@ is considered.
be energy-ﬁjcient through extensive simulations. The optimization problem is defined as the selection oQan

In the rest of this paper, Section 2 introduces our systenflimensional vector comprised &f that minimizes the energy
model. Our analysis of the proposed method of adaptive reconsumed by all 2 candidates, while keeping the expected
source discovery is presented in Section 3. The heurigji-al Vvalue of resource information availability (RIA is a quglihet-
rithm is introduced in Section 4. An extension of the propbse ric of response information defined in Subsection 3.2) ns les
method is presented in Section 5. Section 6 explains how wian a threshol®nresn Rinresnis a real value in [0,1].
evaluated the adaptive method through extensive simuaktio

aoe : . : objective:  miny 2, Ei(x)
Related work is discussed in Section 7. Conclusions arerdraw -

and future work is discussed in the last section. subject to:
Xi = Oorl
E[RIA] = Rthresh



3. Proposed method of adaptive resource discovery Table 1: Parameters for RIA maintenance.
S Expected task size of a request for resource A

3.1. General description R Sum of resources A in all nodes
As described in Section 2, nodes can discover available re- 1, Number of generated tasks for resource A
sources through both 3G cellular and ad-hoc WLANs. There 1a, Number of generated resource requests for resource
are two modes in the proposed method: A
(1) Centralized mode: A resource directory is maintainedin T Length of one time slot
the CRB in this mode. If a node wants to allocate resources to | Processing time for one task with all resources A

Maximum number of tasks that can be processed
Faregist EXpected number of updates for resource A
Fregist Expected number of updates for all resource types

its tasks, it first checks whether it has the resources itelbt,

it sends a resource request to the CRB through the 3G network.
The CRB returns the identifications of nodes in which the re-
quired resources are available.

(2) Flooding mode: We adopted on-demand flooding [10, 17]
for the flooding mode in this paper. No resource information i and units of resources in the following descriptions. Task p
maintained in the CRB in this mode. If notlewants to allo- cessing occupies resources while the end of task processing
cate resources to its tasks, it first checks whether it hasethe leases occupied resources.
sources itself. If not, it sends a resource request (withiguen Resource information availability (RIA), which reflectseth
sequence number) as a broadcast package through the ad tplity of response information, is defined as: the possibil
WLAN, which is received by all the nodes within the wireless that the responses to a request will accurately includevall-a
transmission range &f. When another node receives a new re-able resource information. This includes two aspects: raogu
source request, if it has the required resources, it reflitlse ~ and coverage. Energy is consumed to maintain RIA.
resource requester with its identification. Every recejviode ] )
decreases the time-to-live (TTLyalue of the resource request 3-2-1. RIAin centralized mode
by one. The node propagates this resource request by ttansmi Every node benefits from the wide coverage of 3G network
ting it as a broadcast package (with the same sequence n)me@nd can register its resource information with the CRB in the
if the remaining TTL value is positive. However, if thisnoge ~ centralized mode. The coverage aspect of RIA is completely
ceives a duplicate resource request that has already bakn denaintained. However, when the amount of available ressurce
with, it discards the request to avoid duplicate propagsatio changes, nodes should update resource information in tile CR

Nodes, automatically transform between the centralizetl anto maintain the accuracy aspect of RIA.
flooding modes to save energy in the proposed adaptive method The number of resource information updates to maintain RIA
of resource discovery based orfdrent NRSs. Four sequential Must be calculated to estimate the energy consumed by the cen
steps are executed. (1) Time is divided into consecutive timtralized mode. First, only one type of resource called A is-co
slots, (2) nodes send statistics to the CRB at the end of eadidered. All the model parameters listed in Table 1 are fer on
time slot according to their experiences in the last timg §8) time slot.
the CRB estimates the energy consumed by both modes basedl he processing time for one task with all available resosirce
on the collected statistics, and (4) the CRB chooses the mo#étin the nodes is:
energy-dficient method and notifies each node to use it in the T S

next time slot. "R’ (2)

32 R inf i labilit d maint The capacity of all nodes that indicates the maximum number
< resource information avaliabiity and maintenance of tasks that can be processed in one time slot is:

Available resources in a node might change at certain times.
This is dfected by factors like task processing, environment N=—. 3)
changes, and remaining battery power. We have only taken T
into consideration the factor of task processing that issgen  Depending on the relationship betwegnandN, there are
ated from two sources in this paper. two situations for the number of updates in one time slot:

(1) Nodes allocate resources to a task from themselves. (1) 2a > N: the number of tasks that can be processed in one

(2) Nodes allocate resources to a task from other nodes. time slot is constrained by the capacity of all nodiesA node
A task is defined in this paper as a job generated by users thateds to update resource information at both when resources
consumes resources to finish it.fidrent tasks consumeftir- are allocated and released. ConsequeRilyegist Can be cal-
ent kinds of resources, e.g., image processing consumes CRidlated as:
resources (FLOPS) and data transmission consumes bahdwidt 2% RxT
resources (Mbps). Since the proposal in this paper is not con ~ Fa-regist=2X N = — s (4)
strained by specific types of tasks or resources, we can encap

sulate these details with the concept of the abstract sitask$ (2) Aa < N: the number of tasks that can be processed in one

time slot is determined by the number of generated tagks
FA—regist is:

1The time-to-live value is the number of hops that the packidgeresource
request can take through the network before it gets disdarde Fa-regist=2X Aa . (5)



3.3. Tradegbetween RIA and energy consumption

n—m _ We assumed the RIA was completely maintained in the pre-

° vious model. However, nodes may also agree to a lower RIA

2 hop 1 hop & JA to save energy. This subsection discusses our analysieof th
,;I = tradedt between the two metrics.

s

3.3.1. Tradegin centralized mode

A node updated resource information right after its avé@ab
resources had changed in Subsection 3.2.1. Instead ofitthat,

Fig. 3: RIA in flooding mode. could wait for a period of time before the update. Because
update frequency decreases, less energy is consumed igith th
> strategy.
o As Fig. 4 showsty is the time for the previous resource up-
t, t, t, date. The is the time when the available resources changed.
N The node did not update information in the CRB until Re-
esource update Resource change

source requests generated betwigeandt, were responded to
Accurate information == === Inaccurate information with inaccurate information by the CRB.tifis further fromt,,
the expected RIA frony to t, decreases. K, is further fromt,,
on the other hand, update frequeritygis: also decreases, and
less energy is consumed to maintain the RIA.
Resource requests from other nodes are assumed to be a Pois-

Obviously, the number of updates for all types of resourceS©n &rriving process in the following analysis. liérepresent
in one time slot is: a random variable defined as:

Fig. 4: Tradedf in centralized mode.

Fregist = Z Fi_regist » (6) 1 response to a request is accurate .
H=

wherel stands for dierent types of resources. 0 response to a request is inaccurate . ®
3.2.2. RIAin flooding mode

Because on-demand flooding is adopted, nodes in the flood-
ing mode fully know what their available resources are when To-u
they receive a request. The accuracy aspect of RIA is com- E[H] = f f(t) x E[HITrc = t]dt, (9)
pletely maintained. However, the requester has to set & larg 0
enough TTL value to ensure request packages reach every nodéere Ty, is the length of the period frorty to t,, T, is a
in the area to maintain the coverage aspect of RIA. random variable of;, and f (t) is the probability density func-

To estimate the appropriate TTL value, we defiheas the  tion of T,.. Assuming a Poission arriving process, the arrival
expected percentage of extra nodes that will receive theestg  of requests are uniformly distributed T, provided a request
when their TTL value increases fram 1 toi, e.g.,P1 =40%in  occurs within this period. Thereforé(t) is:
Fig. 3, since 40% of new nodes will receive the requests when
their TTL value increases from 0 to 1. We defidg= 1/Nnode f(t) = 1 (10)

We need to find expected val&gH] for one request:

which is the percentage occupied by the requester itBRlfe Tou

is the number of nodes in the area. As a result, TTL v&lue ) ) )
should satisfy the following equation asymptotically toyide E[HITrc = t] is the expected value ¢1 provided that avail-
complete coverage of nodes: able resources changed at titpeObviously, the requests gen-

erated betweety andt; are responded to with accurate infor-
k mation. Based on a uniform distribution for the arrival tiofe
Z Pi=1, (7)  requests, the expected valuetbis calculated as:

tC_tO
tu—to

wherek is the minimum integer value that satisfies the equation, ~ E[H[Tic = tc] = (11)

e.g.,k is 2 for the network topology depicted in Fig. 3, since

Po + P1 + P, = 1. The calculation oP; depends on three Nodes can keef[H|T:c = tc] constant through choosirtg
parameters of (1) the wireless transmission range of thes)od according tdp andt.. Lete = (t, — to)/(tc — to). Based on Egs.
(2) the number of nodes in the area, and (3) the size of the argg), (10), and (11)E[H] can be computed as:

(length and width). The detailed method and equations hatve n

been explained in this paper because they are beyond ite.scop To-u te — 1o 1

However, a detailed description is available in [18]. E[H] = E[HITrc = ] 0 f(tdt= -t l+a’ (12)




To keepE[H] no less tharRyesh the choice oft, should The average distandeC (hop count) from the resource re-

makeq satisfy the inequality: quester to the providers is:
1 — Rhresh k
< ———. 13 - i
Rrect (13) HC = IZ(; Pixi. (18)
The resulting expected number of updates in one time slot is

Wirans and Wiy are the energy consumed by transmission
and reception through the ad-hoc WLAN interface. ORly
percentage of nodes that receive a resource request for the

: (14)  first time at hopi will propagate the request whenis not
the last hop. The energy consumed by propagating the re-

since the update interval increases fragtp) to (t, — to). quest is Eikz’ol Pi X Nnode) X Wirans. All the neighbors of prop-

agating nodes will receive the request. The energy consumed

3.3.2. Tradeffin flooding mode by receiving the request g P x Nnode X Nheig) X Wrecy:

Only unicasting is needed when returning response messages

The TTL value of resource requests in Subsectipn 3.2.2 wasp o energy consumed by relaying and receiving responses is
assumed to be large enough to reach every node in the area.\p\

= : - resp X (Wirans + Wreey) X HC, whereHC is derived from Eq.
larger TTL value means a larger probability of discovering t 18). The energy consumed by one request in the flooding mode
required resource. However, it also consumes more energy 19 the sum of the three previous parts:
propagate requests. If a lower RIA is acceptable, a smaller T
value could be used to save energy. kel el

The method of evaluation is r_1ear|y the same as that in Eq. E/flooding = Z P, X NnodeX Wirans + Z Pi X Nnode
(7). However, only arfRresh fraction of nodes are assumed to i’y i=0

reduced to:

te—1to _ Fregist
tu—to l+a

Fregist = Fregist X

be covered by the requests: % Nneig X Wieey + Nresp X (Wirans + Wreey) X HC .
k (29)
P. > 1 . .
; | 2 Rvesh, (15) Therefore, the energy consumed by all requests in one time
slot is:
wherek is the minimum integer value that satisfies the inequal- ,
ity, €.9., whenRyyesh is 0.5, k is 1 for the network topology E fiooding = Ao X Eflooding' (20)

depicted in Fig. 3, sincBy + P; = 0.6.
4. Proposed heuristic algorithm

3.4. Energy consumption models . . . .
oy P This subsection explains how we implemented the proposed

This subsection presents the energy consumption models fédaptive method through a heuristic algorithm. According t
both modes. We defindlsp as the average number of re- the energy consumption models in the last section, threis-sta
sponses to a resource request, is the number of resource tics are needed to estimate the energy consumed by two modes

requests for all types of resources in one time slot. in a time slot. These are:
The energy consumed by the centralized mode in one time (1) The number of generated resource requésts
slot can be calculated as: (2) The number of generated resource updaiggs:, and
(3) The average number of responses for each redigst.
Ecenrar = (Ao X Eag-trans) + (NrespX Ao X Eag-recv) Distributed nodes send the previous three statistics to the
+  (Fregist X E36-trans) » (16) CRBatthe end of each time slot according to their experignce

in that time slot. The CRB processes raw data (e.g., sums up

whereEsg_yrans aNdEsg_recy are the energy consumed by trans- 4, from all the nodes) and stores the records of previdgs
mission and reception through the 3G interface. The total co time slots in a list. After initialization, th&€heckpart tests
sumption ofEcentras includes three parts: sending resource re-whether the NRS is too dynamic to be predicted. If there are
quests to the CRB}g X Esg_trans, r€CeIVing resource responses more thanNyans transformations of the discovery mode in the
from the CRB,NrespX Ao X Ess_recws and sending updates to the retained records, the NRS is assumed to be unpredictabée. Th
CRB to maintain the RIAF egist X Eag-trans. centralized mode is used until the NRS becomes relatively re

In the flooding mode, the expected number of neighboringular. If the energy consumption ratio of a better mode to es@or
nodes that are within the wireless transmission range oflano mode is less tha@inesnin theLarge dif f part, the better mode
Nneig: IS equal to the expected number of extra nodes that wills directly chosen. If none of the previous conditions atéssa
receive the resource requests when their TTL value incseasdied, the CRB uses the average value of previgusq records

from 0 to 1: to predict the NRS of the next time slot in tReedictionpart.
The CRB chooses an energifieient mode and sends the de-
Nheig = P1 X Nnode - (17)  cision to every node. If a transformation is from the flooding



Heuristicalgorithm (Nslota NtranSa Clhresh Ntrenda Pthresh)

Initialize :
preprocess raw data and create a new record
insertr into the list and delete outdated records.

Check:
if (there areNans Or more transformations in the record list)
choose centralized mode.
goto Make.choice

Largedif f :
if (better consumptiort worse consumptiog Cinresn)
choose better mode.
goto Make choice

Prediction:
//Xi-j means the statistiX; in the i-th record

N, Ny
A = Zi:tiend/li—o Fooio= Zi:tiend Fi—regist
o~ Nirend ' regist = Nirend !
Ny
N _ Zi:tiend Ni—resp
resp — Nirend '

used , Fregist, Nresp tO €stimate energy consumption.
if (better consumptioriworse consumptio® Piresn)
remain the current mode.
else
choose the better mode.

Make.choice:

Table 2: Parameters for method of the extended flooding.

RESs dens  Percentage of nodes that has resources A (re-
source density)

RESa-con Expected percentage of resources A occupied
by tasks (consumption ratio)

RESs cona Average number of resources A occupied by
each task

RESA_avai Expected percentage of available resources A

Raavai Expected percentage of nodes having available
resources A

Na-res Average number of resources A each node owns

An Number of generated tasks for resource A

Kex TTL value used by extended flooding method

k TTL value used by basic flooding method

resources with a smaller TTL value. This is due to the fadt tha
most of the resources are not used. Consequently, nodes can
send related statistics to the CRB. The CRB calculates a rea-
sonable TTL value for resource requests based on the alect
statistics.

First, the method of calculating the TTL value with the ex-
tended flooding method is analyzed. One type of resource
called A is considered. Related parameters are summarnzed i
Table 2. The resource consumption rd@BSa_con is the ratio
of occupied resources A to the number of resources A in the
area:

send decision to every node. Aa X RESa_con-a

RESa_densX NnodeX Na—res '

whereNyogeis the number of nodes in the area.

mode to the centralized mode, nodes should update their re- According to Eqg. (21), it is obvious that® RESy_con < 1.
source information in the CRB first to ensure RIA. The pseudoThe percentage of available resources A that has not bedn use
code describes the algorithm. is:

The Ngot in the heuristic algorithm defines how long the
records of passed time slots are kept. The ratidNgf,s to RESr-avai = 1 - RESacon- (22)
Nsiot indicates the degree of dynamicism of the NRS. This isas a result, the expected percentage of nodes that still owns
used to prevent meaningless transformations when the retwoayailable resources A satisfies the following inequality:
is too dynamic to be predicte@resnis just a threshold value.
If the discrepancy between two modes is quite large, it iblfig Ra-avai 2 RESa-densX RESa-avai - (23)
probable that the bettgr mode will be chosen _in the next time To find at least one available provider of resources A, the
slot except for unpredictably heavy changes in stagend  7T| yalue should be large enough to cover more thaRA avai
indicates the smoothness of NRS changes. Because tranSfB%rcentage of nodes:
mation also consumes ener@inresh Prevents transformation
when the diference between the two modes is small.

RESa-con = (21)

Kex

D Pi > 1- Min(Raava) = 1-RESx gensX RESx avai , (24)

i=0

5. Extension of flooding method wherekex is the smallest integer value that satisfies this inequal-

. . . . ity.

~ The proposed adaptive method in the previous sections On_liyAccording to the described model, the CRB notifies nodes of

included basic centralized and flooding methods. However, it \ae k., for resources A. If a node failed to discover any

can also be provided W'Fh mproved_ VErsions of '90”‘ _metho_dsprovider withkey, it again tries to discover resources A with the

Asimple _extended.floodllng method 1S introduced in this secti 1, qjc flooding TTL valuek. The energy consumption model of

asan pptlone}l choice to illustrate this. . the extended flooding method is nearly the same as that of the
Intuitively, if more nodes have the required resourcesiethe basic flooding method except that twdfdrent TTL values are

is a larger chance of finding avallable_ providers of reSOBIICe  sa -k, andk. The energy consumption for resources A is:
with a smaller TTL value. Moreover, if fewer tasks are gen-

erated by nodes, it is also easier to find available providers
6

Ea-flooding = EA-flooding(Kex) + EA-flooding(K) - (25)



The energy consumption for all kinds of resources is: Table 3: Basic simulation parameters.

Rectangular area 10001000m
Eflooding = Z E\ - flooding » (26) Number of nodes 100
Resource densitiRE Syens 100%
wherel stands for dierent types of resources. Ad hoc WLAN range 250m
The heuristic algorithm has to be slightly changed to enable 3G transmitEag_ans 20
the extended flooding method to be integrated into the pehos 3G receive Esg_recy 10
adaptive method of resource discovery. Because the nuriber o WLAN transmit, Wirans 1
resource requests with TTL vallés unavailable in the central- WLAN receive, Wiecy 0.5
ized modé, onlykexis used to estimate the energy consumption ~ Size of resource requests 1KB
of the flooding mode. Botkex andk are used for estimation in Size of response identifications 0.1KB
the flooding mode. Although the methods of estimating energy ~ S/2€ of statistics messages 0.1KB
are slightly diferent for the two modes, because of the conser- Size of decision notification messages 0.1KB
Time slot length 30s

vative estimates in Egs. (23) and (24), the proposed method i
rarely dfected. This is proved by the simulation results pre-
sented in Section 6. Becausdfdient types of resources are
associated with dierent values oKkey, the statistics Ao, Fregist
andNresp) should also be sent separately for each type of re
source.

It should be noted that the extended flooding method still re
flects the tradef® between RIA and energy consumption. Al-
though it is energy{écient, it only intends to discover at least
one available provider of resources rather than all paénti
providers in the area.

through the 3G network in the centralized mode or the ad hoc
WLAN in the flooding mode. We assumed one unit of resources
could process one task within a time slot (this means thee'tim
slot length’ parameter in Table 3 was not sensitive in the- sim
ulation. We chose 30 s just because of the tréideetween
the duration of simulation and machine processing cajisi)i
Every node generated tasks with an equal probability.

The size of both the statistics message and the decision no-
tification message were set to 0.1 KB. This was a conservative
6. Simulation evaluation approximation. Indeed, only three integer (or float) vaealof

. , .. the payload were needed for the statistics messages. Oaly on

We verified the proposed adaptive method and heuristic algy of hayioad was needed for the decision notification mes-
gorithm through simulations. We cc_)mpared the energy CONgages. Since only a comparison betwedfednt methods was
sumed by the proposed method with that consumed by thE'bncerned,we adopted the results in [19] where the ratio-of e

centralized and flooding methods. The proposed method Waé‘rgy consumption between 3G and ad hoc WLANs wad 20
further divided into two sub-categories: (1) the basic aglep \ihout a specific unit.

method (adaptive-b), which was provided with the basic #00d ¢ hronosed adaptive methods chose the centralized mode
ing method and (2) the extended adaptive method (adaptivggnen they started up. The expected RIA was 0.95 for both

ex), which was provided with the extended flooding method ., qeq  The heuristic algorithm was initialized withNgo; =
The extended flooding method relied on the CRB to calcuy Nirans = 3, Ctnvesh = 0.5, Nyrend = 2, Pitresh = 0.9 >. The pa-

late the TTL value. Consequently, the performance of the exiymeters for the algorithm are further discussed in Sulzsect

tended flooding method alone was meaningless. Therefase, thg 4 3 other basic simulation parameters are listed ineTabl
was not evaluated in the simulations. The energy consumptio 1o flooding mode consumed a great deal of bandwidth

caused by dierent TTL vqlu_es K_ andkey in the ada_ptive_—ex when there were many resource requegts (However, when
method was not further distinguished. Requests with thie bas/lo was large, in the proposed adaptive solution to resouree dis

TTL. valuek in all the following simulations, actually iny OC- covery, the energy consumed by the flooding mode was much
cupied less than 5% of the overall energy consumption Caus§fteater than that consumed by the centralized mode. The pro-

by the extended flooding method. Since tifeetiveness of the 5,56 methods chose the centralized mode automaticaligto p
proposed method mainly resulted from transforming disppve | ¢ “flooding storm”. Because of this, channel collisioreres

modes, we did not focus on improving the centralized or floody 5 e \yhen the messages were short like those exchanged in the

ing method |ts_elf. Hov_vever,_the proposed method a'S(? bengasource discovery process. Therefore, we assumed an ideal
fitted from the integration of improved components. This Was;¢ 4 communication channel in the simulations that folldwe

proved .by the_ superior performance of the adaptive-ex noetho Fig. 5 plots the energy consumed in one time slot for dif-
in the simulations that followed. ferent modes with the basic parameters listed in Table 3h Eac
_— . node had five units of resources in this simulation (flooding:
6.1. Parameters, definitions and assumptions the basic flooding method and flooding-ex: the extended flood-
The nodes in the simulations were uniformly distributed in ajng method). The discontinuity of energy consumed by the ex-
rectangular area. The nodes could discover available ressu tended flooding method was due to the discontinuity of calcu-

lated TTL valuekey for different numbers of generated tasks.

2Since the extended flooding method is not executed, the nushhesource We divided the NRS into three regions according to the en-
requests that failed to discover any provider with TTL valtwgis unknown. ergy consumed by the centralized and basic flooding methods:
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(1) Flooding region (F-R): the energy consumed by the basic %25000
flooding method was less than that by the centralized method, 320000 ¢
e.g., the number of generated tasks was within the range,of [0 215000 r
222)in Fig. 5. 210000 ¢
(2) Centralized region (C-R): the energy consumed by the 5000 |
centralized method was less than that by the basic flooding 0
method, e.g., the number of generated tasks was within the Flooding  Centralized  Adaptive-b  Adaptive-ex
range of [245 ;+c0) in Fig. 5. (b) Energy consumed in C-R
(3) Cross region (CR-R): the energy consumed by the two w5000
methods was nearly the same. This was defined as the num-
ber of generated tasks within a shift range of 5% based on the 530000 I
crossing point, e.g., the number of generated tasks wagwith 8200 |
the range of [222 , 245) in Fig. 5. g20000 1
Due to the large dierences in energy consumption in dif- |
ferent simulation scenarios, it wadiitiult to unify the y-axes 210000
(energy consumption) in all graphs. Since only comparisons 5000 - I I l
the same situation were concerned, this did ritgch the sim- 0
ulation results. All the results in this section were an ager Flooding - Centralized - Adaptiveb - Adaptive-ex
value obtained from 100 simulation trials. (c) Energy consumed in CR-R
6.2. Performance in single region of NRS Fig. 6: Energy consumed in single region of NRS.

We verified the energy consumed by the proposed methods
in different regions of NRS separately. The energy consumed _ .
by the proposed methods should ideally satisfy three cerac adaptive-b method. Thls is due to the smaller TTL value chose
istics: by the extended flooding method.

(1) If the NRS is in F-R, the energy consumption should be ) .
near that consumed by the flooding method and less than th§¢3- Performance in composite NRSs
by the centralized method. The performance of the proposed methods was separately

(2) If the NRS is in C-R, the energy consumption should beverified in diferent regions of the NRS, which was explained
near that consumed by the centralized method and less thn thn Subsection 6.2. However, in reality, the NRS often exhib-
by the flooding method. ited various kinds of periodicities, e.g., in class andraftass,

(3) If the NRS is in CR-R, the energy consumption shouldon days and nights, and on weekdays and weekends. If the
be near that consumed by both methods. This should preveNRS had a period that included both F-R and C-R, the proposed
meaningless transformations, which only waste energy . methods automatically transformed betwedfetdént modes to

Every node had five units of resources in this simulation. Thesave energy. Two examples are given in this subsection to pro
other parameters were the basic parameters summarized in Tade details on the energy consumed by the proposed methods
ble 3. We chose 160 tasks to represent F-R, 300 tasks to rejm composite NRSs.
resent C-R, and 240 tasks to represent CR-R (Fig. 5 shows In example 1, the NRS transitions were caused due to the
the reasons for the choices). The average energy consumed bymber of tasks generated by nodes. Every node had six units
the diferent methods in one time slot is shown in Fig. 6. Asof resources in this example. In stade, 180 tasks were gen-
the figures indicate, the proposed adaptive methods sdttkfee  erated in a time slot. In staf&, 360 tasks were generated in a
previous three characteristics. When the flooding mode @ras stime slot. As plotted in Fig. 9(c)%; belonged to F-R whil&,;
lected, the adaptive-ex method consumed less energy tkan thelonged to C-R. The network stayeddpfor 10 time slots and
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then transformed to sta® through an intermediate state with by the adaptive-b method was 138.07% of that in the ideal sit-
270 tasks generated in a time slot (270 is the median of 180 ari¢ation. The energy consumed by the adaptive-ex method was
360). Then, it stayed i, for another five time slots before 117.87% of that in the ideal situation. Theffdrences were
returning toS; in reverse. This process went on infinitely. The slightly larger than those in example 1 because there was no
process had a period of 17 time slots. Fig. 7 shows the energftermediate status in this example. Due to benefits from a
consumed by dierent methods in one period. The bars at leftsmaller TTL value chosen in the flooding mode, the penalties
for both adaptive methods indicate the energy consumedeby tHor incorrect predictions were less expensive in the adegk
proposed methods. The bars at right for these two methods ifnethod. Consequently, the energy consumed by the adaptive-
dicate the energy consumed in an ideal situation. Nodesein thex method was closer to that of the ideal situation compared
ideal situation were assumed to be able to predict futuresNRSwith the adaptive-b method.
without any mistakes and make the right choices in advante. O The results in this subsection indicate that the proposed
course, this is not realistic. methods could automatically choose an enerfiigient discov-

As we can see in Fig. 7, both adaptive methods consume@ry mode according to flerent NRSs.
less energy than the centralized and the basic flooding meth-
ods due to their adaptivity. The adaptive-b method consumefl-4. Scalability
77.06% of the energy of the centralized method and 70.36% The basic parameters listed in Table 3 were used in the pre-
of that of the flooding method. By benefiting from the ex- vious simulations. The scalabilities of the proposed matho
tended flooding method, the adaptive-ex method performied bewere verified under dierent parameter settings and are dis-
ter. It only consumed 64.98% of the energy of the centralizedussed in this subsection.
method and 59.33% of that of the flooding method. The en-
ergy consumed by both adaptive methods is close to the ideaf-4.1. Relationship between number of resources and onssi

ized consumption, i.e., adaptive-b (112.85%) and adajtive in regions
(109.74%). The dierences were due to prediction errors and The relationship between the number of resources each node
the initial choice. had and the divisions in regions is first explained. If theezav

Two reasons caused the NRS transitions in example 2: (Ihore resources in each node, with a fixed number of gener-
the number of tasks generated by nodes, and (@@reént re- ated tasks, there was intuitively less chance for it to gener
source densities. There were two kinds of resources, A andte a resource request for available resources in othersnode
B, in this example. Every node had five units of resource AThis meant little energy would be consumed in the flooding
Only 60% of nodes had five units of resource B. In reality, re-mode. However, the number of available resources in a node
source A represented common resources like 3G. Resourcedill changed even if the task was processed by the nodé itsel
represented less popular resources like GPS or softwatie appEnergy was still consumed to maintain the resource dirgctor
cations. In statész, 100 tasks were generated for resource Aaccurate in the centralized mode. As the number of resources
while no tasks were generated for resource B. In anothes, statincreased, the flooding mode was more preferable because the
Sy, 50 tasks were generated for resource B while no tasks wergas no need to maintain a resource directory in it. This is
generated for resource A. The network staye84rior 10 time  proved in Fig. 9, where the range of F-R increases with the
slots. Then, it changed to staf for another five time slots. increasing number of resources in each node.

This process went on infinitely. Fig. 8 shows the energy con-
sumed by the dierent methods in one period. 6.4.2. Node: resource densities

Again, both the adaptive-b method (68.89% of the cen- The performance of the proposed methods was verified un-
tralized method and 47.08% of the flooding method) and theler diferent node and resource densities instead of the default
adaptive-ex method (39.33% of the centralized method angarameters in Table 3.

26.88% of the flooding method) consumed less energy than the Fig. 10 plots the energy consumed byteient methods un-
centralized and basic flooding methods. The energy consumeter six diferent node densities (because the ranges of energy
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£ 30000 . - .
2 25000 sources) is plotted in Fig. 11 (a 10 based log function ofgyer
5?“288 consumption was used). A total of 500 units of resources was
@ 15 . . . . .
£ 10000 equally distributed in nodes that had the required resasurce

5000 this simulation. 50 tasks were generated by nodes in the area
0

o e e T e 250 00 350 in one time slot. As the figure shows, thg adaptive-b metr_\od
Number of tasks always performed closest to the best choice for the centli
() 6 units of resources per node and basic flooding methods forffrent resource densities. We
can see that when the resource density was low, both adaptive
Fig. 9: Relationship between number of resources and division§ @nd adaptive-ex methods chose the centralized mode. This
in regions. is because many resource requests were generated by nodes
without any resources. The centralized mode was more energy
efficient than the flooding mode in this situation. The emer-

consumed by dierent methods was too large, a 10 based loggence of this situation was due to our assumption that every
function was used as the y-axis). Every node in this simuati node generated tasks with an equal probability.
had five units of resources. A total of 250 tasks was generated o )
by nodes in the area in each time slot. As the figure shows, th@4-3. Parameters for proposed heuristic algorithm
adaptive-b method always performed closest to the bestehoi  Finally, parameter settings for the proposed heuristio-alg
for the centralized and basic flooding methods féiedentnode ~ rithm are discussed. The scenario for example 1 described in
densities. The adaptive-ex method consumed less enengy th§ubsecti0n 6.3 was used for the simulations that are e)qmlain
the others if the flooding mode was chosen because it benefif? this subsection.
ted from the extended flooding method. We can see that both Fig. 12 plots the energy consumed byfellent methods with
adaptive methods chose the flooding mode when the number gffferent values o€iresn Energy consumed by the centralized
nodes increased. This was due to the assumption that a fixédnd basic flooding methods has been presented for the sake of
number of tasks (250) was generated in one time slot. The agonvenience, although it was not influenced by the parameter
erage number of tasks generated by each node decreased wié@sented in this part. Both adaptive-b and adaptive-ek-met
the number of nodes increased under this assumption. Conseds performed best when ti@nesh value was near 1. This
quently, there was less chance for each node to ask the oth@@s due to the fact that the centralized mode consumed about
nodes for resources. Therefore, the flooding mode was pré5%-—85% of the energy consumed by the flooding mode in the
ferred. first time slot of C-R in the simulation scenatioAs a result,

The performance of the proposed methods witfiedent re-
source densities (percentage of nodes that had the reqaired  3The flooding mode consumed about 5%0% of the energy consumed by
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250000 - As we can see, there is redundancy in the proposed algo-
rithm, viz., (1) bothNyeng and Cinresn cOntrol the sensitivity
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A © Flaoding Piresh prevent meaningless transformations. Redundancy is
I O (Q Hcentralized mainly retained for two reasons: (1) it keeps the proposed al
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O Adaptive-ex gorithm robust in extreme scenarios and (2) it reserves mech
50000 1 nisms that automatically optimize parameters for the psegdo
o b v v | algorithm in future work.
0 0102 Oﬁlfl:e%fc‘fff 0809 1 Generally speaking, parameter settings for the algoritiem a
not universal and depend onfidirent characteristics of net-
works. However, the féectiveness of the proposed method
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Fig. 12: Energy consumed with fierent values o€nresh mainly resulted from transformations of discovery modes ac
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2 y impractical settings. This is the reason that
£150000 | é A é A A\ © Flooding chose a common parameter setting rather than optimize param
100000 | O Oz;:”“:"ms eters separately for fierent scenarios in this paper.
5 OAdzzt:ZZ_ex According to all the simulation results in this section,ainc
4 50000 | be concluded that: (1) When the NRSs only included a sin-
0 e gle region, the energy consumed by the adaptive-b method was
04 05 06 07 08 09 1 always closest to the best choice for the centralized and ba-

Value of Py,,.q1

sic flooding methods because of its adaptivity. (2) When the

NRSs included both F-R and C-R, the adaptive-b method con-
Fig. 13: Energy consumed with flerent values oPresh sumed less energy than either the centralized or flooding-met

ods because of its adaptivity. Although the degree of redluce
consumption depended onfldirent NRS parameters, the en-

if the value ofCinresh was larger than @5, the proposed meth-  ergy consumed by the adaptive-b method was close to the ideal

ods transformed to the centralized mode quickly to adagtdo t sjtuation. (3) When the proposed method was provided with

transition of NRS. Otherwise, the transformation was $ligh  an improved version of components (adaptive-ex), energy co

delayed by using the average value of the previdusa (2 by sumption was further reduced while maintaining the presiou

default) time slots. Therefore, the value@fresh should be a  advantages. (4) The previous conclusions were not semsitiv

clear signal that the NRS stably entered into the region Bf F- tq different NRSs. As a result, the proposed adaptive solution

(or C-R). If the duration of NRS transitions is short, theuel to resource discovery was energfigent in diferent network

of Nireng Should be kept small to adapt to transitions quickly. If environments due to its adaptivity.

the duration is long, the value ®&cng Should become larger

to filter out possible fluctuations during the process. THaeva

of Ngeng Was assigned to 2 by default because the duration of. Related work

transitions in the previous simulation scenarios weretgloih

one or no intermediate states). There is a great deal of related work that exists due to the
The energy consumed byfterent methods with dierent  jmportance of resource discovery. This work can be roughly

Piresnh Values is plotted in Fig. 13. Because the priority of gjyided into two categories: directory-aided and diregti@ss.

Pinresn is lower than that 0Cinresn (0.5 by default) according  Resource directories were used to facilitate resourcedisy

to the algorithm, values larger tharbOvere considered. The jn directory-aided strategies [5-8, 11-13]. Two modes were

energy consumption decreased along with the increasing val defined for resource discovery in [5], i.e., service seargland

of Pinresh since a small value dPiresn prevented transforma-  service browsing. Service searching allowed a client toter

tions even if substantial amounts of energy were saved. Conate a query containing the required attributes of the servi

sequently, the value @nresnshould be near 1 for this kind of - A client in the service browsing mode could send a generic

scenarios in which the transitions of NRS are regular. A mal query and obtain a list of all the services of a specific prewid

value of Pinresh combined with the ratio oNians t0 Nsiot ar¢  However, it only supported one-hop discovery due to thetéimi

helpful in preventing transformations for some extremenace  of Bluetooth. A Chord based resource discovery method was

ios, e.g., whenthe NRS is in CR-R, the preferred mode changgstroduced against the background of wireless mesh network

frequently and irregularly due to the stochastic uncetyaii  (\wMNs) in [8]. It used location-awareness ID assignment and

nodes that generate tasks. a cross-layer strategy to facilitate resource discoveryertral-

ized and homogeneous naming mechanism of global resource

the centralized mode in the first ime slot of F-R. Consedyeittwas rarely ~ discovery for the Internet (_)f Th_ings (IoT) was presented in
affected by diterent values o€inresh [11]. A context-aware service discovery framework based on
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the virtual personal space (VPS) was introduced in [12]. A pe through extensive simulations.

sonal operating middleware (POM) in the framework was re- Our work was only the first step toward utilizing the pro-
sponsible for providing personalized response infornmatid  posed adaptive strategy. As discussed in the previouosascti
framework of semantic service discovery for ubiquitous eom it could be integrated with other improved methods to replac
puting was proposed in [13]. Althoughffrent issues in ser- their basic counterparts. It could also be used to optimilzero
vice discovery and reciprocal work with current ontologg-la metrics like response time and RIA. Mechanisms that automat
guages were discussed, no theoretical models or protoysgee s ically optimize parameters for the proposed algorithm atert
tems were mentioned by the authors. The [6] was the only worksting. Finally, when node mobility is considered, nodey ma
that took into consideration the combination dfdient discov-  not be distributed uniformly throughout the area. An appro-

ery modes. However, their method always chose the cerdthliz priate model or heuristic algorithm still needs to be fouad t
mode when it was available and did not take into account adapestimate energy consumption in the flooding mode.

tivity to different network environments.
Flooding based methods were used in the directory-less

strategies. However, the energy consumed by flooding expdReferences

nentially increased along with the increasing number of re-
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