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Abstract

Mobile Cloud Computing (MCC) is aimed at integrating mobiledevices with cloud computing. It is one of the most important
concepts that have emerged in the last few years. Mobile devices, in the traditional agent-client architecture of MCC, only utilize
resources in the cloud to enhance their functionalities. However, modern mobile devices have many more resources than before.
As a result, researchers have begun to consider the possibility of mobile devices themselves sharing resources. This iscalled the
cooperation-based architecture of MCC. Resource discovery is one of the most important issues that need to be solved to achieve
this goal. Most of the existing work on resource discovery has adopted a fixed choice of centralized or flooding strategies. Many
improved versions of energy-efficient methods based on both strategies have been proposed byresearchers due to the limited
battery life of mobile devices. This paper proposes a novel adaptive method of resource discovery from a different point of view
to distinguish it from existing work. The proposed method automatically transforms between centralized and flooding strategies
to save energy according to different network environments. Theoretical models of both energy consumption and the quality of
response information are presented in this paper. A heuristic algorithm was also designed to implement the new adaptivemethod of
resource discovery. The results from simulations demonstrated the effectiveness of the strategy and the efficiency of the proposed
heuristic method.
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1. Introduction

Cloud computing, which is aimed at providing infrastruc-
tures, platforms and software as services has been introduced
and implemented in the last few years. It is widely recog-
nized as the next generation of computing architecture. Wire-
less communication technologies have simultaneously beenex-
tensively developed. Different kinds of wireless networks like
the third generation of mobile telecommunications technology
(3G), Bluetooth, wireless local area networks (WLANs) and
worldwide interoperability for microwave access (WIMAX)
have become available in our daily lives. Users can choose dif-
ferent networks according to different requirements. The net-
work connectivity and data throughput of mobile devices have
been greatly improved. Therefore, the integration of mobile de-
vices with cloud computing has attracted a great deal of atten-
tion from both industrial and academic communities becauseof
its potential value. Mobile Cloud Computing (MCC) has been
widely accepted as one of the most important solutions to this
issue.

MCC can be roughly divided into two different architec-
tures: agent-client based and cooperation-based [1]. The cloud
(data center), in the agent-client based architecture, provides
overall resource management for mobile devices. Mobile de-
vices use resources in the cloud to enhance their functional-
ities and improve their processing abilities (e.g., data storage
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Fig. 1: Architecture for cooperation-based MCC.

and processing speed). However, along with the development
of hardware and software technologies, modern mobile devices
like smart phones and tablets have many more resources than
before, e.g., computing, communication, sensor and software-
application resources [2]. As a result, two shortcomings inthe
agent-client based architecture have emerged: (1) available re-
sources in the mobile devices themselves are not utilized ef-
ficiently and (2) long delays are caused by the long distance
between the cloud and mobile devices. To solve these prob-
lems, cooperation-based MCC views the mobile devices and
other fixed wireless devices (e.g., wireless routers and sensors)
as part of the cloud. Available resources in these devices could
be shared among themselves through wireless communication.
Delays could also be reduced by devices benefiting from high
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throughput short-range communication and location proximity.
The traditional cloud (data center) in the cooperation-based ar-
chitecture plays a role as a scheduler in the collaboration by
wireless devices. Of course, according to different contexts,
the data center can also provide resources to mobile devicesas
it does in the agent-client based architecture. Due to its huge
potential benefits, cooperation-based architecture has become
the most interesting research area in MCC [3][4]. This new
architecture of MCC has also been defined as “Fog Comput-
ing” in [3]. However, to achieve cooperative resource sharing
among wireless devices, it is quite important to find how avail-
able resources in nearby devices are discovered. This paper
introduces an energy-efficient method of adaptive resource dis-
covery to solve this problem.

Much research on resource discovery has been published [5–
15]. However, most of the existing work has adopted a fixed
strategy for resource discovery and failed to adapt this strategy
based on different network resource statuses, e.g., the degree of
resource scarcity and the pattern of resource requirements(to
differentiate it from “Network Status”, which mainly refers to
network traffic and bandwidth, Network Resource Status (NRS)
is used in this paper to represent the characteristics of resource
distribution and usage in the network). Apart from that, more
resources consume more energy. Battery capacity also becomes
a bottleneck in wireless applications. Consequently, moreand
more research [9, 10, 14, 15] has aimed at providing energy-
efficient solutions to resource discovery. However, there are two
main problems in their research: (1) most of them have saved
energy through sacrificing other important quality metricslike
the accuracy and coverage of response information without for-
mal quantitative analysis and (2) they have only taken into con-
sideration resource discovery and energy consumption in ho-
mogeneous networks like 3G cellular or ad hoc WLANs alone.
Obviously, energy consumption in heterogeneous networks is
more realistic and more important for modern society.

This paper proposes an energy-efficient method of resource
discovery that automatically transforms between centralized
and flooding strategies according to different NRSs. The three
main contributions of this paper are: (1) According to the best
of our knowledge, this is the first proposal that has introduced
an adaptive solution to resource discovery based on strategy
transformations and the first work that has taken into consid-
eration resource discovery in heterogeneous wireless networks.
(2) We also established theoretical models of energy efficiency
and quality of response information. (3) A heuristic algorithm
was designed to implement the proposal and it was proved to
be energy-efficient through extensive simulations.

In the rest of this paper, Section 2 introduces our system
model. Our analysis of the proposed method of adaptive re-
source discovery is presented in Section 3. The heuristic algo-
rithm is introduced in Section 4. An extension of the proposed
method is presented in Section 5. Section 6 explains how we
evaluated the adaptive method through extensive simulations.
Related work is discussed in Section 7. Conclusions are drawn
and future work is discussed in the last section.

Central resource broker

3G

Ad hoc WLANs

Fig. 2: System architecture.

2. System model

We assumed that mobile nodes were in heterogeneous wire-
less networks including both 3G cellular and ad hoc WLANs in
this paper. Fig. 2 outlines the scenario. There is a central base
station in the 3G cellular network that is able to communicate
with all nodes in the area. We called it the central resource bro-
ker (CRB) in the background of resource sharing. Apart from
that, every node can communicate with nearby nodes through a
ad hoc WLAN. The assumed communication abilities are com-
mon in current smart phones and other devices. Nodes are
assumed to be uniformly distributed throughout the area ([16]
provides some application scenarios using this assumption. The
effect of node mobility, which may violate this assumption, has
been left for future work). Nodes either maintain a resource
directory in the CRB through a widely-covered 3G network (a
centralized mode) or flood resource requests in the area through
a short-range ad-hoc WLAN (a flooding mode) to discover re-
sources.

Different resource discovery modes consume different
amounts of energy. We tried to minimize energy consumption
through transformations between the two modes according to
different NRSs. Time is divided into consecutive time slots in
our model. We definexi as an indicator that specifies whether a
centralized or flooding mode is selected in time sloti :

xi =



























1 centralized mode is selected

0 flooding mode is selected .

(1)

Accordingly,Ei(xi) is defined as the energy consumed in time
slot i based on different values ofxi . Without loss of gener-
ality, the period from time slot 1 to time slotQ is considered.
The optimization problem is defined as the selection of anQ-
dimensional vector comprised ofxi that minimizes the energy
consumed by all 2Q candidates, while keeping the expected
value of resource information availability (RIA is a quality met-
ric of response information defined in Subsection 3.2) no less
than a thresholdRthresh. Rthresh is a real value in [0,1].

objective: min
∑Q

i=1 Ei(xi)

subject to:
xi = 0 or 1
E[RIA] ≥ Rthresh
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3. Proposed method of adaptive resource discovery

3.1. General description

As described in Section 2, nodes can discover available re-
sources through both 3G cellular and ad-hoc WLANs. There
are two modes in the proposed method:

(1) Centralized mode: A resource directory is maintained in
the CRB in this mode. If a node wants to allocate resources to
its tasks, it first checks whether it has the resources itself. If not,
it sends a resource request to the CRB through the 3G network.
The CRB returns the identifications of nodes in which the re-
quired resources are available.

(2) Flooding mode: We adopted on-demand flooding [10, 17]
for the flooding mode in this paper. No resource information is
maintained in the CRB in this mode. If nodeU wants to allo-
cate resources to its tasks, it first checks whether it has there-
sources itself. If not, it sends a resource request (with a unique
sequence number) as a broadcast package through the ad hoc
WLAN, which is received by all the nodes within the wireless
transmission range ofU. When another node receives a new re-
source request, if it has the required resources, it repliesto the
resource requester with its identification. Every receiving node
decreases the time-to-live (TTL)1 value of the resource request
by one. The node propagates this resource request by transmit-
ting it as a broadcast package (with the same sequence number)
if the remaining TTL value is positive. However, if this nodere-
ceives a duplicate resource request that has already been dealt
with, it discards the request to avoid duplicate propagations.

Nodes, automatically transform between the centralized and
flooding modes to save energy in the proposed adaptive method
of resource discovery based on different NRSs. Four sequential
steps are executed. (1) Time is divided into consecutive time
slots, (2) nodes send statistics to the CRB at the end of each
time slot according to their experiences in the last time slot, (3)
the CRB estimates the energy consumed by both modes based
on the collected statistics, and (4) the CRB chooses the most
energy-efficient method and notifies each node to use it in the
next time slot.

3.2. Resource information availability and maintenance

Available resources in a node might change at certain times.
This is affected by factors like task processing, environment
changes, and remaining battery power. We have only taken
into consideration the factor of task processing that is gener-
ated from two sources in this paper.

(1) Nodes allocate resources to a task from themselves.
(2) Nodes allocate resources to a task from other nodes.

A task is defined in this paper as a job generated by users that
consumes resources to finish it. Different tasks consume differ-
ent kinds of resources, e.g., image processing consumes CPU
resources (FLOPS) and data transmission consumes bandwidth
resources (Mbps). Since the proposal in this paper is not con-
strained by specific types of tasks or resources, we can encap-
sulate these details with the concept of the abstract size oftasks

1The time-to-live value is the number of hops that the packageof a resource
request can take through the network before it gets discarded.

Table 1: Parameters for RIA maintenance.
S Expected task size of a request for resource A
R Sum of resources A in all nodes
λA Number of generated tasks for resource A
λA−o Number of generated resource requests for resource

A
T Length of one time slot
T
′

Processing time for one task with all resources A
N Maximum number of tasks that can be processed
FA−regist Expected number of updates for resource A
Fregist Expected number of updates for all resource types

and units of resources in the following descriptions. Task pro-
cessing occupies resources while the end of task processingre-
leases occupied resources.

Resource information availability (RIA), which reflects the
quality of response information, is defined as: the possibility
that the responses to a request will accurately include all avail-
able resource information. This includes two aspects: accuracy
and coverage. Energy is consumed to maintain RIA.

3.2.1. RIA in centralized mode
Every node benefits from the wide coverage of 3G network

and can register its resource information with the CRB in the
centralized mode. The coverage aspect of RIA is completely
maintained. However, when the amount of available resources
changes, nodes should update resource information in the CRB
to maintain the accuracy aspect of RIA.

The number of resource information updates to maintain RIA
must be calculated to estimate the energy consumed by the cen-
tralized mode. First, only one type of resource called A is con-
sidered. All the model parameters listed in Table 1 are for one
time slot.

The processing time for one task with all available resources
A in the nodes is:

T
′

=
S
R

. (2)

The capacity of all nodes that indicates the maximum number
of tasks that can be processed in one time slot is:

N =
T
T ′

. (3)

Depending on the relationship betweenλA andN, there are
two situations for the number of updates in one time slot:

(1) λA > N: the number of tasks that can be processed in one
time slot is constrained by the capacity of all nodesN. A node
needs to update resource information at both when resources
are allocated and released. Consequently,FA−regist can be cal-
culated as:

FA−regist = 2× N =
2× R× T

S
. (4)

(2) λA ≤ N: the number of tasks that can be processed in one
time slot is determined by the number of generated tasksλA.
FA−regist is:

FA−regist = 2× λA . (5)
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Fig. 3: RIA in flooding mode.

t0 tc tu

Inaccurate informationAccurate information

Resource update Resource change

Fig. 4: Tradeoff in centralized mode.

Obviously, the number of updates for all types of resources
in one time slot is:

Fregist =
∑

FI−regist , (6)

whereI stands for different types of resources.

3.2.2. RIA in flooding mode
Because on-demand flooding is adopted, nodes in the flood-

ing mode fully know what their available resources are when
they receive a request. The accuracy aspect of RIA is com-
pletely maintained. However, the requester has to set a large
enough TTL value to ensure request packages reach every node
in the area to maintain the coverage aspect of RIA.

To estimate the appropriate TTL value, we definePi as the
expected percentage of extra nodes that will receive the requests
when their TTL value increases fromi−1 to i, e.g.,P1 = 40% in
Fig. 3, since 40% of new nodes will receive the requests when
their TTL value increases from 0 to 1. We defineP0 = 1/Nnode,
which is the percentage occupied by the requester itself.Nnode

is the number of nodes in the area. As a result, TTL valuek
should satisfy the following equation asymptotically to provide
complete coverage of nodes:

k
∑

i=0

Pi = 1 , (7)

wherek is the minimum integer value that satisfies the equation,
e.g.,k is 2 for the network topology depicted in Fig. 3, since
P0 + P1 + P2 = 1. The calculation ofPi depends on three
parameters of (1) the wireless transmission range of the nodes,
(2) the number of nodes in the area, and (3) the size of the area
(length and width). The detailed method and equations have not
been explained in this paper because they are beyond its scope.
However, a detailed description is available in [18].

3.3. Tradeoff between RIA and energy consumption

We assumed the RIA was completely maintained in the pre-
vious model. However, nodes may also agree to a lower RIA
to save energy. This subsection discusses our analysis of the
tradeoff between the two metrics.

3.3.1. Tradeoff in centralized mode
A node updated resource information right after its available

resources had changed in Subsection 3.2.1. Instead of that,it
could wait for a period of time before the update. Because
update frequency decreases, less energy is consumed with this
strategy.

As Fig. 4 shows,t0 is the time for the previous resource up-
date. Thetc is the time when the available resources changed.
The node did not update information in the CRB untiltu. Re-
source requests generated betweentc andtu were responded to
with inaccurate information by the CRB. Iftu is further fromtc,
the expected RIA fromt0 to tu decreases. Iftu is further fromtc,
on the other hand, update frequencyFregist also decreases, and
less energy is consumed to maintain the RIA.

Resource requests from other nodes are assumed to be a Pois-
son arriving process in the following analysis. LetH represent
a random variable defined as:

H =



























1 response to a request is accurate

0 response to a request is inaccurate .

(8)

We need to find expected valueE[H] for one request:

E[H] =
∫ T0−u

0
f (t) × E[H|Trc = t]dt , (9)

whereT0−u is the length of the period fromt0 to tu, Trc is a
random variable oftc, and f (t) is the probability density func-
tion of Trc. Assuming a Poission arriving process, the arrival
of requests are uniformly distributed inT0−u provided a request
occurs within this period. Therefore,f (t) is:

f (t) =
1

T0−u
. (10)

E[H|Trc = tc] is the expected value ofH provided that avail-
able resources changed at timetc. Obviously, the requests gen-
erated betweent0 and tc are responded to with accurate infor-
mation. Based on a uniform distribution for the arrival timeof
requests, the expected value ofH is calculated as:

E[H|Trc = tc] =
tc − t0
tu − t0

. (11)

Nodes can keepE[H|Trc = tc] constant through choosingtu
according tot0 andtc. Letα = (tu − tc)/(tc − t0). Based on Eqs.
(9), (10), and (11),E[H] can be computed as:

E[H] = E[H|Trc = tc]
∫ T0−u

0
f (t)dt =

tc − t0
tu − t0

=
1

1+ α
. (12)
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To keepE[H] no less thanRthresh, the choice oftu should
makeα satisfy the inequality:

α ≤
1− Rthresh

Rthresh
. (13)

The resulting expected number of updates in one time slot is
reduced to:

F
′

regist = Fregist×
tc − t0
tu − t0

=
Fregist

1+ α
, (14)

since the update interval increases from (tc − t0) to (tu − t0).

3.3.2. Tradeoff in flooding mode
The TTL value of resource requests in Subsection 3.2.2 was

assumed to be large enough to reach every node in the area. A
larger TTL value means a larger probability of discovering the
required resource. However, it also consumes more energy to
propagate requests. If a lower RIA is acceptable, a smaller TTL
value could be used to save energy.

The method of evaluation is nearly the same as that in Eq.
(7). However, only anRthresh fraction of nodes are assumed to
be covered by the requests:

k
∑

i=0

Pi ≥ Rthresh , (15)

wherek is the minimum integer value that satisfies the inequal-
ity, e.g., whenRthresh is 0.5, k is 1 for the network topology
depicted in Fig. 3, sinceP0 + P1 = 0.6.

3.4. Energy consumption models

This subsection presents the energy consumption models for
both modes. We defineNresp as the average number of re-
sponses to a resource request.λo is the number of resource
requests for all types of resources in one time slot.

The energy consumed by the centralized mode in one time
slot can be calculated as:

Ecentral = (λo × E3G−trans) + (Nresp× λo × E3G−recv)

+ (Fregist× E3G−trans) , (16)

whereE3G−trans andE3G−recv are the energy consumed by trans-
mission and reception through the 3G interface. The total con-
sumption ofEcentral includes three parts: sending resource re-
quests to the CRB,λ0 × E3G−trans, receiving resource responses
from the CRB,Nresp×λ0×E3G−recv, and sending updates to the
CRB to maintain the RIA,Fregist× E3G−trans.

In the flooding mode, the expected number of neighboring
nodes that are within the wireless transmission range of a node,
Nneig, is equal to the expected number of extra nodes that will
receive the resource requests when their TTL value increases
from 0 to 1:

Nneig = P1 × Nnode . (17)

The average distanceHC (hop count) from the resource re-
quester to the providers is:

HC =
k
∑

i=0

Pi × i . (18)

Wtrans and Wrecv are the energy consumed by transmission
and reception through the ad-hoc WLAN interface. OnlyPi

percentage of nodes that receive a resource request for the
first time at hopi will propagate the request wheni is not
the last hop. The energy consumed by propagating the re-
quest is (

∑k−1
i=0 Pi × Nnode) ×Wtrans. All the neighbors of prop-

agating nodes will receive the request. The energy consumed
by receiving the request is (

∑k−1
i=0 Pi × Nnode× Nneig) × Wrecv.

Only unicasting is needed when returning response messages.
The energy consumed by relaying and receiving responses is
Nresp× (Wtrans +Wrecv) × HC, whereHC is derived from Eq.
(18). The energy consumed by one request in the flooding mode
is the sum of the three previous parts:

E
′

f looding =

k−1
∑

i=0

Pi × Nnode×Wtrans+

k−1
∑

i=0

Pi × Nnode

× Nneig×Wrecv+ Nresp× (Wtrans+Wrecv) × HC .

(19)

Therefore, the energy consumed by all requests in one time
slot is:

E f looding = λo × E
′

f looding . (20)

4. Proposed heuristic algorithm

This subsection explains how we implemented the proposed
adaptive method through a heuristic algorithm. According to
the energy consumption models in the last section, three statis-
tics are needed to estimate the energy consumed by two modes
in a time slot. These are:

(1) The number of generated resource requestsλo ,
(2) The number of generated resource updatesFregist , and
(3) The average number of responses for each requestNresp .
Distributed nodes send the previous three statistics to the

CRB at the end of each time slot according to their experiences
in that time slot. The CRB processes raw data (e.g., sums up
λo from all the nodes) and stores the records of previousNslot

time slots in a list. After initialization, theCheckpart tests
whether the NRS is too dynamic to be predicted. If there are
more thanNtrans transformations of the discovery mode in the
retained records, the NRS is assumed to be unpredictable. The
centralized mode is used until the NRS becomes relatively reg-
ular. If the energy consumption ratio of a better mode to a worse
mode is less thanCthreshin theLarge di f f part, the better mode
is directly chosen. If none of the previous conditions are satis-
fied, the CRB uses the average value of previousNtrend records
to predict the NRS of the next time slot in thePredictionpart.
The CRB chooses an energy-efficient mode and sends the de-
cision to every node. If a transformation is from the flooding
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Heuristicalgorithm (Nslot,Ntrans,Cthresh,Ntrend,Pthresh)
Initialize :

preprocess raw data and create a new recordr.
insertr into the list and delete outdated records.

Check:
if (there areNtrans or more transformations in the record list)

choose centralized mode.
goto Make choice.

Large di f f :
if (better consumption/ worse consumption≤ Cthresh)

choose better mode.
goto Make choice.

Prediction:
//Xi− j means the statisticXj in the i-th record

λo =

∑Ntrend
i=1 λi−o

Ntrend
, Fregist =

∑Ntrend
i=1 Fi−regist

Ntrend
,

Nresp =

∑Ntrend
i=1 Ni−resp

Ntrend
.

useλo , Fregist, Nresp to estimate energy consumption.
if ( better consumption/ worse consumption≥ Pthresh)

remain the current mode.
else

choose the better mode.

Makechoice:
send decision to every node.

mode to the centralized mode, nodes should update their re-
source information in the CRB first to ensure RIA. The pseudo-
code describes the algorithm.

The Nslot in the heuristic algorithm defines how long the
records of passed time slots are kept. The ratio ofNtrans to
Nslot indicates the degree of dynamicism of the NRS. This is
used to prevent meaningless transformations when the network
is too dynamic to be predicted.Cthresh is just a threshold value.
If the discrepancy between two modes is quite large, it is highly
probable that the better mode will be chosen in the next time
slot except for unpredictably heavy changes in status.Ntrend

indicates the smoothness of NRS changes. Because transfor-
mation also consumes energy,Pthresh prevents transformation
when the difference between the two modes is small.

5. Extension of flooding method

The proposed adaptive method in the previous sections only
included basic centralized and flooding methods. However, it
can also be provided with improved versions of both methods.
A simple extended flooding method is introduced in this section
as an optional choice to illustrate this.

Intuitively, if more nodes have the required resources, there
is a larger chance of finding available providers of resources
with a smaller TTL value. Moreover, if fewer tasks are gen-
erated by nodes, it is also easier to find available providersof

Table 2: Parameters for method of the extended flooding.
RESA−dens Percentage of nodes that has resources A (re-

source density)
RESA−con Expected percentage of resources A occupied

by tasks (consumption ratio)
RESA−con−A Average number of resources A occupied by

each task
RESA−avai Expected percentage of available resources A
RA−avai Expected percentage of nodes having available

resources A
NA−res Average number of resources A each node owns
λA Number of generated tasks for resource A
kex TTL value used by extended flooding method
k TTL value used by basic flooding method

resources with a smaller TTL value. This is due to the fact that
most of the resources are not used. Consequently, nodes can
send related statistics to the CRB. The CRB calculates a rea-
sonable TTL value for resource requests based on the collected
statistics.

First, the method of calculating the TTL value with the ex-
tended flooding method is analyzed. One type of resource
called A is considered. Related parameters are summarized in
Table 2. The resource consumption ratioRESA−con is the ratio
of occupied resources A to the number of resources A in the
area:

RESA−con =
λA × RESA−con−A

RESA−dens× Nnode× NA−res
, (21)

whereNnode is the number of nodes in the area.
According to Eq. (21), it is obvious that 0≤ RESA−con ≤ 1.

The percentage of available resources A that has not been used
is:

RESA−avai = 1− RESA−con . (22)

As a result, the expected percentage of nodes that still owns
available resources A satisfies the following inequality:

RA−avai ≥ RESA−dens× RESA−avai . (23)

To find at least one available provider of resources A, the
TTL value should be large enough to cover more than 1−RA−avai

percentage of nodes:

kex
∑

i=0

Pi > 1−Min(RA−avai) = 1−RESA−dens×RESA−avai , (24)

wherekex is the smallest integer value that satisfies this inequal-
ity.

According to the described model, the CRB notifies nodes of
TTL valuekex for resources A. If a node failed to discover any
provider withkex, it again tries to discover resources A with the
basic flooding TTL value,k. The energy consumption model of
the extended flooding method is nearly the same as that of the
basic flooding method except that two different TTL values are
used:kex andk. The energy consumption for resources A is:

EA− f looding = EA− f looding(kex) + EA− f looding(k) . (25)
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The energy consumption for all kinds of resources is:

E f looding =
∑

EI− f looding , (26)

whereI stands for different types of resources.
The heuristic algorithm has to be slightly changed to enable

the extended flooding method to be integrated into the proposed
adaptive method of resource discovery. Because the number of
resource requests with TTL valuek is unavailable in the central-
ized mode2, onlykex is used to estimate the energy consumption
of the flooding mode. Bothkex andk are used for estimation in
the flooding mode. Although the methods of estimating energy
are slightly different for the two modes, because of the conser-
vative estimates in Eqs. (23) and (24), the proposed method is
rarely affected. This is proved by the simulation results pre-
sented in Section 6. Because different types of resources are
associated with different values ofkex, the statistics (λo, Fregist,

and Nresp) should also be sent separately for each type of re-
source.

It should be noted that the extended flooding method still re-
flects the tradeoff between RIA and energy consumption. Al-
though it is energy-efficient, it only intends to discover at least
one available provider of resources rather than all potential
providers in the area.

6. Simulation evaluation

We verified the proposed adaptive method and heuristic al-
gorithm through simulations. We compared the energy con-
sumed by the proposed method with that consumed by the
centralized and flooding methods. The proposed method was
further divided into two sub-categories: (1) the basic adaptive
method (adaptive-b), which was provided with the basic flood-
ing method and (2) the extended adaptive method (adaptive-
ex), which was provided with the extended flooding method.
The extended flooding method relied on the CRB to calcu-
late the TTL value. Consequently, the performance of the ex-
tended flooding method alone was meaningless. Therefore, this
was not evaluated in the simulations. The energy consumption
caused by different TTL values (k andkex) in the adaptive-ex
method was not further distinguished. Requests with the basic
TTL valuek in all the following simulations, actually only oc-
cupied less than 5% of the overall energy consumption caused
by the extended flooding method. Since the effectiveness of the
proposed method mainly resulted from transforming discovery
modes, we did not focus on improving the centralized or flood-
ing method itself. However, the proposed method also bene-
fitted from the integration of improved components. This was
proved by the superior performance of the adaptive-ex method
in the simulations that followed.

6.1. Parameters, definitions and assumptions

The nodes in the simulations were uniformly distributed in a
rectangular area. The nodes could discover available resources

2Since the extended flooding method is not executed, the number of resource
requests that failed to discover any provider with TTL valuekex is unknown.

Table 3: Basic simulation parameters.
Rectangular area 1000× 1000m
Number of nodes 100
Resource density,RESdens 100%
Ad hoc WLAN range 250m
3G transmit,E3G−trans 20
3G receive,E3G−recv 10
WLAN transmit,Wtrans 1
WLAN receive,Wrecv 0.5
Size of resource requests 1 KB
Size of response identifications 0.1 KB
Size of statistics messages 0.1 KB
Size of decision notification messages 0.1 KB
Time slot length 30s

through the 3G network in the centralized mode or the ad hoc
WLAN in the flooding mode. We assumed one unit of resources
could process one task within a time slot (this means the ‘time
slot length’ parameter in Table 3 was not sensitive in the sim-
ulation. We chose 30 s just because of the tradeoff between
the duration of simulation and machine processing capabilities).
Every node generated tasks with an equal probability.

The size of both the statistics message and the decision no-
tification message were set to 0.1 KB. This was a conservative
approximation. Indeed, only three integer (or float) variables of
the payload were needed for the statistics messages. Only one
bit of payload was needed for the decision notification mes-
sages. Since only a comparison between different methods was
concerned, we adopted the results in [19] where the ratio of en-
ergy consumption between 3G and ad hoc WLANs was 20/1
without a specific unit.

The proposed adaptive methods chose the centralized mode
when they started up. The expected RIA was 0.95 for both
modes. The heuristic algorithm was initialized with< Nslot =

5,Ntrans = 3,Cthresh= 0.5,Ntrend = 2,Pthresh= 0.9 >. The pa-
rameters for the algorithm are further discussed in Subsection
6.4.3. Other basic simulation parameters are listed in Table 3.

The flooding mode consumed a great deal of bandwidth
when there were many resource requests (λo). However, when
λo was large, in the proposed adaptive solution to resource dis-
covery, the energy consumed by the flooding mode was much
greater than that consumed by the centralized mode. The pro-
posed methods chose the centralized mode automatically to pre-
vent “flooding storm”. Because of this, channel collisions were
rare when the messages were short like those exchanged in the
resource discovery process. Therefore, we assumed an ideal-
ized communication channel in the simulations that followed.

Fig. 5 plots the energy consumed in one time slot for dif-
ferent modes with the basic parameters listed in Table 3. Each
node had five units of resources in this simulation (flooding:
the basic flooding method and flooding-ex: the extended flood-
ing method). The discontinuity of energy consumed by the ex-
tended flooding method was due to the discontinuity of calcu-
lated TTL valuekex for different numbers of generated tasks.

We divided the NRS into three regions according to the en-
ergy consumed by the centralized and basic flooding methods:
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Fig. 5: Energy consumed by 5 units of resources.

(1) Flooding region (F-R): the energy consumed by the basic
flooding method was less than that by the centralized method,
e.g., the number of generated tasks was within the range of [0,
222) in Fig. 5.

(2) Centralized region (C-R): the energy consumed by the
centralized method was less than that by the basic flooding
method, e.g., the number of generated tasks was within the
range of [245 ,+∞) in Fig. 5.

(3) Cross region (CR-R): the energy consumed by the two
methods was nearly the same. This was defined as the num-
ber of generated tasks within a shift range of 5% based on the
crossing point, e.g., the number of generated tasks was within
the range of [222 , 245) in Fig. 5.

Due to the large differences in energy consumption in dif-
ferent simulation scenarios, it was difficult to unify the y-axes
(energy consumption) in all graphs. Since only comparisonsin
the same situation were concerned, this did not affect the sim-
ulation results. All the results in this section were an average
value obtained from 100 simulation trials.

6.2. Performance in single region of NRS

We verified the energy consumed by the proposed methods
in different regions of NRS separately. The energy consumed
by the proposed methods should ideally satisfy three character-
istics:

(1) If the NRS is in F-R, the energy consumption should be
near that consumed by the flooding method and less than that
by the centralized method.

(2) If the NRS is in C-R, the energy consumption should be
near that consumed by the centralized method and less than that
by the flooding method.

(3) If the NRS is in CR-R, the energy consumption should
be near that consumed by both methods. This should prevent
meaningless transformations, which only waste energy .

Every node had five units of resources in this simulation. The
other parameters were the basic parameters summarized in Ta-
ble 3. We chose 160 tasks to represent F-R, 300 tasks to rep-
resent C-R, and 240 tasks to represent CR-R (Fig. 5 shows
the reasons for the choices). The average energy consumed by
the different methods in one time slot is shown in Fig. 6. As
the figures indicate, the proposed adaptive methods satisfied the
previous three characteristics. When the flooding mode was se-
lected, the adaptive-ex method consumed less energy than the

Flooding Centralized Adaptive b Adaptive ex

E
n
e
rg
y
co
n
su
m
p
ti
o
n

(a) Energy consumed in F-R

Flooding Centralized Adaptive b Adaptive ex

E
n
e
rg
y
co
n
su
m
p
ti
o
n

(b) Energy consumed in C-R
E
n
e
rg
y
co
n
su
m
p
ti
o
n

(c) Energy consumed in CR-R

Fig. 6: Energy consumed in single region of NRS.

adaptive-b method. This is due to the smaller TTL value chosen
by the extended flooding method.

6.3. Performance in composite NRSs

The performance of the proposed methods was separately
verified in different regions of the NRS, which was explained
in Subsection 6.2. However, in reality, the NRS often exhib-
ited various kinds of periodicities, e.g., in class and after class,
on days and nights, and on weekdays and weekends. If the
NRS had a period that included both F-R and C-R, the proposed
methods automatically transformed between different modes to
save energy. Two examples are given in this subsection to pro-
vide details on the energy consumed by the proposed methods
in composite NRSs.

In example 1, the NRS transitions were caused due to the
number of tasks generated by nodes. Every node had six units
of resources in this example. In stateS1, 180 tasks were gen-
erated in a time slot. In stateS2, 360 tasks were generated in a
time slot. As plotted in Fig. 9(c),S1 belonged to F-R whileS2

belonged to C-R. The network stayed inS1 for 10 time slots and
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Fig. 7: Energy consumed in example 1.

then transformed to stateS2 through an intermediate state with
270 tasks generated in a time slot (270 is the median of 180 and
360). Then, it stayed inS2 for another five time slots before
returning toS1 in reverse. This process went on infinitely. The
process had a period of 17 time slots. Fig. 7 shows the energy
consumed by different methods in one period. The bars at left
for both adaptive methods indicate the energy consumed by the
proposed methods. The bars at right for these two methods in-
dicate the energy consumed in an ideal situation. Nodes in the
ideal situation were assumed to be able to predict future NRSs
without any mistakes and make the right choices in advance. Of
course, this is not realistic.

As we can see in Fig. 7, both adaptive methods consumed
less energy than the centralized and the basic flooding meth-
ods due to their adaptivity. The adaptive-b method consumed
77.06% of the energy of the centralized method and 70.36%
of that of the flooding method. By benefiting from the ex-
tended flooding method, the adaptive-ex method performed bet-
ter. It only consumed 64.98% of the energy of the centralized
method and 59.33% of that of the flooding method. The en-
ergy consumed by both adaptive methods is close to the ideal-
ized consumption, i.e., adaptive-b (112.85%) and adaptive-ex
(109.74%). The differences were due to prediction errors and
the initial choice.

Two reasons caused the NRS transitions in example 2: (1)
the number of tasks generated by nodes, and (2) different re-
source densities. There were two kinds of resources, A and
B, in this example. Every node had five units of resource A.
Only 60% of nodes had five units of resource B. In reality, re-
source A represented common resources like 3G. Resource B
represented less popular resources like GPS or software appli-
cations. In stateS3, 100 tasks were generated for resource A
while no tasks were generated for resource B. In another state,
S4, 50 tasks were generated for resource B while no tasks were
generated for resource A. The network stayed inS3 for 10 time
slots. Then, it changed to stateS4 for another five time slots.
This process went on infinitely. Fig. 8 shows the energy con-
sumed by the different methods in one period.

Again, both the adaptive-b method (68.89% of the cen-
tralized method and 47.08% of the flooding method) and the
adaptive-ex method (39.33% of the centralized method and
26.88% of the flooding method) consumed less energy than the
centralized and basic flooding methods. The energy consumed
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Fig. 8: Energy consumed in example 2.

by the adaptive-b method was 138.07% of that in the ideal sit-
uation. The energy consumed by the adaptive-ex method was
117.87% of that in the ideal situation. The differences were
slightly larger than those in example 1 because there was no
intermediate status in this example. Due to benefits from a
smaller TTL value chosen in the flooding mode, the penalties
for incorrect predictions were less expensive in the adaptive-ex
method. Consequently, the energy consumed by the adaptive-
ex method was closer to that of the ideal situation compared
with the adaptive-b method.

The results in this subsection indicate that the proposed
methods could automatically choose an energy-efficient discov-
ery mode according to different NRSs.

6.4. Scalability

The basic parameters listed in Table 3 were used in the pre-
vious simulations. The scalabilities of the proposed methods
were verified under different parameter settings and are dis-
cussed in this subsection.

6.4.1. Relationship between number of resources and divisions
in regions

The relationship between the number of resources each node
had and the divisions in regions is first explained. If there were
more resources in each node, with a fixed number of gener-
ated tasks, there was intuitively less chance for it to gener-
ate a resource request for available resources in other nodes.
This meant little energy would be consumed in the flooding
mode. However, the number of available resources in a node
still changed even if the task was processed by the node itself.
Energy was still consumed to maintain the resource directory
accurate in the centralized mode. As the number of resources
increased, the flooding mode was more preferable because there
was no need to maintain a resource directory in it. This is
proved in Fig. 9, where the range of F-R increases with the
increasing number of resources in each node.

6.4.2. Node& resource densities
The performance of the proposed methods was verified un-

der different node and resource densities instead of the default
parameters in Table 3.

Fig. 10 plots the energy consumed by different methods un-
der six different node densities (because the ranges of energy
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(c) 6 units of resources per node

Fig. 9: Relationship between number of resources and divisions
in regions.

consumed by different methods was too large, a 10 based log
function was used as the y-axis). Every node in this simulation
had five units of resources. A total of 250 tasks was generated
by nodes in the area in each time slot. As the figure shows, the
adaptive-b method always performed closest to the best choice
for the centralized and basic flooding methods for different node
densities. The adaptive-ex method consumed less energy than
the others if the flooding mode was chosen because it benefit-
ted from the extended flooding method. We can see that both
adaptive methods chose the flooding mode when the number of
nodes increased. This was due to the assumption that a fixed
number of tasks (250) was generated in one time slot. The av-
erage number of tasks generated by each node decreased when
the number of nodes increased under this assumption. Conse-
quently, there was less chance for each node to ask the other
nodes for resources. Therefore, the flooding mode was pre-
ferred.

The performance of the proposed methods with different re-
source densities (percentage of nodes that had the requiredre-
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Fig. 10: Energy consumed under different node densities.
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Fig. 11: Energy consumed under different resource densities.

sources) is plotted in Fig. 11 (a 10 based log function of energy
consumption was used). A total of 500 units of resources was
equally distributed in nodes that had the required resources in
this simulation. 50 tasks were generated by nodes in the area
in one time slot. As the figure shows, the adaptive-b method
always performed closest to the best choice for the centralized
and basic flooding methods for different resource densities. We
can see that when the resource density was low, both adaptive-
b and adaptive-ex methods chose the centralized mode. This
is because many resource requests were generated by nodes
without any resources. The centralized mode was more energy-
efficient than the flooding mode in this situation. The emer-
gence of this situation was due to our assumption that every
node generated tasks with an equal probability.

6.4.3. Parameters for proposed heuristic algorithm
Finally, parameter settings for the proposed heuristic algo-

rithm are discussed. The scenario for example 1 described in
Subsection 6.3 was used for the simulations that are explained
in this subsection.

Fig. 12 plots the energy consumed by different methods with
different values ofCthresh. Energy consumed by the centralized
and basic flooding methods has been presented for the sake of
convenience, although it was not influenced by the parameters
presented in this part. Both adaptive-b and adaptive-ex meth-
ods performed best when theCthresh value was near 1. This
was due to the fact that the centralized mode consumed about
65%−85% of the energy consumed by the flooding mode in the
first time slot of C-R in the simulation scenario3. As a result,

3The flooding mode consumed about 5%−10% of the energy consumed by
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Fig. 12: Energy consumed with different values ofCthresh.
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Fig. 13: Energy consumed with different values ofPthresh.

if the value ofCthresh was larger than 0.85, the proposed meth-
ods transformed to the centralized mode quickly to adapt to the
transition of NRS. Otherwise, the transformation was slightly
delayed by using the average value of the previousNtrend (2 by
default) time slots. Therefore, the value ofCthresh should be a
clear signal that the NRS stably entered into the region of F-R
(or C-R). If the duration of NRS transitions is short, the value
of Ntrend should be kept small to adapt to transitions quickly. If
the duration is long, the value ofNtrend should become larger
to filter out possible fluctuations during the process. The value
of Ntrend was assigned to 2 by default because the duration of
transitions in the previous simulation scenarios were short (with
one or no intermediate states).

The energy consumed by different methods with different
Pthresh values is plotted in Fig. 13. Because the priority of
Pthresh is lower than that ofCthresh (0.5 by default) according
to the algorithm, values larger than 0.5 were considered. The
energy consumption decreased along with the increasing value
of Pthresh, since a small value ofPthresh prevented transforma-
tions even if substantial amounts of energy were saved. Con-
sequently, the value ofPthresh should be near 1 for this kind of
scenarios in which the transitions of NRS are regular. A smaller
value of Pthresh combined with the ratio ofNtrans to Nslot are
helpful in preventing transformations for some extreme scenar-
ios, e.g., when the NRS is in CR-R, the preferred mode changes
frequently and irregularly due to the stochastic uncertainty of
nodes that generate tasks.

the centralized mode in the first time slot of F-R. Consequently, it was rarely
affected by different values ofCthresh.

As we can see, there is redundancy in the proposed algo-
rithm, viz., (1) bothNtrend and Cthresh control the sensitivity
of transformations and (2) both the ratio ofNtrans to Nslot and
Pthresh prevent meaningless transformations. Redundancy is
mainly retained for two reasons: (1) it keeps the proposed al-
gorithm robust in extreme scenarios and (2) it reserves mecha-
nisms that automatically optimize parameters for the proposed
algorithm in future work.

Generally speaking, parameter settings for the algorithm are
not universal and depend on different characteristics of net-
works. However, the effectiveness of the proposed method
mainly resulted from transformations of discovery modes ac-
cording to different NRSs. The values of parameters just con-
trol the degree of sensitivity and robustness for transformations,
while they have limited impact on overall performance except
for extremely impractical settings. This is the reason thatwe
chose a common parameter setting rather than optimize param-
eters separately for different scenarios in this paper.

According to all the simulation results in this section, it can
be concluded that: (1) When the NRSs only included a sin-
gle region, the energy consumed by the adaptive-b method was
always closest to the best choice for the centralized and ba-
sic flooding methods because of its adaptivity. (2) When the
NRSs included both F-R and C-R, the adaptive-b method con-
sumed less energy than either the centralized or flooding meth-
ods because of its adaptivity. Although the degree of reduced
consumption depended on different NRS parameters, the en-
ergy consumed by the adaptive-b method was close to the ideal
situation. (3) When the proposed method was provided with
an improved version of components (adaptive-ex), energy con-
sumption was further reduced while maintaining the previous
advantages. (4) The previous conclusions were not sensitive
to different NRSs. As a result, the proposed adaptive solution
to resource discovery was energy-efficient in different network
environments due to its adaptivity.

7. Related work

There is a great deal of related work that exists due to the
importance of resource discovery. This work can be roughly
divided into two categories: directory-aided and directory-less.
Resource directories were used to facilitate resource discovery
in directory-aided strategies [5–8, 11–13]. Two modes were
defined for resource discovery in [5], i.e., service searching and
service browsing. Service searching allowed a client to formu-
late a query containing the required attributes of the service.
A client in the service browsing mode could send a generic
query and obtain a list of all the services of a specific provider.
However, it only supported one-hop discovery due to the limits
of Bluetooth. A Chord based resource discovery method was
introduced against the background of wireless mesh networks
(WMNs) in [8]. It used location-awareness ID assignment and
a cross-layer strategy to facilitate resource discovery. Acentral-
ized and homogeneous naming mechanism of global resource
discovery for the Internet of Things (IoT) was presented in
[11]. A context-aware service discovery framework based on
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the virtual personal space (VPS) was introduced in [12]. A per-
sonal operating middleware (POM) in the framework was re-
sponsible for providing personalized response information. A
framework of semantic service discovery for ubiquitous com-
puting was proposed in [13]. Although different issues in ser-
vice discovery and reciprocal work with current ontology lan-
guages were discussed, no theoretical models or prototype sys-
tems were mentioned by the authors. The [6] was the only work
that took into consideration the combination of different discov-
ery modes. However, their method always chose the centralized
mode when it was available and did not take into account adap-
tivity to different network environments.

Flooding based methods were used in the directory-less
strategies. However, the energy consumed by flooding expo-
nentially increased along with the increasing number of re-
source requests. Several improved strategies like probability
based [9] and location based [15] resource discovery methods
have been proposed to solve this problem. A node that received
a resource request that it was not able to fulfill forwarded it
with a probability that decreased with the number of hops the
request had already travelled in [9]. However, this method de-
creased the coverage aspect of RIA without a formal analysis
of tradeoffs. Resource providers periodically sent resource ad-
vertisements along cross-shaped trajectories in [15]. A resource
requester only sent a request along a path that intersected with
any one of the trajectories. The intersecting node of the ad-
vertising and requesting trajectories answered the request. Be-
cause it only utilized relay nodes in four directions, the hit ra-
tio (the accuracy aspect) of resource discovery was low in a
sparse network. Crossing-layer strategies were adopted by[10]
and [14]. The resource discovery protocols in these strategies
were integrated with routing protocols. Although energy con-
sumption was reduced, the compatibility of resource discovery
methods was greatly limited. Different implementations were
needed for different routing protocols. It should be mentioned
that, improved centralized and flooding methods are easy to in-
tegrate into the proposed adaptive method when they become
mature. Since they perform better than their basic versions, the
energy efficiency of our adaptive method can also be improved.
The simulation results from the adaptive-ex method proved this.
[17] provided a comprehensive survey of published work in this
area.

As a result, we found there was no existing work that was
similar to our proposed method of adaptive resource discov-
ery. However, the importance of adaptive resource discovery
based on method (mode) transformations was also emphasized
in [17].

8. Conclusions & future work

This paper presented an energy-efficient method of adaptive
resource discovery against the background of MCC. According
to different network environments, it transforms between cen-
tralized and flooding modes to save energy. An extension of
the flooding method was introduced as an optional choice. A
heuristic algorithm was provided to implement the proposed
method. The effectiveness of the new approach was proved

through extensive simulations.
Our work was only the first step toward utilizing the pro-

posed adaptive strategy. As discussed in the previous sections,
it could be integrated with other improved methods to replace
their basic counterparts. It could also be used to optimize other
metrics like response time and RIA. Mechanisms that automat-
ically optimize parameters for the proposed algorithm are inter-
esting. Finally, when node mobility is considered, nodes may
not be distributed uniformly throughout the area. An appro-
priate model or heuristic algorithm still needs to be found to
estimate energy consumption in the flooding mode.
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