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Wireless sensor networks are often deployed in unattended environments and, thus, an adversary can physically
capture some of the sensors, build clones with the same identity as the captured sensors, and place these clones
at strategic positions in the network for further malicious activities. Such attacks, called clone attacks, are a very
serious threat against the usefulness of wireless networks. Researchers proposed different techniques to detect
such attacks. The most promising detection techniques are the distributed ones that scale for large networks and
distribute the task of detecting the presence of clones among all sensors, thus, making it hard for a smart attacker
to position the clones in such a way as to disrupt the detection process. However, even when the distributed
algorithms work normally, their ability to discover an attack may vary greatly with the position of the clones. We
believe this aspect has been greatly underestimated in the literature. In this paper, we present a thorough and
novel study of the relation between the position of clones and the probability that the clones are detected. To the
best of our knowledge, this is the first such study. In particular, we consider four algorithms that are re-
presentatives of the distributed approach. We evaluate for them whether their capability of detecting clone
attacks is influenced by the positions of the clones. Since wireless sensor networks may be deployed in different
situations, our study considers several possible scenarios: a uniform scenario in which the sensors are deployed
uniformly, and also not uniform scenarios, in which there are one or more large areas with no sensor (we call
such areas “holes”) that force communications to flow around these areas. We show that the different scenarios
greatly influence the performance of the algorithms. For instance, we show that, when holes are present, there
are some clone positions that make the attacks much harder to be detected. We believe that our work is key to
better understand the actual security risk of the clone attack in the presence of a smart adversary and also with
respect to different deployment scenarios. Moreover, our work suggests, for the different scenarios, effective
clone detection solutions even when a smart adversary is part of the game.

1. Introduction

Wireless sensor networks (WSN) are composed of a number of tiny,
low-cost sensor nodes with limited resources. There are stationary and
mobile networks: in mobile networks, sensors move, whereas in sta-
tionary ones, they remain still. In what follows, we only consider sta-
tionary networks. Such networks are often deployed in inaccessible
areas in order to collect various information, such as environment
monitoring and object tracking [1-9]. As sensor networks could be
deployed in remote and hostile regions, they are unattended and could
be attacked by adversaries [10-14]. In particular, since sensors nor-
mally are not equipped with tamper-resistant hardware, sensor
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networks are vulnerable to the node clone attack that works as fol-
lows. The adversary can capture one sensor node, read all information
contained in it, in particular the identity (ID) and the cryptographic
information, and fabricate many clones of the captured sensor. All
clones have the same ID and cryptographic keys as the captured sensor.
The clones are placed in strategic positions of the network for further
malicious activities. Since all clones have valid credentials and can
behave both as normal sensors and as devious attackers, it is difficult to
detect them. In addition, clones can launch insider attacks potentially
baleful for the functionality of the network [15,16]. This explains why
researchers carried out a substantial amount of work for devising
techniques that detect node clone attacks. Most of these techniques are
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based on the exclusiveness of sensor location which is as follows:
each honest sensor has a unique ID and a unique location in which it is,
thus, when there are two distinct sensors that are in different locations
and claim to have the same ID, they must be clones and a clone attack is
being perpetrated. To discover when this situation occurs, all sensors
must broadcast at regular intervals a location claim that contains their
ID and location. These claims somehow arrive to some sensors, called
witnesses, that have the task of checking whether they received two
claims with equal ID and different locations. When a witness discovers
such a case it triggers the alarm. We explain all these operations in
successive sections. Here we focus on the main ideas.

The simplest way to exploit the above idea is to send all location
claims to a unique central witness [1,4,6,17-20]. Clearly, if all claims
arrive to this witness, then clone attacks are surely detected. However,
such approach has some evident drawbacks. The central witness needs
a lot of resources both for memorizing the information and for pro-
cessing it. Moreover, sensors near to the central witness have to do a lot
of communications and finally, since the attacker knows where the
central witness is, he could place his clones in such a way as to prevent
that sensitive information flows towards it. There are also centralized
techniques based on other properties than the exclusiveness of sensor
location, see [6] for more information. In our work, we do not consider
the centralized approach and we focus on the distributed approach for
detecting clone attacks. In the distributed approach, the role of witness
is shared among all the sensors of the network. In this way the energy
consumption is distributed through the network (thus, providing better
scalability), and the adversary has an harder time to cover his attack by
cleverly positioning his clones, because he does not know where the
witnesses are (resiliency against smart attacks). In the literature dif-
ferent distributed algorithms have been proposed [15,19,21-27]. In
[23] the authors present a comparative survey of centralised and dis-
tributed algorithms.

Considering the above mentioned advantages of distributed algo-
rithms, we decided to focus on them. Our goal is to measure the impact
that clone positions may have on the probability that the different al-
gorithms detect the clone attack. We have chosen four algorithms that
are meaningful representatives of the most interesting proposals: the
Line-Selected Multicast (LSM), proposed in [19], the Randomized Ef-
ficient and Distributed protocol (RED), proposed in [15], the Single
Deterministic Cell (SDC) of [21] and the Random Walk (RAWL) of [22].
In our opinion these algorithms incorporate the most relevant ideas for
detecting clone attacks. Some of these algorithms, in particular RAWL,
have been extended, for instance in [25] to improve energy and storage
consumption. However, these extensions are not important for our
study which focuses on detection probability.

More precisely, what we do is as follows. We study the behavior of
the clone detection probability of LSM, RED, SDC and RAWL when
these algorithms are used in different scenarios, i.e, with different
configurations of wireless networks and with the clones placed in dif-
ferent positions. We have evaluated the performances of the four al-
gorithms by means of the simulator VISIDIA [28-30]. We have con-
sidered the following three scenarios for the wireless network:

(i) a square on which the sensors are uniformly distributed;

(ii) a square with a central area that has the form of “H” on which
there are no sensors and therefore communications are forced to
flow around the H;

(iii) a square in which there are four round areas (each with a surface of
about 1/20 of the square) with no sensors and thus communica-
tions must flow around these areas.

In what follows, areas of the deployment square without sensors are
called holes. Thus in scenario (ii) we have a hole in the form of an “H”
and in scenario (iii) we have four disjoint round holes. For each sce-
nario we consider the presence of two clones. One clone is fixed in some
special position (like the center of the square or one vertex of the
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square) and the other clone is in any other position on the square (but
never in a hole). Thus, for each algorithm we evaluate whether there
are smart ways of placing the two clones. The results we find in this way
are a lower bound on the detection probability of all clone attacks. In
fact an attack using more than two clones has higher probability to be
detected than one with two clones only. Moreover, our analysis with
two clones suggests positions in which clones are difficult to be de-
tected. If the deployment of the WSN offers several such positions, the
adversary may mount attacks with more than two clones that still have
a good chance of not being detected.

Contributions. The main contributions of our work are as follows:

® We present in a common and formal framework the four algorithms,
LSM, RED, SDC and RAWL that are representatives of the distributed
approach to the detection of clone attacks. This uniform presenta-
tion shows very clearly differences and similarities of the algo-
rithms.
® We compare the impact of clone positioning on the probability of
detection of clone attacks by the four algorithms using the VISIDIA
simulator [28-30].
The results of the simulation reveals that the presence of holes in the
network configuration has important effects. In fact, the simulation
shows that such configurations offer hiding places for clones that are
difficult to track even by the strongest algorithms. Moreover, we
show that configurations with holes tend to improve the precision of
the algorithms based on random paths (LSM and RAWL). On the
contrary, they hinder the precision of the algorithms that decide the
witnesses at the beginning of the protocol execution, such as RED
and SCD. These facts are relevant for anyone designing new clone
detection algorithms or managing wireless sensor networks.

Organization. The remainder of this paper is organized as follows. In
Section 2 we explain all the characteristics of the wireless network and
of the adversary that are assumed throughout the paper. In Section 3 we
present the main ideas of the distributed approach to clone attacks
detection. In particular, we describe the four algorithms LSM, RED, SDC
and RAWL in a uniform and precise framework. In Section 4, we
consider various scenarios, and we present the simulation results of
these four algorithms. Section 5 concludes the work.

2. Network and adversary models

In the following, we present the network and adversary models in
Sections 2.1 and 2.2, respectively. We consider distributed algorithms
for clone attack detection, therefore, the models that we describe are
the traditional ones for such algorithms.

2.1. Network model

The network is composed by sensors that are not tamper-resistant,
have a limited power supply and also a limited transmission range.
Each sensor has an ID and a pair of identity-based public and private
keys, as described, for instance in [31]. Moreover, each sensor is aware
of its own position by means, for instance, of a GPS system. We also
assume that sensors are loosely synchronized. In particular, they are
able to produce time stamps that the other sensors can check for
freshness. With this data, at regular time intervals, every sensor com-
putes and sends to its neighbors a location claim, that contains its ID,
its location, a time stamp and a hash of all the previous data, signed
with its secret key. If a sensor does not do this, it will be isolated by its
(honest) neighbors as suspect of having been compromised by the at-
tacker. When a neighbor receives a location claim, it checks that this
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claim is produced by a sensor possessing a secret key coherent with its
claimed ID. It also verifies that the location contained in the claim is
really that of a neighbor. In order to check the signature, each sensor is
assumed to be able to fetch the public keys of its neighbors from their
ID. Based on this control, the neighbor decides either to discard the
claim, or to process it. In the latter case, the neighbor, with some
probability p, puts the claim into a special format, called forwarding,
and forwards it to some witnesses. A witness has the task of storing
location claims and, whenever it receives a new claim, it checks whe-
ther the claim has equal ID and different location of another claim al-
ready received. In this case it triggers alarm and revokes that ID. Since
claims are encrypted with secret cryptographic keys of the ID, the
presence of two such claims is evidence that the ID has been compro-
mised. The way in which the witnesses are chosen is the main difference
among the (distributed) algorithms that are considered below.

We observe that the fact that each sensor sends its location claim at
regular intervals of time is necessary not only for detecting attacks, but
also for the normal functioning of the network. In fact, wireless net-
works are potentially dynamic (because of very different causes, that go
from exhaustion of power to compromise and destruction of sensors
operated by the attacker) and thus each node has to repeatedly re-
construct the list of its neighbors.

In all the algorithms that we consider in this paper, n is the number
of nodes of the network, d denotes the average number of neighbors of
each node, p is the probability that a neighbor forwards a location
claim, that appears correct, and g is the number of witnesses toward
which the claim is forwarded. Additional notation, specific for each
algorithm, will be introduced when needed.

2.2. Adversary model

Since the sensors are not tamper-resistant, they can be captured by
the attacker that reads the data contained in them and makes copies of
them that are called clones. In what follows we will call clone both the
first compromised sensor as well as all its copies constructed by the
attacker. We assume that the attacker is not able to produce identity-
based key pairs that can deceive honest nodes. For instance, because the
good public keys are certified by a particular certification authority.
Hence, all clones of one compromised sensor have same ID and cryp-
tographic keys. This assumption is the keystone of the algorithms for
detecting clone attacks that we consider below. The attacker can
compromise several different nodes and, for each of them, can produce
several clones that are added in different positions of the network.
However, we always assume that each clone has only one ID and that
the total number of nodes controlled by the attacker is much smaller
than that of the honest nodes of the network. In fact, there would be no
defence against an attack that compromises a large part of the sensors.

3. Existing algorithms for the detection of clone attacks

As explained in the Introduction, our goal is to study how much
clone positions influence the functioning of algorithms for detecting
clone attacks. Many such algorithms have been proposed in the litera-
ture [15,19,21-27]. In [23] most algorithms are presented and classi-
fied according to different aspects of their functioning. We decided first
to focus on the distributed algorithms, as we think that they are more
robust than the centralized ones. Among the distributed algorithms, we
have chosen to consider the Line-Selected Multicast (LSM) proposed in
[19], the Randomized Efficient and Distributed protocol (RED) pro-
posed in [15], the Single Deterministic Cell (SDC) of [21] and the
Random Walk (RAWL) of [22]. In our opinion these algorithms in-
corporate the most relevant ideas for detecting clone attacks. Some of
these algorithms, like RAWL, have recently been extended, for instance
in [24], to improve energy and storage consumption. However, these
extensions are not relevant for our study which focuses on detection
probability.

70

Computer Communications 119 (2018) 66-82

The rest of this section is devoted to describe the four chosen al-
gorithms in a uniform way, so as to make it easy to understand simi-
larities and differences among them. However, these algorithms are
extensions of simpler ones and it is convenient to start the description
from these simpler proposals. In the Deterministic Multicast
method [19], the witnesses for a given location claim are identified as a
function of the ID contained in the claim. Thus, all claims with the same
ID are forwarded to the same witnesses which check for claims with the
same ID and different location. Unfortunately, this approach has low
resiliency against a smart attacker. In fact, also the attacker can com-
pute the witnesses of the ID that he has cloned and thus it can com-
promise all of them in order to avoid detection.

The Randomized Multicast (RM) algorithm [19] is a first attempt to
improve the resiliency. In RM the witnesses of each claim are chosen
randomly in the network. Thus, two claims with the same ID have in
general different set of witnesses. Hence, the attack is detected only if
the two set of witnesses are not disjoint, but in order to have a rea-
sonable chance that this happens, the sets of witnesses must have high
cardinality. If this cardinality is </n, then the birthday paradox guar-
antees a good probability of success. However, forwarding the claims to
so many nodes requires many communications and, moreover, in RM
nodes need to keep large stores of claims. Thus, in RM the cost of a good
detection rate is too high. In Section 3.5, we report the exact figures.

Below we describe four distributed algorithms that improve in dif-
ferent ways on Deterministic Multicast and RM. Before describing the
algorithms, we must first introduce the notation that we use for it. This
notation allows us to give uniform descriptions of the algorithms which
simplifies the understanding of the algorithms and also their compar-
ison.

In all the considered algorithms, each node plays two roles: (i) the
role of a sender that broadcasts its location claim to its neighbors and
(ii) the role of a receiver that receives either a location claim or a
forwarding claim. The first role is realized for all four algorithms by the
procedure Broadcast given in Section 3.1, whereas the second role is
described by four different procedures that are called ReceiveS, where S
specifies the algorithm considered. In all cases, in order to express the
fact that a node possesses an identity, a secret key, a position, a set of
neighbors and a storage capability, we borrow some notation from
object oriented programming as follows. We assume that nodes are
objects of some class (for instance of class sensor) that has fields ID,
LOC, K, neighbors and STORE and methods Broadcast, ReceiveS(M),
incoherentlocation(C), detectclone(C), and putinstore(C). Thus, when
executing these methods, the invocation object this denotes the node
that is executing and this.ID, this.K, this.LOC, this.neighbors and this.-
STORE denote, respectively, the identity, the secret key, the location,
the set of neighbors, and the store (of location claims) of this. The
methods Broadcast and ReceiveS(M) correspond to the role of sender
and receiver, respectively. The method incoherentlocation(C), checks
that the location contained in C is compatible with the local position.
The method detectclone(C) checks C against the local store and returns
true iff the store contains another claim with the same ID as C and with
a different location. In this case, a clone attack is detected. In case that
no attack is detected, then C is added to the store using putinstore. We
also use some notation that is rather usual in communication protocols.
When we want to express that the current node (this) sends a message M
to another node n, we write: this — n: M. In our procedures we use the
symbol “=" for assignments and “ < ” for pattern matching. We also
use some auxiliary functions like random(g), pseudorandom(rand, ID, g),
isclaim(M), badsignature(C, S), and GPSR(LOC, DEST) whose meaning is
as follows.

o random(g), with g > 0 generates g random positions.

e pseudorandom(rand, ID, g) is a function that produces g positions,
based on a random value rand, that is broadcast through the net-
work at regular time intervals, and on the identity ID that is being
considered.
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Table 1
The costs of the four considered algorithms for communications and storage for one single
node.

Algorithm Communication Storage
LSM oWn) oWn)

RED oWn) 0(1)

SDC o(n) o)

RAWL O(Vm log n) O(Jm log n)

e isclaim(M) is a boolean function that returns true when M is a lo-
cation claim in its original format, that is when it is emitted by a
node to prove its position and returns false if M is a location claim in
forwarding format. For simplicity we don’t consider that messages
can have other forms than these two.

® badsignature(C, S) returns true iff S is the correct signature of C.

o when one wants to forward a location claim from LOC to DEST,
GPSR(LOC, DEST) returns the next node to which to send the loca-
tion claim. In case LOC coincides with DEST or GPSR is not able to
find a node that has more chance to be connected to DEST than LOC
then GPSR(LOC, DEST) returns LOC. Therefore, a node this discovers
to be the destination DEST (or the closest to DEST that GPSR can
find) when GPSR(this.LOC, DEST) returns this.LOC. We have called
this method GPSR to recall that the geographic routing protocol
GPSR [32] is used in the simulations described in Section 4.

Finally, let us describe what happens when an attack is detected. A
witness discovers a clone attack when it has received two location
claims with the same ID and different locations. In this case, it floods
the network with the two claims and every honest node can check that
the attack is real. The soundness of the approach is based on the fact
that the two claims contain a signature that proves their authenticity.
Thus the attacker cannot construct fake conflicting claims to revoke
honest nodes. This operation is denoted as the revocation procedure for
the identity ID.

3.1. LSM

This section describes the Line-Selected Multicast (LSM) algorithm
[19]. The pseudo-code of LSM is given in Algorithm 1. Broadcast simply
prepares a location claim and sends it to the neighbors of this. Broadcast
will be the same for all four algorithms that are described below.

The procedure ReceiveLSM specifies the receiver role for LSM. The
first part of the procedure, that starts in line 12, describes the case that
isclaim(M) is successful. In this case this is the neighbor of a node that
has emitted its location claim M. After a control of the correctness of the
signature and of the coherency of the location contained in the claim
with respect to this.LOC, g random locations are computed and the

Computer Communications 119 (2018) 66-82

claim (in forwarding format) is sent to those destinations. Each
neighbor decides to start the forwarding process with probability p. The
second part of the procedure, that starts in line 24, implements the
forwarding phase in which the claim (in forwarding format) traverses a
node on its way to the final destinations. The node traversed is a witness
and, therefore, it controls that it has not already seen a location claim
with the same ID and different location. When this happens the node
triggers the revocation procedure for the identity ID, whereas, if this is
not the case, it stores the claim for future checks and forwards it to the
next node that is computed with the function GPSR. LSM is an im-
provement on RM in which, instead of scattering the witnesses
throughout the network, witnesses are the nodes traversed by some
paths. This allows a reasonably good detection rate with a number of
witnesses smaller than RM.

3.2. RED

Let us now describe the Randomized Efficient and Distributed pro-
tocol (RED), proposed in [15]. A special characteristic of RED is that it
assumes that at regular times a random value rand is broadcast
throughout the network. Thus at each moment of time, all the nodes are
supposed to know rand and they will use it as explained below. In what
follows you find a pseudo-code for RED. It is easy to point out the
differences with respect to LSM. Broadcast of Algorithm 1 works also for
RED. In ReceiveRED of Algorithm 2, there are two main differences with
respect to ReceiveLSM:

e in line 9, the locations of the witnesses are computed using function
pseudorandom which takes as input the current value rand, the ID of
the claim, the integer g = 1 and produces a set LOC of g witnesses to
which the location claim must be forwarded. Observe that, since all
nodes use the same rand, two location claims with the same ID (and
different locations) will be sent to the same witnesses, which will
surely discover the attack.

o the nodes traversed on the way to the witnesses do not make any
control of clone repetition, they simply forward the claims toward
the witnesses. Only witnesses control a claim they receive against
their store.

It should be clear that RED is, for several aspects, very similar to
Deterministic Multicast, that we have seen in the initial part of this
section. However, RED greatly improves the weakness of Deterministic
Multicast with respect to smart attacks because it computes the wit-
nesses using the rand value which changes at regular time intervals.
Thus, the witnesses corresponding to a given ID are different in dif-
ferent intervals of time and therefore, even a smart attacker could
hardly protect its clones from detection for several intervals of time.
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Fig. 1. Square topology.
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3.3. Localized multicast

In [21] a new approach is put forward for the distributed detection
of clone attacks, the Localized Multicast. The approach is based on
dividing the network in cells and sending the location claims to one or
several cells on the basis of the ID of the claim. This seems dangerous
because the cell(s) can also be computed by the attacker, but resiliency
is restored by having a sufficiently large number of nodes in each cell
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and by flooding the claim to all these nodes and having each of them
decide with probability g whether it stores the claim or not (i.e., if it
becomes a witness for the claim or not). Thus the attacker either sub-
verts all nodes in the cell or otherwise has a very small chance to
control all witnesses. This approach is inspired again by Deterministic
Multicast: the cell (or cells) is determined by the ID, but the random of
RM is recovered by choosing randomly the witnesses inside that cell(s).
In [21] two protocols are presented that follow this approach: the
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Fig. 2. Square topology: fixed clone at position (0, 0).
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Fig. 3. Square topology: fixed clone at position (250, 250).

Single Deterministic Cell (SDC) and the Parallel Multiple Probabilistic
Cell (P-MPC). SDC follows the idea described before: location claims are
sent to one cell and flooded to all nodes of the cell some of which decide
to be witnesses. P-MPC sends the location claims to several cells with
different probabilities. This makes it more resilient even against at-
tackers ready to subvert a number of nodes comparable to those of a
single cell. In what follows, we present the pseudo-code for SDC. We
will not consider P-MPC.

The procedure Broadcast of Algorithm 1 works also for SDC.

75

ReceiveSDC, given in Algorithm 3, is obviously very similar to the
previous Receive procedures. The differences are as follows:

e In line 9 of Receive SDC, a neighbor computes a cell and forwards the
claim toward that cell. This clearly assumes that each node has a
knowledge of the number and positions of the cells that compose the
deployment field. Observe also that we use GPSR with a cell as
second parameter, instead of a location as done so far. The idea is
that GPSR should compute the next step to reach the cell.
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e In lines 22 and 24, we model the operation of flooding the location
claim through the cell and also the decision of each node of the cell
whether to become a witness. We notice that the check against the
store is done by each node of the cell independently of whether it

becomes a witness.
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Fig. 4. Square topology: Scenario #3, One clone at position (50, 50).
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3.4. Random walk

In [22], the authors propose the random walk strategy approach for
detecting repetition attacks. The idea is simple: each neighbor, with
probability p sends the location claim to g random locations and, once
the claim reaches any of these locations, the algorithm follows a
random walk of k hops. Each node traversed by such a walk is a witness
and stores the claim. An attack is detected when two random walks
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generated by two location claims with the same ID intersect each other.
The intersection node has both claims and thus it can detect the re-
petition attack. In [22], the authors propose two algorithms based on
this approach: the Random Walk (RAWL) and the Table-assisted
Random Walk (TRAWL). In what follows we only consider RAWL.

TRAWL is a variation of RAWL meant to improve the space re-
quirement of RAWL. As for the preceding algorithms, the Broadcast
procedure of Algorithm 1 works also for RAWL. ReceiveRAWL proce-
dure in Algorithm 4 contains the procedure randomwalk that is used by
ReceiveRAWL. An important point of ReceiveRAWL is line 23, in which a
node is reached such that a random walk starts from it. This is done by
the new procedure randomwalk which executes a random walk through
the network for t steps. The choice of the parameter t is a compromise
between precision and efficiency. In fact, a large value of t assures
higher detection of attacks, but also causes higher communication and
storage costs. Observe that the procedure randomwalk uses
randomneighbor() to find the next node to go in the random walk.
Clearly RAWL takes some inspiration from LSM that uses the idea that it
enhances detection to have witnesses along paths because paths can
easily cross each other in a sensor that would then receive the two
contradictory location claims. However, in LSM all paths start in the
proximity of the node that emitted the claim and this may help a smart
attacker. To avoid this, RAWL starts random walks in random points of
the network, even very distant from the start of the process.

3.5. Costs of the algorithms

In this section, we recall the different costs of the four representative
algorithms in [15,19,21,22]. The analysis in terms of communication
and storage in Table 1 can be found in the corresponding articles
[15,19,21,22]. We mention that n is the number of nodes of the net-
work. As mentioned by authors in [22], they consider the asymptotic
number of messages to analyse the protocols behavior.

4. Simulation results

We evaluated the performances of the four algorithms RED [15],
LSM [19], SDC [21], and RAWL [22] using the VISIDIA simulator
[28,29], that is a java based tool that deals with events, and has been
used for implementing, simulating, testing and showing the correctness
of distributed algorithms [30]. We used VISIDIA in order to evaluate the
probability that the four algorithms detect a clone attack represented by
the presence of two clones. The aim of this simulation is to find out how
much the detection probability changes with the position of the two
clones. This is done for different scenarios in which the WSN is de-
ployed. In Section 4.1, we describe the parameters that are used for the
simulation. The successive parts of Section 4 describe the different
scenarios that are considered and, for each scenario, describe the cor-
responding results of the simulation. The scenarios that are considered
are of two types: on the one hand we consider a square playground in
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(a) Fixed Clone at Position (50, 50)
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which the sensors composing the WSN are uniformly distributed and,
on the other hand, we consider scenarios in which, inside the play-
ground, there are large areas (that we call holes) that have no sensor,
whereas sensors are uniformly distributed on the rest of the playground.
WSN with holes are interesting because they are more realistic models
of real deployments on natural areas. When holes are present, the be-
havior of the algorithms becomes strongly dependent on the positions
of the two clones, for instance our study shows that there are particular
positions for the clones that make their detection difficult for all algo-
rithms.

4.1. Simulation parameters

The playground of the WSN has always dimension of 500 x 500
units and sensors are randomly distributed. For each deployment, we
considered 500 simulations of which we take the average. The trans-
mission range of the sensors varies in such a way that the average
number of neighbors for each node is 40. In order to evaluate the im-
portance of the WSN density, the total number of sensors is either 500
or 5000. In all cases, routing is done by the geographic routing protocol
GPSR as defined in [32] (including the right hand rule). The number of
witnesses g is always fixed to 1. In RAWL protocol, the length of the
random walk is 10 as in [22]. For SDC, as in the original paper, [21],
we consider that the playground is divided in 9 x 9 cells. In order to
obtain results as independent as possible of the particular positions of
the sensors, we consider, for each situation, 10 different random de-
ployment of the sensors, i.e., 10 WSN. The figures that are given below
should be read as follows. In each figure there is one clone that is put in
a fixed position, whereas the second clone varies in all other positions.
For instance, in Fig. 1(a) the fixed clone is in position (0, 0) whereas the
second clone varies in all other points represented in the figure. For
each position of the second clone, we consider 10 different random
deployments, and for each deployment the simulation indicates whe-
ther the clone attack is detected. In this scenario, 10 detections give the
maximum probability of detection (100%) that corresponds to a point
in that position of the brightest color, whereas 0 detections is the worse
case (0%) that corresponds to a black dot in that point.

4.2. Square topology

The first scenario that we consider is that the WSN is uniformly
distributed on a square playground. In this scenario, we consider that
one clone is in one of the following three positions: (0, 0), (250, 250)
and (50, 50). Fig. 1(a)-(c) show these three positions on the square
playground. All other points in the pictures are the positions in which
the second clone could be.

Fig. 2 shows the results of the simulation when a clone has a fixed
position in (0, 0). The left column shows the results for the case that the
WSN consists of 500 sensors, whereas the right column represents the
case with 5000 sensors. Each column has 4 parts, one for each of the 4
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(b) Fixed Clone at Position (250, 150)

Fig. 5. H Topology.
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algorithms that we are considering. The behavior of RED is shown in
Fig. 2(a). It is easy to see that RED is practically insensitive to the po-
sition of the second clone. The probability of detection is slightly higher
only when the second clone is in the immediate neighborhood of the
first one. For RED, the average detection probability is more than 70%
in the case that the WSN are composed of 500 sensors, whereas, as
expectable, the probability grows to about 87% when the number of
sensors is 5000. Also in this case the detection probability is practically
insensitive to the position of the second clone, with a slight
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improvement in detection in the immediate neighborhood of (0, 0).
Fig. 2(b) and (f) present the behavior of LSM with the WSN com-
posed of 500 and 5000 sensors. As expected, with 5000 sensors, the
detection probability increases, but in both cases the detection prob-
ability appears to be strongly dependent of the position of the second
clone. In fact, in both figures, three fairly uniform regions can be dis-
tinguished: when the second clone is within 200 units distance from (0,
0) the detection probability is more than 60%, when the second clone is
at distance between 200 units and 400 units from (0, 0) then the
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Fig. 7. H Thin Topology: one clone at position (250, 150).

detection probability varies between 30% and 40%, and finally when
the second clone is at a distance bigger than 400 units from (0, 0) then
the detection probability drops to less than 20%. This could be ex-
plained by the fact that the two paths originating in the neighborhood
of the two clone nodes have a higher probability to intersect when the
two clones are near.

Fig. 2(c) and (g) show the simulation of RAWL. It is interesting to
note that RAWL behaves similarly to LSM. In fact, RAWL is influenced
by the distance of the second clone from (0, 0). One can distinguish also
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for RAWL the presence of three regions of decreasing detection pro-
babilty as for LSM. However, compared to LSM, the detection prob-
ability of RAWL increases slightly for all the positions of the second
clone.

Finally, Fig. 2(d) and (h) show the behavior of SDC protocol with
500 and 5000 sensors. SDC has a behavior similar to RED. It is mainly
insensitive to the position of the second clone. One observes however
that SDC has, in general, a lower detection probability compared to
RED.
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Figs. 3 and 4 consider the fixed clone, respectively, in position (250,
250) and (50, 50). They show behaviors similar to the ones shown in
Fig. 2. RED and SDC have detection probability rather insensitive with
respect to the second clone position, whereas LSM and RAWL have
detection probability that clearly decreases with the distance of the
second clone with respect to the fixed clone. As for Fig. 2, one observes,
for LSM and RAWL, three different areas with rather uniform detection
probability that decreases with the distance from the fixed clone. When
the fixed clone is in position (250, 250), this phenomenon is more
evident with 500 sensors.

4.3. The H topology

We have also studied the behavior of RED, LSM, SDC, and RAWL
with the scenarios shown in Fig. 5. The black H is an area of the
playground that has no sensors. For this reason we call it a hole. Fig. 5
shows the two positions of the fixed clone that are considered for this
scenario: (50, 50) and (250, 150). It is important to understand that
sensors that are on different sides of the H cannot communicate with
each other directly. Moreover, the sensors are not aware of the position
of the H on the playground. Thus, a witness or even the witness cell in
SDC, may fall on top of the H and thus they may be difficult or even
impossible to reach. Such situations can deteriorate the detection
probability of the algorithms.

Figs. 6 and 7 show the result of the simulations for the two scenarios
depicted in Fig. 5.

When we contrast these Figures with those of the square topology,
we observe the following interesting phenomena:

e The H-shaped hole has two niches that are good hiding places for
clones. All four algorithms have their lowest detection probability
when one clone is in one such niche and the other clone is on the
other side of the H. This probability is different for the different
algorithms, with RED showing the highest probability (around
50%), whereas the other three algorithms have a probability around
30%.

e Each algorithm behaves similarly with 500 and with 5000 sensors.

However, with 5000 sensors the detection probability is generally

higher than with 500.

RED and SDC are sensitive to the relative positions of the two clones.

Moreover, their detection probability is generally lower than what

they show in the uniform square scenario. The highest probability

(similar to the uniform square case) is attained when the two clones

are close to each other. A plausible reason for this is as follows. In

RED and SDC, the location claims originating from the neighbors of

the two clones must reach the same witness (or the same cell for

SDC). Thus, if the two clones are close, the chance that both claims

reach the witness (the cell for SDC) is big. On the contrary, when the

500

400 -

300 -

200 -

100 oA

0

0 100 200 300 400 500

Fig. 8. Cross topology, Case 1 with two clones in positions (100, 400) and (400, 100).

80

Computer Communications 119 (2018) 66-82

Table 2
Detection probability for the cross cases (%).

Algorithm Case 1 Case 2 Case 3
LSM 31.2 33.8 54.6
RED 53.6 55.2 78.2
SDC 29.8 27.2 47.8
RAWL 38.2 36.6 56.2

clones are far apart, then it may happen that one claim may reach
the witness (cell for SDC) whereas the other claim does not. Thus the
attack is not detected. In general, the presence of the hole makes
more difficult for location claims to reach the witness (witness cell).
This explains the decrease in performance of these algorithms in this
scenario.

LSM and RAWL show a striking improvement with respect to the
uniform square scenario. They can compete now with RED and SDC.
The reason is probably that LSM and RAWL, take advantage of the
presence of a H-shaped hole in the playground. In fact, in such a
scenario, all the random paths must go around the hole and this
increases the probability that the paths cross each other. LSM re-
mains less precise than RAWL, but its improvement with respect to
the uniform square scenario is very clear.

In order to study further the effect of niches as hiding places for
clones, we have considered a playground with a hole in the form of a
cross, cf. Fig. 8 with clones in the following positions:

1. Case 1: two clones in positions (100, 400) and (400, 100);

. Case 2: two clones in positions (150, 350) and (350, 150);

3. Case 3: four clones in positions (150, 350), (350, 350), (150, 150)
and (350, 150).

N

The detection probability of the four algorithms for these three cases
is shown in the Table 2.

Case 3 in which the four clones are in adjacent niches shows for all
algorithms the best detection probability. The figures for Cases 1 and 2
show that non adjacent niches are good hiding places for clones. These
observations indicate that in order to improve clone detection, one
should eliminate the effect of niches, for instance, by isolating sensors
that happen to be in a niche.

RED has good detection probability when clones are in adjacent
niches, whereas the other three algorithms have mediocre perfor-
mances, but still much better than when the niches are not adjacent.

4.4. Four round holes topology

After having studied the effect of niches as good hiding places for

500 . . . .
e o s & e s e e
400 . ot
.
300 + .«
.
200 | .« ot
.
100 .« ot
.
%% 100 200 300 200 500

Fig. 9. Square with 4 round holes.
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Fig. 10. Four round holes topology: One Clone at position (50, 50).

clones, we also want to consider the effect of holes without niches on
the performance of the four algorithms. To this end, we considered the
scenario depicted in Fig. 9.

Fig. 10 shows the results of the simulation in this scenario. We
observe several interesting phenomena:

e RED and SDC present a fairly uniform probability, rather similar to
the uniform square scenario. Thus, it seems that smaller holes
without hiding places are less harmful for these algorithms than one
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big central hole. Fig. 10 shows that when clones are far apart their
location claims reach the witness (witness cell) with high prob-
ability. This was not the case for the H-shaped hole.

e LSM and RAWL show a behavior similar to that of Figure 6, but the
probability values are generally lower than those of Fig. 6. The four
round holes determine some forced directions for random walks, but
they leave more choices than the H-shaped hole and thus random
walks may take different directions. LSM does perform particularly
well when the two clones are very close.
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5. Conclusion

In this article we measure the impact that the positioning of clones
has on the probability of detecting their presence. As far as we know, it
is the first time that such a study is carried out. After a thorough study
of the literature, we have chosen to focus our study on the following
four distributed algorithms for clone detection: LSM, RED, SDC and
RAWL. These algorithms are described in a uniform and precise way in
Section 3. We have used the VISIDIA simulator for modelling these four
algorithms in order to measure the performance of these algorithms
when they are used with different configurations of WSN and with
different positions of two clones. The main conclusions of this simula-
tion follow.

With networks in which sensors are uniformly distributed, RED and
SDC are not affected by the clone positions. On the contrary the de-
tection probability of LSM and RAWL worsens with the distance of the
two clones. This was somehow expectable because of the different ways
in which RED and SDC on the one side and LSM and RAWL on the other
side, choose the witnesses, cf. Section 3. Less expectable is what hap-
pens when configurations with holes (i.e., areas without sensors) are
considered. With such configurations all four algorithms are affected by
the clone positions. When holes have a form that contains niches then
clearly these niches become positions in which clones are difficult to
detect, independently of the algorithm that is used. Even more sur-
prisingly, when holes are present, LSM and RAWL improve their de-
tection probability with respect to the uniform case. We observe that
this improvement is more evident when the holes are such that the
random paths of LSM and RAWL have only few directions in which they
can grow.

These observations suggest that there is no algorithm that is best in
all circumstances. On the contrary, the particular configuration of a
wireless network is relevant when choosing an appropriate clone de-
tection algorithm for that network. It is also worthwhile to observe that
the strong effect that holes have on the performance of algorithms,
suggests an interesting technique that may be used to improve clone
detection together with power consumption within a network. Areas of
the network may simply turn off their communications for a while,
creating an artificial hole for some time. As our observations indicate,
this may improve clone detection, but it may also improve power ef-
ficiency because in this way communications can be better distributed
among all sensors.
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