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Abstract

Platooning of cars or trucks is one of the most relevant applications of autonomous driving, since it has the potential
to greatly improve efficiency in road utilization and fuel consumption. Traditional proposals of vehicle platooning were
based on distributed architectures with computation on board platoon vehicles and direct vehicle-to-vehicle (V2V)
communications (or Dedicated Short Range Communication - DSRC), possibly with the support of roadside units.
However, with the introduction of the 5G technology and of computing elements at the edge of the network, according
to the multi-access edge computing (MEC) paradigm, the possibility emerges of placing control of platoons on MEC,
with several significant advantages with respect to the V2V approach. For this reason, in this article we investigate the
feasibility of vehicle platooning in an edge-based scenario where the control of vehicle speed and acceleration is managed
by the network through its MEC facilities, possibly with a platooning-as-a-service (PaaS) paradigm. Using a detailed
simulator, we show that, with realistic values of latency and packet loss probability, as well as of engines and inertia
of vehicles, large platoons can be effectively controlled by MEC hosts. On the one hand, we unveil that platooning on
the edge is a viable and robust solution. On the other hand, we also shed light on the necessity to consider realistic
characteristics of vehicles and speed profiles, since they can yield severe, yet not critical, performance degradation with
respect to simple models.
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1. Introduction vehicles. In addition, it simplifies the update and the up-
grade of control algorithms with no changes of the software
on board vehicles. Third, it can provide better resilience
to errors, since it requires redundancy only for MEC ele-
ments. Fourth, it avoids shadowing problems due to vehi-
cles along the road (either belonging to the platoon or not)
and enables to simply decouple the control of platoons and
the management of emergency situations, which will con-
tinue to be in charge of on board facilities. Last, but quite
relevant, it offers very good scalability, as we will see later
in this paper.

On the negative side is the need for cellular coverage,
but this should not be critical on high traffic motorways,
and we show that small coverage holes can be tolerated
(but large coverage holes can lead to collisions). In addi-
tion, it requires access to the same MEC by users of differ-
ent mobile operators. However, this latter aspect should
not be problematic in future sliced networks, where dif-
ferent tenants will offer services to their customers on a
shared infrastructure.

In this paper we look at such a 5G scenario, investigat-
ing the feasibility of a platooning application where data
about vehicle movement are collected by onboard sensors
and transmitted over the RAN to a MEC element, where

Platooning of cars and trucks has been one of the objec-
tives of research in autonomous driving since 1986, when
Daimler launched the visionary FEuropean EUREKA 45
Project PROMETHEUS (PROgraMme for a European
Traffic of Highest Efficiency and Unprecedented Safety) [1].
Standard approaches to platooning are based either on a
distributed approach and direct vehicle-to-vehicle (V2V)
communications, or on the support of roadside units [2].
However, with the emergence of 5G radio access networks
(RANS), their attention to machine type communications
(MTC) and to the automotive domain in particular, the
possibility of migrating the platoon control from on-board
the vehicles to the infrastructure of cellular communica-
tions and multi-access edge computing (MEC) becomes
interesting [3].

The advantages offered by a MEC-based platoon con-
trol are many. First of all, it allows interaction among
vehicles equipped with heterogeneous hardware and the
integration with other systems for the management of road
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they are stored and processed to generate actuation com-
mands. Those commands are transmitted from the MEC
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to vehicles, again through the RAN, so as to effectively
control the platoon inter-vehicle distance. In particular,
we report on the development of a detailed simulation tool
for the investigation of such a 5G platooning scenario, and
we present results that allow for the assessment of the im-
pact of communication delays and packet losses on the
platoon performance.

Our main performance metrics relate to the permissible
platoon length and the allowed inter-vehicle distance, with
the associated saving in fuel consumption. We find that
platoons of several tens of vehicles can be safely imple-
mented with latency values easily reachable by 5G RANs,
and that it is possible to obtain inter-vehicle distances al-
lowing significant fuel savings. We also show that the in-
troduction of a non-zero packet loss probability, up to 2%,
does not undermine performance, and that short discon-
nections of vehicles due to handovers from one base sta-
tion to another do not impact the platoon behavior in a
significant manner. Finally, we discuss the effect of cover-
age holes, showing that small coverage holes can be well
tolerated, while only bigger ones, combined with speed
variations of the leader, can lead to vehicle crashes. More-
over, the paper highlights the relationship between net-
work /computing delays and actuation lags, modelling real
power train and braking system conditions, by showing
the relevant impact they have on the achievable maximum
absolute distance control error. Finally, we show that a
MEC-centered platooning can invariably operate when the
number of vehicles per platoon scales up, and this result
is achieved by abundantly remaining inside the available
bandwidth in up/down links and processing capability at
the MEC.

The rest of this paper is organized as follows. In Sec-
tion 2, we comment on previous work. Section 3 overviews
legacy platoon control approaches. Section 4 presents our
MEC-based approach. Section 5 briefly describes our sim-
ulation framework. Section 7 illustrates numerical results,
while Section 8 discusses the impact of Quality of Service
(QoS) parameters on the platooning application. Finally,
Section 9 presents concluding remarks.

2. Related Work

The key feature of platooning systems is the ability to
dynamically and stably control the distance between ve-
hicles that join a platoon because they have in common
a significant part of their journey and wish to obtain fuel
saving by exploiting the drafting effect [4]. Additional ad-
vantages of platooning lie in the possibility for drivers to
rest, and in a better efficiency in the road use.

V2V communications and road side units are normally
used to enable platoon control [2, 5, 6]. However, for tight
control of platoons, recent studies [7] have shown that V2V
is a viable solution only when visible light communica-
tion is used to complement IEEE 802.11p and 3GPP V2V
and V2X approaches using low GHz bands [8]. In general,
existing works suggest to implement the platoon control

function very close to the platoon, while the cloud com-
puting paradigm is deemed as inappropriate, due to its
relatively high delay average and jitter when it comes to
execute a task and deliver its results to mobile users. In-
deed, latency with customary cloud premises is of the order
of several tens, if not hundreds of milliseconds [9]. Notably,
we show that the edge-based control of platoons is quite
robust and could tolerate up to a few hundreds of mil-
liseconds of latency under some ideal conditions, so that
it could be implemented in (close enough) cloud premises.
However, realistic platooning characteristics practically re-
strict control site selection options to the edge. More re-
cently, some researchers have proposed to run platoon con-
trol on the edge of the network [10, 11, 12], where delay
can be reasonably bounded below a few tens of millisec-
onds. Such works aim to prove the feasibility of MEC-
based platoon control at a system level and based on the
opportunistic offloading of computational tasks, although
they do not study how delay and its variability affect per-
formance. Dabbene et al. [13] propose a full MEC-based
architecture to run platooning, and show how it can be
implemented in a virtualized way, by means of Docker
containers. The feasibility of platooning in 5G/MEC has
been experimentally proven already, e.g., by Lekidis and
Bouali [14], who provide a full library of VNF's for platoon-
ing and show that URLLC and the C-V2X connectivity
can be effectively leveraged to reduce latency for platoon-
ing applications. Accordingly, there are already studies
available on how to leverage edge network resources to
enforce machine learning algorithms, with the aim of op-
timizing cost and performance of platooning [15]. These
work assume that platooning requires very low latency and
paths to edge resources have to be shortened as much as
possible. However, although they show edge assisted pla-
tooning feasibility, they do not search for its limits and do
not shed light on the robustness of platooning to latency.

Instead, in this paper we provide a more fundamental
contribution: we present a comprehensive study of the im-
pact of latency on the performance of MEC-based platoon-
ing, revealing to which extent network as well as electro-
mechanic actuation lags typical of, e.g., cars and trucks,
can hinder the deployment of platooning-as-a-service (PaaS)
applications. The actuation lag can be modeled as a delay
resulting from a first order low-pass filter [16, 17], which we
use to complement the delay imposed by data processing
and communication between vehicles and MEC.

For what concerns cooperative driving and platooning
control laws, there are several studies, most of which were
inspired by the seminal work carried out in the PATH
project [18]. Initially, control laws were thought for ad hoc
vehicular network and required limited communication ca-
pabilities, implementing a fully distributed control [19].
Other authors considered more robust control architec-
tures working on vehicular networks, and which are also
more tolerant to delay and transmission errors thanks to
the adoption of, e.g., a consensus protocol [20] or fuzzy
logic techniques [21]. This class of solutions however re-



quires topological platoon information available at the en-
tity that computes the control law and issues directives
to vehicles. The control of our edge-assisted platooning
is inspired by the CACC controller [16], which is actu-
ally an outcome of the PATH project. The CACC is
a proportional-derivative controller with feedforward and
feedback components, and its architecture is a de-facto
standard for assisted driving. In order to maintain inter-
vehicle distance and string stability, CACC provides the
desired acceleration to each vehicle by using the informa-
tion of vehicle itself, along with the information of the pla-
toon leader and the preceding vehicle. Some works propose
variants and enhancements of CACC, e.g., Navas et al. [22]
propose to use Youla-Kucera parametrization to build an
adaptive controller on top of CACC. Vegamoor et al. [23]
show how to analytically account for noisy V2V transmis-
sion channels in CACC, using a Gilbert channel model
in the derivation of the CACC control equations. Other
works propose completely different control architectures.
For instance, Hao et al. [24] and Tian et al. [25] evaluate
the use of LSTM neural networks to counteract the effects
of communication delays. Centralized versions of CACC
and cruise control protocols have been proposed as well,
often to compare their stability and controllability charac-
teristics to the ones of distributed control options [26, 27]
or to more comprehensively tackle fuel reduction or even
road’s pavement degradation problems [28]. These works
show that a centralized platooning control is viable, safe
and convenient, at least in theory. Accordingly, we propose
to move the CACC computation to the edge and central-
ize it on a CACC virtual network function. To obviate
latency and transmission error effects, we further modify
the process of generating platoon directives independently
and asynchronously for each vehicle, upon the reception of
enough vehicle’s updates.

Finally, we remark that this article builds upon and
extends our early study [29]. With respect to that publi-
cation, here we provide a full description of the simulation
framework, we add the study of handover and blackouts
on the stability of edge-assisted platooning, and we intro-
duce the performance evaluation of platoons with realistic
engines. Specifically, the use of realistic engines leads to
realistic inertia in vehicle’s maneuvers, which required a
complete re-evaluation of all key performance indicators.
The results presented in this article are in line with what
shown in [29], although here we show that realistic vehi-
cle’s characteristics have a non-negligible negative impact
on platoon’s string stability. We also show that realisti-
cally smooth mobility profiles reduce platooning control
errors by a substantial factor (up to 5) which contrasts
with the increase of error caused by real engine’s charac-
teristics studied in this article.

3. Legacy Platoon Control

In traditional platooning approaches, each vehicle co-
operates with the other platoon members through V2V.
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Figure 1: Structure of a legacy vehicle control system

On-Board Unit (OBU)

Each vehicle is equipped with an On-Board Unit (OBU)
which is in charge of (i) reading data from on-board sen-
sors, (ii) determining which maneuvers to initiate, and (iii)
exchanging sensors data with neighboring vehicles” OBUs.

The OBU. Figure 1 shows the OBU architecture. The
Coordination layer is responsible for processing, according
to the control law, the data from the local on-board sensors
and the data received from other vehicles to determine the
acceleration (and speed) values suitable to maintain the
stability of the platoon. The Actuator layer is in charge
of defining the throttle and/or brake commands required
to achieve the desired acceleration. In practice, accelera-
tion changes do not occur instantaneously, but rather pro-
gressively, with an actuation lag. Appendix A reports
the expression for evaluating the actuation lag according
to [16, 17]. The coordination layer implements a control
law that guarantees string stability, i.e., perturbations at
the head of the platoon must propagate smoothly towards
the tail. Cooperative Adaptive Cruise Control (CACC) is
a well known class of controllers that result in string-stable
platoons [16]. We refer the reader to Appendix B for more
details on CACC, which we adopt in our work.

Inter-OBU communications. OBUs exchange sen-
sor data over wireless channels at fixed rate, using data
units called Cooperative Awareness Messages (CAMs) [30]
in Europe, and Basic Safety Messages (BSMs) [31] in the
US. Each OBU operates independently, and computes the
platoon control law at fixed frequency. Inter-OBU com-
munication may exploit two different radio access tech-
nologies: IEEE 802.11p operating on a 10 MHz dedicated
band at 5.9 GHz, and LTE-V2V (or C-V2X, in 5G) that
uses the cellular spectrum.

Pros and cons of V2V. The main advantage of a
pure V2V approach is that it does not require any network
infrastructure. However, V2V comes with two important
drawbacks: (i) both interference among vehicles/platoons
and channel contention reduce the efficiency and the scala-
bility of platooning; and, (ii), the communication range of
on-board antennas and the shadowing of vehicles, whether
within the platoon or not, limit the length of platoons.
In fact, to enable longer platoons, some messages should
be relayed, thus causing extra delay and increasing colli-
sions. Cellular-controlled V2V, like LTE-V2V (mode-3),
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Figure 2: MEC-based platoon controller architecture

can overcome the first limitation by introducing a central-
ized scheduling policy at the base station (BS), but it still
requires that the CAMs are exchanged by means of the
V2V sidelink, and, when vehicles are connected to differ-
ent BSs, it requires the adoption of an inter-BS scheduling
coordination.

4. A MEC-based platoon control framework

The introduction of ETSI MEC in the mobile network
architecture has the potential to significantly reduce delays
between UEs and processors. This has made the Vehicle-
to-Network (V2N) approach feasible for most ITS appli-
cations/services that require small and bounded network
latency. With the V2N paradigm, each vehicle communi-
cates directly with the service provider through the RAN,

e., the BSs, which overcomes the coverage and channel
contention problems of the V2V approach.

We combine MEC and V2N communication paradigms
to create an infrastructure centred platoon control service
deployed as MEC application, possibly paving the way for
a PaaS paradigm offering by mobile network operators.
V2N communication reduces uplink interference to a negli-
gible factor in the platoon scenario where the uplink band
is limited. Such an approach allows virtually unlimited
numbers of platoon members!, since it is not required that
all vehicles are within communication range of each other
(not even under the coverage of a same BS). Migrating
platoon control from vehicles to the network infrastruc-
ture also eases the management of a multi-platoon scenario
and the integration of other I'TS services such as traffic and
emergency management. Moreover, as a further benefit,
a MEC-based controller provides the simplification of the
OBU since it is no longer in charge of computing the con-
trol law equations.

Figure 2 shows the architecture of our MEC-based pla-
toon controller application, which consists of four layers:

1. At the bottom layer lies the OBU which is in charge
of (i) reading the values needed for platoon control

IThe maximum number of cars in a platoon depends on the capa-
bilities of both BSs and the MEC hosts that are serving the platoon.

from on-board sensors at fixed time intervals, (ii) in-
teracting with the User Equipment (UE) module for
sending sensor data over the RAN and receiving back
relevant instructions, (iii) managing the actuation of
the control instruction coming from the platoon con-
troller.

2. The next layer contains the RAN, i.e., the UEs em-
bedded in the vehicles belonging to the platoon, and
the BSs that are serving them. Multiple BSs may
serve different groups of vehicles within the platoon.
Moreover, we assume independent unicast transmis-
sion between vehicles and platoon controller. Packet
transmission over the RAN incurs delay and may
suffer losses.

3. The backhaul network is organized in a multi-tiered
aggregation ring topology, as in [32]. Transmissions
over the backhaul network imply delay.

4. The MEC layer is composed of multiple MEC hosts
distributed within the backhaul network of the mo-
bile network operator. MEC hosts are the comput-
ing elements where the platoon controller application
can be deployed.

The platoon controller application residing in the MEC
is in charge of computing the CACC algorithm for each
platoon vehicle except the leader. Unlike in distributed
platooning approaches based on V2V, where each OBU
performs the computation, in our MEC framework the
computation is centralized and relies on the data provided
by each platoon vehicle; as a consequence, we instrument
the controller with a database where to store vehicle data
(see Figure 2), i.e., speed, acceleration and position of all
vehicles. This piece of information is slightly outdated
with respect to the current state of the vehicles as a result
of the communication delay. Moreover, while the fresh-
ness of the stored data depends on the update frequency,
commonly used fixed-frequency controller models are un-
suitable and inefficient when a centralized controller is de-
ployed on the MEC. The reason is twofold. First, the time
shift between uplink transmission of the update of each
vehicle’s state and the downlink transmission of platoon
control information causes extra delay. Second, from the
controller viewpoint, the state of the platoon remains un-
changed during the time interval between two consecutive
updates; thus, multiple computations of the control law
within this time interval are useless. Note that an increase
of update and control frequency is not the most effective
solution; indeed, while it mitigates the phase shift effect,
it causes an inefficient use of both network and computing
resources.

The above arguments led us to adopt an event-driven
control model which is tied to the update frequency and
computes the CACC control law only when new data are
available. This approach has the advantage of issuing con-
trol instructions as soon as the state of the platoon is up-
dated, and of limiting the amount of messages that vehicles
receive.



Figure 3: Dependency graph corresponding to the Leader-and
predecessor-following control topology.

Unlike in a V2V scenario, where each vehicle receives
broadcast beacons from all vehicles within its radio cov-
erage and autonomously decides whether or not to use
the data of a vehicle according to the control topology,
in a centralized approach the controller needs to know
the whole control topology and derive the dependencies
among platoon members. For example, let us consider the
control topology Leader-and predecessor-following that is
often proposed for the CACC control law. We build the
corresponding dependency graph (Figure 3) by reversing
the direction of the edges of the control topology and by
adding a loop edge for each following vehicle. Once an up-
date message is received, the controller extracts the prox-
imity graph of the corresponding vehicle and computes the
control law for that vehicle. The loop edges are necessary
because the control instruction has to be computed for
each vehicle, except the leader, as soon as an update of its
state is received. The amount of instructions per second
sent by the controller is (3n —4) f,,, where n is the number
of vehicles in the platoon and f, is the update frequency.

5. A Realistic Evaluation Framework

To evaluate our MEC-based platoon control, we devel-
oped a discrete-event Python simulation framework which
incorporates the MEC application, as described in Sec-
tion 4, and models network and processing delays as ran-
dom variables with given distributions. The MEC frame-
work runs on top of the standard mobility simulation tool
SUMO [33], which provides a built-in basic on-board unit
for reading sensors’ data and controlling vehicles. The
architecture of such a simulation framework is shown in
Figure 4. The SUMO interaction relies upon the Traf-
fic Control Interface (TraCI), which provides a wide set of
APIs for retrieving data of simulated vehicles, e.g., to read
the values of the on-board sensors, and to act on their be-
havior from an external controller, for instance, to control
the speed of each vehicle within a platoon. The simulator
has the following components:

e Discrete events engine is the core component of the
simulation framework being in charge of scheduling,
dispatching and executing simulation events.

o Low level controller models the OBU and is in charge
of interacting with SUMO via TraCI. It interacts

with two sub-modules for modeling the engine/brake
system, and enforcing specific speed patterns to the
platoon leader.

e Network layer models the three network segments re-
lying on three sub-components: RAN, backhaul and
MEC. The component RAN provides a basic net-
work model for base stations and vehicles. The back-
haul component models the data transfer through
the mobile operator transport network. The net-
work topology generator is a small component which
supports the network layer for the creation of the
network topology and the corresponding network de-
lay. The MEC component is responsible for modeling
the MEC-host capabilities and VNF instances, and
it also provides a basic support for VNF replication
and migration, even though this functionality is not
used in this work.

e Application layer implements the platoon controller
VNF as in Figure 2, as well as the control laws. This
layer is responsible for the management of platoons
and supports join/leave operations to the platoon,
and approaching maneuvers.

e Log collector is a module that provides a uniform
interface for logging to all the simulator components.

e Simulation configuration setup is in charge of parsing
the configuration files and the parameters from CLI,
to generate the simulation scenario. It also offers
the opportunity to run multiple simulations in batch
mode taking advantage of multi-core CPUs.

Our MEC-based approach inevitably has to cope with
non negligible delays, as shown in Figure 5. Starting from
the left, the first delay component (i.e., Togu1) is the time
the OBU requires to read data from the on-board sensors
and to create the application layer message for the pla-
toon controller application. The next three components,
namely Trani, IBs1, and Tgpgi, refer to the uplink de-
lay from the UE to the MEC: Tran1 takes into account
the time required by the UE to successfully transmit the
packet over the RAN uplink channel and reach the BS;
Tgs1 accounts for the time required by the BS to process
the packet received from the UE and to prepare the IP
packet to be sent over the backhaul network; Tgy; repre-
sents the delay between the BS and the MEC host where
the platoon controller is deployed. Component Tygc is
the processing time needed to compute control instruc-
tions for the vehicles. The delay Tyigc depends on the
computational capabilities of the MEC host. The follow-
ing three delay components, i.e., T2, TBs2 and TraN2,
refer to the downlink delay. In particular, Tgys represents
the communication delay between MEC host and BS, Tg2
is the BS processing time, while Tgranz is the communi-
cation time between the BS and the UE, which includes
scheduling and transmission times. Finally, Togys is the
time required by the OBU to process the packet received
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from the UE and to transfer the instructions to the phys-
ical controller of the vehicle, while T'xcT models the actu-
ation lag of the power/braking system of the vehicle. As
described in previous works like [20, 7], this latter delay
component strictly depends on the specific vehicle.

The overall delay observed at the platoon is a random
variable that results from the sum of all components de-
scribed above. Since we are interested in modeling the
delay impact on performance, our simulator allows the se-
lection of the distribution of delay and its parameters.

6. Simulation setup

6.1. Mobility

We simulate a highway scenario with a single platoon
composed of 20 vehicles travelling at 10 m distance from
each other. We assume that the leader of the platoon fol-
lows a predefined speed pattern. We simulate two types of
patterns, namely sinusoidal and real-trace. The sinusoidal
pattern consists of a sinusoidal variation of the speed of the
leader between two values at constant frequency over the
entire simulation time. In line with [17] and [20], we set
sinusoidal oscillation between 95 and 105 km/h at 0.5 Hz.
This synthetic mobility pattern is suitable for testing the
string stability against a continuous change of the leader
speed. The real-trace pattern is extracted from the Float-
ing Car Dataset?, which contains GPS traces sampled ev-
ery 2 seconds. Due to relatively low precision of sampling,
the reconstructed speed profiles are noisy and lead to un-
realistic accelerations and decelerations, especially in the
case of heavy vehicles. To overcome this problem, we apply
simple moving average filter on the trace, using a sample
window of 30 points, and we reduce the speed by 25 km/h,

2TIM Big Data Challenge 2015: Floating-Car-Data-Milano
https://dandelion.eu/datagems/SpazioDati/floating-car-data-
milano/resource/
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Vehicle type
P . Car LDV HDV
arameter (Citroen C5) (Fiat Ducato) (Volvo FM)
Max engine power 110 kW 130 kW 350 kW
Mass 1500 kg 3400 kg 40000 kg
Length 4.5 m 6.4 m 16.5 m
Drag coefficient 0.3 0.45 0.6
Section area 2.0 m? 4.5 m? 6.75 m?

Table 1: Real vehicles parameters

which results in a smoother speed profile suitable for com-
fortable assisted driving and for the engine capabilities of
a wide set of vehicles [34], including large lorries. The
speed profile is shown in Figure 6, it lasts 15 minutes and
combines a wide range of speeds, from 40 to 100 km/h,
and includes acceleration/deceleration maneuvers; so we
use the real-trace pattern to test the feasibility of our ap-
proach under a realistic leader behavior. Simulations are
repeated 20 times per configuration, and by using different
random generator seeds, so that confidence intervals can
be computed.

6.2. Engine and control law

To simulate the actuation lag, we consider two sepa-
rate cases: (i) ideal vehicle with fixed lag, independent
of the speed, and (ii) vehicle equipped with realistic en-
gine/braking system which takes into account the engine
power, the drag force, the mass and inertia. For the first
case, we use the approach in [17], where the electro-mechanic
actuator is modeled as a low pass-filter with time constant
7 equal to 0.2s and 0.17s if the vehicle is either braking or
accelerating, respectively. For the realistic engine/braking
system, we implement the model presented in [20] and we
consider three types of vehicles: passenger car, light deliv-
ery vehicle (LDV) and heavy delivery vehicle (HDV). To
highlight the differences among these vehicles, in Table 1
we report the main parameters we used in simulations®.
The substantial differences in the capabilities of vehicles
strongly impact the actuation lag component and affect
the ability of vehicles to react to the controller instruc-
tions. More details about the engine characteristics are
given in Appendix A.

3Vehicle specifications are taken from https://www.cars-
data.com/ for Citroen C5 and FIAT Ducato. For the Volvo truck we
use the specification provided by the truck manufacturer.

For what concerns the parameters of CACC, in line
with the literature [17], we use the following default values:
acceleration weighting factor C7 = 0.5, damping ratio £ =
1, and controller bandwidth w,, = 0.2 Hz.

6.3. Connectivity

To investigate the impact of latency, throughout the
simulation experiments we consider that on-board sensors
generate messages to be sent to the controller with a 10
Hz frequency, which is the highest frequency specified by
ETSI for intelligent transportation systems [30]. We also
consider the following values for delay parameters.

e The average time the OBU requires to read data
from the on-board sensors and to create the appli-
cation layer message for the platoon controller ap-
plication (component Topuy in Figure 5) is taken as
variable in the range 10 to 50 ms.

e The average uplink delay from the UE to the MEC
(sum of components Tran1, TBs1, and Tpm1) is col-
lectively taken as variable in the range 10 to 75 ms.
We also consider higher delays in the range 115 to
215 ms, to simulate extreme case scenarios.

e The average downlink delay from the MEC to the
UE (sum of components Tgu2, Tss2, and Tranz) is
collectively taken as variable in the range 10 to 75
ms. As for the uplink, we also consider higher delays
in the range 115 to 215 ms to stress the system under
limit conditions.

e The average processing time needed for the MEC
to compute the control instructions for the platoon
vehicles (component Tyigc in Figure 5) is taken as
variable in the range 0.1 to 1 ms.

e The average time required by the OBU to process
the packet received from the UE and to transfer the
instructions to the physical controller of the vehicle
(component Toguz) is taken as variable in the range
5 to 20 ms.

e The actuation lag of the vehicle power/braking sys-
tem (component Tacr) is modelled as described above
considering four types of vehicle.

As a result, in our simulation experiments, the average
round trip time (RTT) before the vehicle actuation lag
varies between about 30 and 220 ms, and between 300 and
500 ms for the extreme cases.

The shape of the delay probability density function
(pdf), and in particular the tail of the pdf, can have a
significant influence on the platoon behaviour. We con-
sider three different distributions: uniform, with a finite
tail; exponential, with an infinite but light tail; and log-
normal, with unit variance and a heavier tail.



6.4. Simulation of handovers and temporary loss of cover-
age

In order for a centralized platoon control to maintain
string stability and target distance, updates and instruc-
tions need to be exchanged at a constant rate between
vehicles and controller. When this communication experi-
ences a temporary interruption, the stability of the entire
platoon may be seriously affected. In the following, we
consider two realistic sources of interruption, and evalu-
ate, by means of simulations, their impact on the platoon.

Handovers between base stations are the first source
of interruption we consider. When an ongoing data ses-
sion is transferred between base stations, connectivity may
be lost for a short time leaving vehicles without control.
We consider four different mean values of handover time,
namely 10, 50, 500 and 1000 ms, with exponential distri-
bution. The higher values may be pessimistic with respect
to those normally experienced, but enable us to analyze
the platoon behavior under stressed conditions. We as-
sume that base stations are positioned along the highway
at 1 kilometer spacing. Of course, while traveling along the
road, vehicles experience the handover event at different
times, according to their position within the platoon.

The second source of interruptions that we consider is
a RAN coverage hole, i.e., a localized loss of connectivity
along a road segment of a few hundreds of meters, due, for
example, to a short tunnel or a shadowing effect. Although
this condition may be rare in most countries, it is worthy
of analysis because it describes a condition in which all
the platoon vehicles experience a communication breach
at the same time, and for a longer time, thus exposing the
limits of the MEC approach to platoon control. In the
simulations we consider two segment lengths, 200 and 500
m.

We assume that the actuator layer controller (see Fig-
ure 1) is unaware of the temporary loss of connectivity and
continues to execute the last known instruction until the
link is re-established. We also assume that no emergency
procedure is active on OBU, as we are interested in ana-
lyzing the behavior of platoon under extreme conditions
without external interventions.

7. Performance evaluation

In this section we present quantitative metrics com-
puted with our simulation experiments. The section is
structured in three parts. First, we analyze the perfor-
mance of our edge-based platooning scheme using a si-
nusoidal speed trace for the platoon leader, which causes
extreme stress to the CACC, thus yielding worst case per-
formance. With that, we also evaluate the impact of RAN
handovers and of packet loss in the network. Second, we
use a realistically smooth speed trace to show differences
with respect to the sinusoidal case, and to analyze the
impact of realistic engine inertia and of limited duration

connectivity blackouts, with three different classes of com-
mercial vehicles. Third, we evaluate how our scheme scales
with the size of platoons.

7.1. Sinusoidal speed variations

Sinusoidal speed profiles for the platoon leader are of-
ten used in the analysis of platooning performance, be-
cause this condition stresses the CACC. We therefore start
by assessing the performance of our scheme when the pla-
toon leader’s speed over time is sinusoidal between 95 and
105 km/h, with a very short (and unrealistic) period of 2
s. In the figures shown in this subsection, the platoon size
is set to 20. However, we remark that we have observed
similar trends with different platoon sizes.

7.1.1. Distance error and platoon stability

The results for the absolute value of the error in the
distance with respect to the previous vehicle in the pla-
toon under sinusoidal mobility are reported in Figure 7 in
the case of equal average delay in the uplink and downlink
paths. The three plots represent the 95th and 99th per-
centile, as well as the maximum observed distance error,
over all simulation experiments.

Results show that maximum errors of slightly over 3
m are made with average RTT over 120 ms, while average
values of RTT below 70 ms generate maximum errors of
1.5 meters only in the case of the lognormal pdf, and the
uniform distribution induces maximum errors below 1 m.
Looking at 95th and 99th percentiles, we observe errors
always smaller than 1 m and 1.5 m, respectively.

As can be seen in Figure 8, for a fixed average RTT
value, the delay in the uplink path is more detrimental to
the vehicle position error. Indeed, for example, splitting
an average delay budget of 125 ms into 110 ms for uplink
and 15 ms for downlink yields an average 99th percentile of
the absolute position error of about 1 m under a lognormal
delay distribution, while allocating 110 ms to the down-
link yields an average maximum absolute position error
of about 60 cm, practically independently on the distri-
bution. In general, as expected, the lognormal pdf yields
largest control errors.

It is interesting to observe that our scheme achieves
string stability: distance errors are unevenly distributed
amongst vehicles within a platoon, with vehicles just be-
hind the leader that suffer larger errors than the others.
This is shown in Figure 9, which depicts the distributions
of the absolute value of distance errors with respect to the
vehicle position within the platoon, under different aver-
age delays with uniform distribution. The extreme values
of the error decrease from almost 2 m, for the first fol-
lower, to less than 1 m for vehicles in the second half of
the platoon. Moreover, the lower the RTT, the higher the
platoon stability.

7.1.2. Impact of losses
Packet loss on either the uplink or the downlink, or
both, does not significantly jeopardize the performance,
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Figure 7: Absolute distance error for each RTT scenario with a sinu-
soidal mobility pattern, for an ideal vehicle’s engine with actuation
lag, without packet loss. Each point represents a run of simulation,
the bars show 95% confidence intervals with respect to the average.
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as can be observed in Figure 10. The figure presents the
maximum absolute distance error for various cases, with
up to 2% of packet loss in uplink and downlink, which is
unrealistically high in today’s cellular networks. Losses
considered in the experiment are uncorrelated over time
and population, i.e., each packet has the same probability
to be lost. For reference, results for the case without errors
are included in Figure 10, and correspond to what shown
in Figure 7c. Robustness to packet loss is not surprising
in light of the high rate adopted for sensor data gathering,
and because of the presence of a significant actuation lag.

To further assess the impact of losses, we consider the
case of correlated losses, which could occur upon a radio
handover, during which a vehicles could fail to send a few
updates and miss CACC directives. Figure 11 depicts the
95th percentiles of the absolute distance error for handover
duration of up to 1 s (on average, and with exponential
distribution). Small values of the average handover du-
ration have negligible impact, while long handovers can
cause large error degradation, up to one order of magni-
tude with respect to the case without handovers (cf. Fig-
ure 7a). These results tell that the MEC-based platoon
control is sufficiently robust also to correlated losses oc-
curring in time windows of a few hundreds of milliseconds.

7.1.8. Impact of actuation lag
The fact that vehicle actuation lags have time con-
stants higher than the whole chain comprising uplink and

downlink packet transmission and computation at the MEC,

raises a question about the relative impact of communica-
tion/computing delays and actuation lag. We thus finally
explore the impact of the actuation lag on vehicle position
errors by comparing results with the normal actuation lag
to results where the actuation lag is set to zero. Figure 12
shows the impact of the actuation lag on the absolute dis-
tance error, with uniform delay distribution. For ease of
comparison, the figure also includes results for the case in
which we do not consider the actuation lag (same as in
Figure 7). We can see that the impact of lag is quite rele-
vant, especially in the intermediate interval of RTT values,
which are the ones most likely in practice. The actuation
lag is detrimental for performance, although it is not crit-
ical, as its presence only adds up a few tens of centimeters
to the absolute error. Furthermore, in Figure 13 we can
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Figure 10: Maximum absolute distance error (average over all runs)
versus RT'T for equal average delay on uplink and downlink under si-
nusoidal mobility pattern, for an ideal vehicle’s engine with actuation
lag, with nonzero packet loss probability.
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Figure 13: Impact of the actuation lag: heatmap of 99th percentile
of the absolute distance errors for unbalanced latency scenarios with
sinusoidal mobility pattern, for ideal vehicle’s engines, uniform RTT,
and no packet loss (mean over all simulation runs).

observe that delay in the uplink has higher impact than on
the downlink. The heatmaps of the figure only show the
99th percentile of the absolute distance error for uniform
distribution of the delay. However, results for other distri-
butions and for other percentiles show the same trend.

7.2. Real-trace mobility

In this subsection we consider the realistically smooth
platoon leader’s speed trace that is shown in Figure 6 and
that provides a less challenging environment with respect
to the sinusoidal mobility that we considered so far. We
also introduce and evaluate the impact of two realistic fac-
tors: the inertia of real engines and the possibility to en-
counter radio coverage holes.

7.2.1. Distance error

In Figure 14 we report the 99th percentile of the ab-
solute distance error for variable RTT. Each point repre-
sents a run of simulation, and bars show 95% confidence
intervals for average values. In this case we can observe
distance error values up to about 30 cm (with very high
RTT value), while in the sinusoidal mobility case we had
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Figure 14: 99th percentile of the absolute distance error for each RTT
scenario with real-trace mobility pattern for an ideal vehicle’s engine
with actuation lag, and without packet loss. Each point reports
the result of one simulation run, while bars show 95% confidence
intervals.

_1.6{ Engine model
c - Ideal
—14 = Car
=

3] - LDV
t1.2 = HDV
]

202

30 50 70 120 170 220 300 400 500
Mean RTT (ms)

Figure 15: 95th percentile of the absolute distance error versus RTT
with real-trace mobility pattern and different types of engine with
actuation lag, under uniform RTT and no packet loss. Each point
reports the result of one simulation run, while (barely visible) bars
show 95% confidence intervals.

about five times as much (1 m vs 20 cm, with RTT equal
to 220 ms). Results for the 95th percentile of the error
and for its maximum are omitted here because they lead
to similar conclusions: our results confirm that a realisti-
cally smooth speed profile yields much lower control errors
than under sinusoidal mobility conditions.

7.2.2. Realistic engine

When the performance of realistic engines of cars, vans
and heavy trucks, are considered together with their rel-
evant parameters (see Table 1), the vehicle ability to re-
act to platoon controller instructions may be highly con-
ditioned with respect to the ideal case. In Figure 15 we
report the 95th percentile of the distance error versus the
RTT value, assuming a uniform distribution of delay and
realistic mobility trace. We can first of all observe that
in the ideal case the average distance error is significantly
smaller than with sinusoidal mobility (cf. Figure 7). We
can also see that the impact of the engine performance is
much more important than the one of the RTT value, even
if the RTT values grow very high. Finally, we can observe
that cars and vans behave very similarly, and even a heavy
truck engine does not lead to distance errors significantly
larger than 1 m.
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of the experiment of Figure 16(c). Soft-colored lines indicate vehicle
acceleration, while dots indicate target accelerations (CACC direc-
tives). Blackout intervals are indicated with colored bands, while the
grey area includes the interval during which at least a vehicle is not
connected.

7.2.8. Blackouts

In Figure 16, for a 8-vehicle platoon, we report the
inter-vehicle distance in meters when a short RAN black-
out interrupts the data transfer from and to vehicles. We
consider a short RTT value, equal to 30 ms, and we look
at three different positions of the blackout event within
the trace. In Figure 16(a)-(b) we select a period of quasi-
constant speed (see inset), looking at blackout duration
equal to 200 and 500 m, respectively. The gray area corre-
sponds to the blackout, and the horizontal colored bands
indicate the times of start and end of the blackout for vehi-
cles in different positions in the platoon. Lines of the same
colors report the distance of vehicles from the preceding
one. The gray line reports the speed of the platoon leader.
In Figure 16(c)-(d) we select a period of speed reduction,
and in Figure 16(e)-(f) we consider a portion of the trace
in which, before the blackout start, the platoon leader is
accelerating, but during the blackout it starts reducing its
speed.

Quite remarkably, we see that in the three portions
of the trace, a short blackout (200 m, corresponding to
little more than 10 s) is well survived by the platoon, with
significant distance errors (about 3 m) experienced by the
second car of the platoon when the leader’s speed varies
sensibly. On the contrary, a longer blackout (500 m, i.e.,
about 15-20 s) can only be tolerated when the platoon
leader speed is almost constant (as easily forecast), but
otherwise leads to collisions between the platoon leader
and the second vehicle of the platoon during the blackout
event (where the blue line goes to zero).

Figure 17 reports a detail for the acceleration profile of
the platoon leader and two followers at the head and the
tail of the platoon, respectively. The figure also reports
the value of the acceleration indicated in CACC directives
received by the vehicles (represented as dots in the plot).
The figure focuses on the case of 200-m blackout during
a braking maneuver, which corresponds to the distance
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plots of Figure 16(c). While the leader constantly deceler-
ates with a variable pattern, the two followers implement
the last received directive, which is a flat deceleration pro-
file during their blackout. When they eventually recover
connectivity to the controller, the new received directives
impose harsh braking, which the vehicles cannot actually
implement immediately due to the actuation lag.

These results expose the main limitation of the MEC-
based platooning approach, which lies in the need for RAN
coverage, as we will discuss in a later section While short
blackouts are well tolerated thanks to the redundancy in
the transmission of control messages, long blackouts de-
prive vehicles of the information necessary for inter-vehicle
distance control, and lead to crashes.

7.3. Scalability of MEC-based platooning

7.3.1. Platoon size

Scalability is quite a strong point of MEC-based pla-
tooning. Indeed, a PaaS approach allows the control of
large platoons with no significant problem. For example,
in Figure 18 we show the average maximum absolute dis-
tance error versus RT'T for platoons with size 20 and 50, in
the cases of lognormal delay distribution and either sinu-
soidal or real-trace mobility pattern. Results prove that no
significant difference in control precision is observed in the
case of long platoons. It is also interesting to observe that
almost invariably the largest distance error is observed at
the vehicle immediately following the platoon leader. In
Figure 19 we report the boxplots of the distribution of the
absolute distance error under sinusoidal mobility pattern
and uniform RTT distribution with average 70 ms, for pla-
toons of size 20 and 50 (results are plotted only for vehicle
2, i.e., the one following the platoon leader, 3, 4, the vehi-
cle in the middle position, and the last vehicle). Also from
these results we can see that the platoon performance is
insensitive to the platoon size, and that largest errors are
observed for the vehicle immediately following the platoon
leader.

7.8.2. Data rate and computation

As regards the base station bandwidth consumption,
we recall that each vehicle transmits to the base station 10
messages of 200 bytes each, per second. This means that
a b0-vehicle platoon generates 0.8 Mb/s in uplink. As we
mentioned in Section 4, the number of messages sent by
the controller per second is equal to (3n—4) f,,, where f, is
the update frequency and n is the number of vehicles in the
platoon. In our case, with a 50-vehicle platoon this means
1460 messages per second, corresponding to a downlink
data rate of 2.336 Mb/s. By assuming that a base station
controls simultaneously at most 10 50-vehicle platoons (in
real settings probably much less) the data rate consumed
amounts to 8 Mb/s in uplink and 23.36 Mb/s in downlink,
i.e., quite a small fraction of the expected capacity of a
5G base station. Considering that currently available base
stations reach capacities of the order of 1 Gb/s, assuming
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that the platooning application runs in a network slice with
dedicated resources amounting to 10% of the base station
capacity, and limiting the load of the slice to 50% in order
to stay away from congestion, the slice can handle over 20
platoons comprising 50 vehicles each. With 1 km coverage
radius of the base station, this number of platoons looks
much more than what can be expected in the foreseeable
future.

Coming now to processing requirements at the MEC, a
50-vehicle platoon requires processing of 500 updates per
second coming from vehicles, to compute 1460 instructions
per second to be transmitted to vehicles. In total, this
means processing 1,960 computations per second. In the
unlikely case considered above of a base station controlling
simultaneously 10 50-vehicle platoons, the amount of com-
putations per second is 19,600. If we then assume that one
MEC is shared by two base stations, the number grows to
39,200 computations, a number still easily manageable by
state of the art CPUs. Assuming that the network slice
for platooning is allocated 10% of one 3 GHz core of one
of the processors available in the MEC, that each compu-
tation required to control the platoon needs the execution
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of 1000 instructions, and that the utilization of the allo-
cated computing resources must not exceed 50%, so as to
guarantee good performance, the platooning application
is able to perform 150,000 computations per second. This
is sufficient to manage over 75 platoons with 50 vehicles
each.

It must also be observed that the MEC-based platoon-
ing approach comes with no risk of interference among
transmissions of vehicles of the same or different platoons,
and with no risk of shadowing, contrary to the case of a
V2V approach.

8. Discussion

In most of the described experiments, we observed no
vehicle collision events, and the maximum inter-vehicle
distance error was always below 4 m, except when we con-
sidered connection blackouts lasting over 10 seconds. We
showed that vehicle collision events may only occur under
the extreme (and rather unlikely) conditions which com-
bine long coverage holes, and leader’s speed variations.
In addition, we did not account for the emergency proce-
dures that a OBU can implement, including the obvious
fallback option in which the control of the vehicle goes
back to the human driver or to a simple emergency V2V
control upon network disconnection. We showed that in
normal conditions edge-assisted platoons can operate ex-
tremely well under the guidance of a controller located
near the platoon, or even with a less close controller, up
to a few hundreds of milliseconds away from the platoon, in
RTT terms. MEC-based platoons can work well with var-
ious types of vehicles and under variable speed profiles—
from realistically smooth to frantic sinusoidal patterns—
and with either ideal or realistic engines, lags, and platoon
sizes. It can also survive critical conditions, such as those
generated by short communication interruptions, due for
instance to cell handovers or exceedingly high RTT val-
ues. The only critical (and rather obvious) limitation that
we found is that radio coverage must be guaranteed over



the whole path, with the possible exception of small blind
spots.

Since the dynamics of communication between vehicles
and MEC do not depend on the inter-vehicular distance,
the results reported for the absolute distance errors could
have been achieved also by shortening the inter-vehicular
distance to 5 m or less, instead of 10 m as in our exper-
iments, and significantly less in the case with real-trace
mobility. Indeed, our results apply to scenarios in which
the inter-vehicular distance is set to about 4 m or more.

Considering the QoS class identifiers proposed by 3GPP,
and in particular QCI-75 and QCI-79 [35], which are spe-
cific for V2X packet transmission, the delay budget for
guaranteed bit rate (GBR) traffic is 75 ms, which goes
down to 50 ms for non-GBR traffic, while the acceptable
loss rate cannot exceed 1%. With the above values, we
have seen that the MEC-based centralized control of pla-
toons can guarantee sub-meter absolute errors. Instead, it
is worth observing that such delay values cannot be guar-
anteed if the platoon controller runs in the cloud, since no
less than 150 ms RTT can be achieved as of today, both
due to the distance of cloud resources from vehicles and to
the processing time required on remote shared servers [9].

It is important to notice that platoon control has two
key motivations, namely traffic control and fuel saving
thanks to the drafting effect. So, on the one hand, pla-
tooning makes sense if the vehicles can move harmonically,
with smooth transitions and with stable relative distances.
On the other hand, the inter-vehicle distance has to be
short enough so that each vehicle but the leader falls in the
slipstream of the preceding one. Therefore, the absolute
errors discussed in this paper have to be contextualized in
a scenario in which the target is to maintain an almost
constant, and short, inter-vehicle distance. If we assume
that the relative error cannot exceed 10% of the target dis-
tance, this means that the inter-vehicle distance that can
be enforced could be about 10 times higher than the error.
With the values observed in this study, we should therefore
conclude that RT'T delays ranging from 20 to 250 ms would
result in inter-vehicular distances approximately from 5 to
35 meters, with vehicle speeds in the order of several tens
of km/h. Now, while driving a few meters apart seems
dangerous unless assisted driving is enabled, maintaining
as much as 20 or 30 m distances seems doable without any
computer-assisted machinery. In fact, consider that com-
monly recommended safety distances for drivers can be
estimated with a simple formula, i.e., d = 3v/10, where d
is the safety distance in meters and v is the speed in km/h.
So, at 50 — 60 km/h, the recommended safety distance is
about 15 — 18 m (this also corresponds to the advice to
leave about three times the length of a vehicle when driv-
ing in a sub-urban environment). In highway driving, at
120 km/h, the safety distance should be 36 m. There-
fore, it is clear that there is no need of assisted driving for
such distances, which means that, with delays that allow
to keep the inter-vehicle distance at more than 10 — 15 m,
platooning control would bring no great benefit to traffic
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control. Also, at legal speed, the slipstream of a vehicle
is as short as a few meters [36]. So, there would be lit-
tle fuel saving by keeping inter-vehicle distances at 10 m
or higher. In conclusion, our study reveals that platoon
control makes sense if the RTT experienced by messages
originated at the vehicles can be bounded to about 50
to 75 ms, under the harsher driving conditions we have
tested, which is in line with 3GPP recommendations as
per QCI-75 and QCI-79. With smoother realistic cases,
much higher RTT values can be however tolerated as well.
We remark that delays compatible with safety in the most
demanding driving circumstances and with real engine’s
limitations are only feasible in case of running the platoon
controller either on the platoon itself or at the MEC, while
cloud resources might be too distant to be used. Using the
MEC resources deployed by the network operators start-
ing with 5G networks, would allow for efficient implemen-
tation of platoon control as a network service offered to
drivers, without requiring computing and advanced com-
munication tools directly on board vehicles. Moreover,
with respect to V2V-based platooning, having the service
handled directly by the network (or a service operator)
can offer important advantages, including the possibility
to easily coordinate multiple platoons [37] (e.g., merging
them when convenient, or performing other maneuvers),
to apply homogeneous platoon control policies (thus avoid-
ing platoons overtakes that could block faster drivers), and
scale the size of platoons beyond what can be handled with
V2V communications (which, as of today, can sustain up
to a fistful of vehicles using IEEE 802.11p for inter-vehicle
communications).

Finally, it is important to observe that transmitting
CACC messages at 10 Hz frequency is a key feature to
obtain robustness to transmission errors and to survive
short disconnection periods or variations in the link quality
due to fading or reduced SINR (signal to interference and
noise ratio) close to cell borders. Indeed, assuming a mes-
sage loss probability equal to p and independent losses, the
probability of receiving no message for one second equals
p'%, which remains below 102 (resp. 107%) even for quite
unrealistic message loss probability values, up to 0.5 (resp.,
0.25). We observed that a 1 s interval with no updates is
well tolerated by the system in Fig. 11 when discussing
handovers. As a consequence, update frequencies close to
the highest value specified in [30] (equal to 10 Hz) seem
quite a wise choice to incorporate redundancy in the sys-
tem and achieve robustness to different system conditions.

Variations in the data rate due to changing SINR, hence
to the use of different modulation formats, are not a crit-
ical issue, since the amount of data to be exchanged for
platoon control is small, although the data rates affect
the size and number of platoons that can be controlled in
parallel from the network. Some attention to this aspect
should however be paid in case of very long platoons span-
ning multiple cells or multiple platoons coordinating with
each other, as studied in [37].

As we already observed, the main weakness of the MEC-



based platoon control is in the possibility of loss of RAN
coverage, either due to coverage holes, or because of power
blackouts or other events that produce periods of outage
of portions of the RAN. We have observed that in this case
the platoon remains reasonably stable if the leader speed
remains constant, but few tens of seconds of outage can
be sufficient to produce a crash when the platoon leader
accelerates before the outage, but starts braking during
the outage. In order to survive these conditions, an emer-
gency V2V system can be very useful to at least control
the distance from the preceding vehicle in case of failure
of the MEC-based control. This leads to the consideration
that optimal safety could be achieved by a hybrid system
integrating MEC and V2V in the platoon control.

9. Conclusions

In this article we have investigated the feasibility of
a MEC-based centralized control of platoons of vehicles,
exploring the impact of the RAN latency distributions, of
time-uncorrelated and correlated packet loss probability
introduced by the uplink and downlink transmissions, as
well as of engine characteristics and actuation lags, and
ideal vs realistic mobility profiles.

Our study shows that a MEC-based approach is a vi-
able alternative to the commonly proposed distributed ap-
proach, based on V2V communications, for platooning ap-
plications. A centralized controller running at the edge of
the cellular network is actually very robust to latency and
packet losses, and its complexity scales very well. The ap-
proach can rely on widely available 4G /5G mobile network
infrastructures and brings together a few important side
benefits—e.g., (i) the independence of performance on the
number of involved vehicles and/or platoons, (i) the nat-
ural openness to integrate different traffic control systems,
and (ii7) the possibility to scale to very crowded scenar-
ios including large numbers of large platoons—that justify
the further exploration of MEC-based control approaches
for other autonomous driving scenarios, and paves the way
to platooning-as-a-service offerings by mobile network op-
erators. However, as we have shown in the article, con-
sidering realistic characteristics of vehicles and mobility is
paramount to correctly design the service.
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Appendix A. Actuation lag

We consider two types of vehicle: (i) an ideal vehicle
with fixed actuation lag which is able of performing any ac-
celeration instruction independently of the current speed,
and (ii) a vehicle equipped with a realistic engine/braking
system, and affected by air drag inertia due to the mass.
For the first type of vehicle, we adopt the approach in
[16, 17] and we model the actuation lag as a first order
low-pass filter:

in+1] = B Zaesln + 1] + (1 = B) - i[n] (A1)
Ay
B = m (A.2)

where #[n 4+ 1] is the next acceleration at the n + 1-st
simulation step which depends on the desired acceleration
Zdes|n+1], computed by the OBU’s coordination layer, and
on the current vehicle acceleration #[n]. A; represents the
time-step of the discrete event system operations, and 7 is
a time constant specific of the electro-mechanic actuator.

As for the realistic engine we use the approach in San-
tini et al. [20] (Sec. V), which takes into account the differ-
ent capabilities of the engine at different speeds, i.e., the
maximum possible acceleration as a function of speed and
gear. By applying this equation to the three vehicles con-
sidered in this work, we obtain the maximum acceleration
values versus speed/gear which are shown in Figure A.20.
These results are obtained by modelling the actuation lag
according to equation (46) in [20], which considers the en-
gine rotation speed and the number of cylinders to deter-
mine the actual value of 7 to be used in (A.1).

Appendix B. String stability and CACC

The control law implemented by the OBU’s coordina-
tion layer has to guarantee the platoon string stability. A
platooning controller is string stable if it is able to atten-
uate the spacing error from vehicle to vehicle in a string
of vehicles [16]. Formally, the string stability is defined as
follows:
eWH <1 Vie2.-m
81‘_1(t) 0o

(B.1)

where e;(t) and e;_1(t) are the spacing errors between the
i-th and preceding vehicle at time ¢, respectively. The pla-
toon string stability is guaranteed by a class of controllers
known as CACC. The latter provides the desired accelera-
tion #;_4es for the i-th vehicle in the platoon by using the
information of the vehicle itself, along with the informa-
tion of the platoon leader and the preceding vehicles. The
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Figure A.20: Maximum acceleration as function of speed and gear.

standard definition of CACC (see [16]) is

Fides = 00 Fi—1 + oo + asé; + ag(d; — To) + ase;

(B.2)
€ =Ty — Tj_1 (B.3)
€ =i — Ti—1 + li—1 + dges (B.4)
o =1-0C (B.5)
Qo = Cl (BG)
az = — (25 -Gy (f + \/527—1» Wn (B.7)
ay = —C1 (f + \/527—1> Wn, (B.8)
a5 = —wZ (Bg)

where z;, ©; and %; are the position, the speed and the
acceleration of the i-th vehicle. Zo and %o are the accel-
eration and the speed of the platoon leader, respectively.
T;_1, T;—1 and &;_q represent the position, the speed and
the acceleration of the preceding vehicle. &; is the delta
speed between the i-th vehicle and the preceding one. ¢; is
the distance error with respect to the target distance dges.
CACC has three parameters: the weighting factor between
the accelerations of the leader and the preceding vehicle
C1, the damping ratio £ and the controller bandwidth w,,.
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